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Program Report

The Economics of Aging”

David A. Wise*

The U.S. population is growing older and living longer. Yet older people
have been leaving the labor force at younger and younger ages. Moreover,
most Americans have saved very little. At the same time, the cost of medical
care has been increasing. These demographic trends and changes in indi-
vidual circumstances will contribute to some of the most important eco-
nomic transitions and policy challenges for the coming decades.
Understanding the determinants of retirement, the nature of saving for retire-
ment, and how to more efficiently provide medical care are perhaps the
most critical issues that demographic trends have forced on us. These and
related issues make up the activities of the NBER’s Program on the
Economics of Aging.

Begun in 1986, the Aging Program has developed primarily around large,
coordinated research projects that simultaneously address several interre-
lated issues in the economics of aging. Extensive funding for the program
has been provided by the National Institute on Aging (NIA), both through
multiple research grants and through a Center grant, which provides cen-
tralized infrastructure support to the Program effort.

The major research categories in the NBER’s Program on the Economics
of Aging are: 1) saving and the evolving financial circumstances of older
Americans; 2) work and retirement decisions at older ages; 3) health care;
and 4) aging around the world. In each of these areas, a major goal of the
research is to better understand individual decisions as people age, and how
these decisions are affected by individual circumstances and the economic
incentive effects of government policies and programs. This article summa-
rizes research in each of these areas.

* David Wise is Director of the NBER's Program on Aging and a professor of econom-
ics at the Kennedy School of Government at Harvard University.

** This report has been prepared with the intensive belp of Richard Woodbury of the
NBER's Program on the Economics of Aging. Abstracts and full copies of the Working
Papers of the Aging program can be found at www.nber.org.
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Much effort also has been directed
to attracting young researchers to this
field. To that end, our NIA Fellow-
ship'Program provides annual fel-
lowships to between five and ten
graduate students who are beginning
research on the economics of aging.
It also provides two or three post-
doctoral fellowships each year to
recent Ph.D. recipients, enabling
them to spend a year at the NBER to
do research on issues in the eco-
nomics of aging and health care. The
combination of NIA support for
research training and fellowships,
new project development, data re-
source development, and smaller
“exploratory” grant support has been
instrumental in our efforts to expand
the program, and to engage out-
standing new scholars in research on
aging.

Nearly 100 papers are completed
annually on issues in aging by par-
ticipants in the NBER Program. Some
of these appear in a series of books
published by the University of
Chicago Press.!

The Evolving Financial
Circumstances of Older
Americans

The way Americans provide for
financial support in retirement is
changing rapidly. All three of the tra-
ditional pillars of retirement support
—Social Security, employer-provided
pensions', and saving—are in transi-
tion. Potential changes in Social
Security have received the most pub-
lic attention. The aging of the popu-
lation has made the continuation of
current levels of real benefits from
Social Security an uncertain prospect.
Employers, too, are reacting to the
increasing costs of their retirement
benefits, with many of them discon-
tinuing traditional pension benefits
and retiree health insurance pro-
grams. At the same time, the rapid
expansion of 401(k) programs, and
the dramatic growth in savings in
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401(k) and IRA programs, suggest a
transition in personal savings as well.
While most households retiring in the
past had essentially no financial asset
savings, that may not be true in the
future. By the mid-1990s, at least one
spouse in over half of U.S. families
was eligible for a 401(k) plan, and
over 70 percent of those who were
eligible made contributions. Today,
over $100 billion is contributed annu-
ally to 401(k) plans.

The Growing Influence of
Retirement Savings

A long series of studies by Steven
Venti, James Poterba, and me has
considered whether IRAs and 401(k)
programs have added to personal
saving, or whether they have simply
replaced saving that would have
already taken place in some other
form.2 Using a number of different
data sources and analytical approaches,
we have consistently demonstrated
that the saving taking place in IRA
and 401(k) plans is new saving.

Having identified IRA and 401(k)
plans as important inducements to
saving, we focused more recently on
the implications of these savings for
the financial status of retirees in the
future. A central feature of this work
is a detailed summary of eligibility,
participation given eligibility, and
contribution rates, by earnings decile
and age.? Based on conservative as-
sumptions about future participation
and contribution rates, we estimate
the 401(k) assets of cohorts who will
be age 65 in 2025 and 2035. For all
but the lowest earnings decile, the
projections suggest that 401(k) sav-
ing could represent a very substan-
tial contribution to retirement in-
come. Among those reaching age 65
in 2025, for example, the average
level of 401(k) assets is likely to
exceed the discounted value of Social
Security benefits. Thus their 401(k)
plans could contribute more to their
retirement support than Social

Security. While these large financial
asset accumulations are unlikely to
be realized by families with the low-
est lifetime earnings, 401(k) assets
are projected to become a substantial
fraction of Social Security wealth for
families with lifetime earnings above
the two or three lowest deciles.

One widely expressed concern is
that employees changing jobs may
have the opportunity to remove
funds from their pension plans, leav-
ing little for retirement. We studied
the incidence and disposition of
these lump-sum distributions and
found that a substantial number of
people with small balances do take
money out of these accounts.4 How-
ever, most larger accounts paid out
as lump-sum distributions are rein-
vested in ways that preserve the
funds for retirement. Thus the vast
majority of funds remain in personal
retirement saving plans.

More recently we expanded our
projections of the 401(k) accumula-
tions of future cohorts of retirees to
account for “leakage” caused by
cash-out of 401(k) assets when peo-
ple change jobs. Although cash-outs
have some effect on accumulation,
the foregone accumulation at retire-
ment attributable to this leakage is
only about 4 or 5 percent of assets
that are retained until retirement.>

Research by Andrew Samwick and
Jonathan Skinner has analyzed a
closely related trend: the movement
among employers away from defined
benefit pension plans and toward
defined contribution pension plans
and employer-sponsored savings
plans.6 They ask how this trend will
affect the financial security of future
retirees. Their simulations show that
average and median pension benefits
are higher under defined contribu-
tion plans than under defined bene-
fit plans, and that minimum benefits
are comparable. They argue, there-
fore, that the growth in defined con-
tribution plans may strengthen

retirees’ financial security.

In related work, John Shoven and
I documented the very high tax rates
on distributions from retirement sav-
ing plans—particularly those for sav-
ings distributions passing through an
estate.” Marginal tax rates on non-
estate distributions were as high as
62 percent, while marginal tax rates
on distributions passing through an
estate were as high as 99 percent.
Moreover, with moderate ongoing
contributions to a 401(k) plan over a
working career, these high tax rates
could be faced by savers who did not
have extraordinarily high incomes.
However, perhaps in part because of
these studies, these “success” taxes
were eliminated as part of the Tax-
payer Relief Act of 1997.

Alternative Theories
of Saving

David Laibson’s work has focused
on nontraditional theories of saving,
drawing on behavioral findings in
experimental psychology.® Laibson
suggests that savings decisions are
influenced in part by “hyperbolic”
discounting—a form of discounting
that uses relatively low discount rates
to evaluate distant events, and in-
creasingly high discount rates to eval-
uate more proximate events. The
implication is that people want to
plan for the future (such as by saving
for retirement), but their long-term
plans are impeded by temptation in
the present. Laibson’s work suggests
that actual consumption and saving
decisions over the course of life are
in fact quite consistent with hyper-
bolic discounting.

Laibson’s work also suggests that
commitment mechanisms such as
payroll deductions and early with-
drawal penalties tend to increase sav-
ing among people making decisions
based on hyperbolic discounting.
These mechanisms are part of why
401(k) plans are so successful in pro-
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moting saving. Specifically, by using
payroll deductions and by imposing
a financial penalty on early with-
drawals, 401(k) plans tend to be
more effective than other approaches
in encouraging saving. Simulations
suggest that 401(k) plans may raise
the national saving rate by at least 89
percent.

The Composition and
Annuitization of
Retirement Saving

Andrew Samwick has initiated a
number of research projects using
the rich pension, earnings, and
wealth data in the Health and Re-
tirement Survey (HRS). A collabora-
tive analysis by Alan Gustman, Olivia
Mitchell, Samwick, and Tom Stein-
meier finds that HRS households
have a large proportion of their wealth
in the form of entitlement benefits,
rather than real and financial assets.?
The combination of pensions, Social
Security, and health insurance ac-
counts for half of the wealth held by
all households in the HRS, for 60 per-
cent of total wealth of the median
HRS household, and for as much as
48 percent of the wealth of house-
holds between the 90th and 95th per-
centiles of the wealth distribution.

Jeff Brown, Mitchell, Poterba, and
Mark Warshawsky have explored the
role of annuities for older house-
holds, focusing initially on how an-
nuities are priced.® Using the Social
Security Administration’s mortality
tables, which reflect death rates of
the general population, they find that
the expected present value of pay-
outs associated with single-premium,
immediate life annuities is approxi-
mately 80 cents per premium dollar.
However, the mortality rates of those
who actually purchase annuities are
lower than the mortality rates for the
entire population, which raises the
expected future payout for these pur-
chasers. When valued using the mor-
tality rates of actual annuity buyers,

the (expected present discounted)
value of the payouts rises to between
90 and 95 cents per dollar of annuity
premium. Thus the pure administra-
tive costs of purchasing an annuity
appear to be less than 10 percent
of the premium value for current
annuitants.

Follow-up work by Poterba and
Warshawsky has compared the pric-
ing of annuities in the public market
with the pricing in large group retire-
ment saving plans.l! They find even
higher payout rates in the large group
retirement savings programs, partic-
ularly in the annuity products offered
by TIAA-CREF. Other follow-up work
by Brown, Mitchell, and Poterba has
considered the trade-offs among al-
ternative annuity options for paying
out retirement savings later in life,
and the potential role of inflation-
adjusted annuities.12 Using plausible
measures of risk aversion, they find
that people would be expected to
value a variable payout equity-linked
annuity more highly than a real an-
nuity because the additional real re-
turns associated with common stocks
more than compensate for the volatil-
ity of prospective payouts.

The Distribution of Social
Security Benefits

Jeff Liebman has explored the
effective returns to Social Security
among individuals with different
demographic and economic charac-
teristics. As part of this project, he
received special permission to use a
confidential version of the Survey of
Income and Program Participation
that is linked to Social Security earn-
ings histories. In preliminary work
using these data, Liebman found
higher rates of return from Social
Security among those with lower
incomes; those whose earnings were
concentrated later in life; and married
couples, especially married couples
with unequal incomes. The large
majority of Social Security recipients

had rates of return of between zero
and 4 percent. About 19 percent of
the sample had rates of return of
between 4 and 8 percent; and only 4
percent of the sample had a rate of
return above 8 percent.

Related work by Kathleen McGarry
and Robert Schoeni shows that Social
Security has had a dramatic influence
on the living arrangements of elderly
widows.13 Using data from the last six
Census surveys, McGarry and Schoeni
estimate the effects of rising income,
particularly of rising income from
Social Security, on living arrange-
ments among widows. The share of
elderly widows living alone rose
from 18 percent in 1940 to 62 percent
in 1990. McGarry and Schoeni find
that almost two-thirds of this change
can be attributed to increases in So-
cial Security benefits over this period.

Demographic Change
and Asset Prices

Poterba has explored the impact of
changes in population age structure
on the rates of return earned on
bonds and stocks.!4 Several recent
popular articles have suggested that
the rise in stock prices during the
1990s is partly attributable to the fact
that baby boomers have entered “high
saving” years. These studies also sug-
gest that stock and bond prices may
decline in the years ahead, when
baby boomers in retirement begin to
liquidate their assets. Poterba finds
that households with significant asset
holdings appear to decumulate their
assets slowly (if at all) after retire-
ment. This casts doubt on the “sell
off” view, at least for the share of
assets (excluding defined benefit
pension assets) that households con-
trol directly. Poterba also considers
the historical relationship between
demographic structure and real re-
turns on Treasury bills, long-term
government bonds, and corporate
stock. The results do not suggest any
robust relationship between demo-
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graphic structure and asset returns,
although the ability to establish a sta-
tistically significant relationship is
limited in historical data.

Aging, Saving, and
Inequality

Using cohort data from numerous
countries, Angus Deaton and Chris-
tina Paxson find that many people
continue to save after retirement.15
This result is contrary to the tradi-
tional “lifecycle” explanation of sav-
ing in which people save only during
their working years in order to sup-
port themselves (through dissaving)
in retirement. The implication is that
population aging will have a less pro-
nounced effect on aggregate saving
rates than otherwise might be antici-
pated. However, the effects of aging
on distribution appear to be more
significant: because of the more
unequal distribution of income and
wealth at older, as compared with
younger, ages, population aging ap-
pears to result in a more unequal dis-
tribution in the population as a whole.
In some countries, the distributional
consequences of population aging
may lead to more individuals living
at very low income levels.

Deaton and Paxson also have
examined how to measure poverty
among the elderly, and more gener-
ally how to measure living standards
of people at different ages, given that
they live in households of different
sizes and age structures.6 Their work
is motivated by the fact that the offi-
cial rate of poverty among the elderly
in the United States is lower than the
raté among younger age groups.
They find, however, that the mea-
surement of poverty of one age group
relative to another-is quite sensitive
to assumptions made when defining
poverty. Thus the “result” of lower
poverty among the elderly can easily
be turned around when different but
equally plausible assumptions are
made. For example, Deaton and Pax-

son experiment with different as-
sumptions about the cost of children
relative to adults, and the extent of
“economies of scale” in larger house-
holds. While their research does not
80 as far as to propose different mea-
sures of poverty, it does highlight the
fact that the measurement of an indi-
vidual’s economic welfare is no sim-
ple task.

Deaton and Paxson’s work on ag-
ing and distribution most recently has
been extended to analyses of health
and the distribution of health status,
as measured by body-mass index and
by self-reported health status.l7 As
with the economic measures, the
health measures become more widely
dispersed with age. In addition to
measuring the distribution of health
over the life cycle, Deaton and Pax-
son look at the correlation between
income and health over the life cycle.
The positive correlation between
health and socio-economic status is
well documented. What Deaton and
Paxson discover, however, is that the
correlation is strongest during the
highest income periods of life, rather
than in retirement. Such an effect
would be predicted by a model in
which health status “causes” income
—for example, through absence from
work.

Innovative Survey
Measures

A number of NBER investigators
are working with the HRS and the
Survey of Asset and Health Dynamics
among the Oldest Old (AHEAD), two
innovative new longitudinal surveys
of Americans age 51 and older. One
of the innovative components of
these surveys is the use of a “brack-
eting” technique to measure wealth
and consumption variables. Michael
Hurd, Daniel McFadden, and their
coauthors have analyzed biases in
the data that these methods may
cause.!8 They find very substantial
anchoring effects (biases toward an

initial bracketing value), enough so
that changing the question format
within reasonable ranges could
induce variations by a factor of two
in average savings balances or aver-
age consumption levels in the elderly
population. This is a red flag that
should alert researchers that re-
sponse bias is a serious issue in sur-
veys of the elderly, and that these
surveys should build in sufficient
experimental control so that any bias
resulting from question format can be
determined and possibly corrected.

Another innovative component of
the HRS and AHEAD surveys is a
series of questions about people’s
subjective expectations about their
likelihood of surviving to particular
ages. Hurd, McFadden, and Gan find
that the distribution of responses is
remarkably close to life tables, and
that responses co-vary as one would
expect with other variables, such as
gender and smoking status.!? At more
advanced ages (80 and older), the
subjective mortality measures are
found to be progressively more opti-
mistic than are the life tables. The
investigators find preliminary evi-
dence that the subjective mortality
measures help explain individual sav-
ing decisions, although their explana-
tory power is limited by the tendency
of respondents to choose “round
number” probabilities,

Labor Force
Participation

There has been a long-term trend
in the United States toward younger
retirement. The widespread availabil-
ity of post-retirement benefits is an
important aspect of this national
trend. Eligibility for employer-pro-
vided benefits can begin as young as
age 50, and quite frequently occurs
at age 55. Eligibility for Social Secu-
rity benefits begins at age 62. Eligi-
bility for Medicare begins at age 65.
Likely reforms in these benefit pro-
grams will change their benefit struc-
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ture, and their associated incentives
for continued work versus retire-
ment. Employers, too, will make
adjustments in their employment
practices in response to changing
population demographics. What does
this mean for the work and retire-
ment decisions of older Americans in
the future?

Pensions, Social Security,
and Retirement

Robin Lumsdaine, jJames Stock,
and I have conducted a series of
studies demonstrating how traditional
employer-provided pension plans
encourage early retirement and pe-
nalize continuation in the labor force
at older ages.2® For example, com-
pany pension plans commonly pro-
vide early retirement benefits begin-
ning at age 55. Although employees
become eligible for larger pension
payments by continuing to work, the
increase is rarely large enough to
compensate for the delay in receiv-
ing benefits. Because of this eco-
nomic structure, pension plans have
an enormous effect in inducing re-
tirement at much younger ages than
would occur without the plans.

Similar incentives for retirement
exist in Social Security, although eli-
gibility for Social Security occurs
somewhat later than the early retire-
ment age of most traditional pension
plans. Samwick explores the com-
bined influence of pensions and
Social Security, using data that link
the economic and demographic in-
formation of households with details
of their pension formulas.2! He, too,
finds that the most significant eco-
nomic determinant of retirement is
the accrual of retirement wealth that
results from continued work. As
much as one-fourth of the decline in
labor force participation among older
Americans in the early postwar
period can be attributed to the growth
in pension coverage.

6. NBER Reporter Summer 1999

Leora Friedberg also has explored
the decline in labor force participa-
tion among older workers, focusing
on the Old Age Assistance (OAA)
program—a means-tested retirement
benefit program that was far larger
than Social Security during the 1940s.
She finds that OAA benefits had a
strong influence in inducing earlier
retirement during this period.?

Courtney Coile and Jonathan
Gruber look at the work and retire-
ment incentives in the current Social
Security program. Using HRS data,
they estimate the implicit tax or sub-
sidy on work at each age. They find
substantial variation in incentives
across the population. At the median,
they find a small subsidy on contin-
ued work between ages 62 and 64—
equivalent to between 2.5 and 5.4
percent of earnings. However, be-
cause of the variability across indi-
viduals, about one-third of workers
at age 62 have an implicit tax. The
addition of private pension incentives
does little to affect the work and re-
tirement incentives at the median, but
it substantially increases the variabil-
ity in incentives across individuals.?3

Part-Time Work

In preliminary work using Current
Population Survey data, Friedberg
finds a substantial increase in part-
time work among older Americans,
particularly among men. Between
1980 and 1997, the percentage of
workers who worked part time in-
creased from 5.5 to 8.7 percent among
men ages 55 to 59; from 9.9 to 18
percent among men ages 60 to 64;
and from 44.7 to 46.4 percent among
men ages 65 to 69. Using 1992 and
1994 data in the longitudinal HRS
survey, Friedberg has also started to
look at part-time work as a potential
transition to retirement. For example,
about 12 percent of working men
age 60 to 61 reported working part
time in the 1992 survey. Among those
still working in 1994, 22.5 percent

were working part time. Thus part-
time work appears to be an increas-
ingly important approach to phasing
into retirement. Continuing HRS re-
interviews will enable us to learn
more about these labor force transi-
tions at older ages.

Health Insurance and
the Labor Market

Brigitte Madrian has continued to
advance our knowledge of how the
availability and cost of health insur-
ance influences labor market deci-
sions regarding job mobility, retire-
ment, and self-employment, for
example. In a recent study done with
David Cutler, she looks at how rising
health insurance costs affect firms’
employment decisions.2* The theory
is that employers may substitute
hours of work per worker for the num-
ber of workers as a means of econo-
mizing on health insurance costs.
The results show that rising health
insurance costs over the 1980s
increased hours worked of those
with health insurance by up to 3 per-
cent. In another recent study, Madrian
and Lars Lefgren finds that the avail-
ability of health insurance influences
transitions to self-employment.?
They find that workers who have a
spouse with health insurance are
more likely to become self-employed
if they have access tO more generous
continuation coverage, workers who
have a larger family are less likely to
become self-employed.

Health Care

The United States stands out as
having the highest health care costs
in the world. It is also a leader in the
advancement of treatment technol-
ogy. While health care is already a
high-priority issue for policy evalua-
tion and an ongoing target for policy
reform, the aging of the population
will only heighten attention to the
costs and benefits associated with
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our health care system. The NBER
Program on the Economics of Aging
has made a major investment in
developing data resources for health
care research. These resources now
include comprehensive medical
claims records for Medicare benefi-
ciaries and employees covered by
employer-provided health insurance
plans, hospital discharge records
from numerous states, Medicaid
claims records, and survey data that
link information about people’s
health and economic circumstances,
their health insurance, and the health
care they receive. A wide range of
research activities is applying these
~data toward a better understanding
of our health care system, the costs
and benefits of treatments as they
evolve over time, and the implica-
tions for costs and outcomes of alter-
native approaches to health policy.

+ The Growth and
Distribution of Health
Care Expenditures

Alan Garber, Thomas MaCurdy,
and Mark McClellan have used
Medicare claims data to help explore
the composition and growth of Medi-
care expenditures over time. They
confirm a high level of concentration
in expenditures among relatively few
beneficiaries. The top 10 percent of
beneficiaries using Medicare services
account for 64 percent of annual
Medicare expenditures; the top 2 per-
cent receiving services account for
more than a quarter of expenditures.
Less well known is that expenditure
&rowth has been more concentrated
over the past decade: the top 2 per-
cent of beneficiaries accounted for
almost one-third of Medicare expen-
diture growth. Thus Medicare expen-
ditures have become even more
concentrated over time. Garber,
MaCurdy, and McClellan also find
limited persistence in individual
Medicare expenditures from one year
to the next: that is, the number of

people with high expenditures over
multiple years is very small.26 Among
Medicare beneficiaries with high ex-
penditures in one year, subsequent
death or reversion to lower expendi-
ture levels is much more common
than continued expenditure at high
levels. These data are very similar to
comparable data for younger persons
covered by employer-provided insur-
ance plans, as shown by Eichner,
McClellan, and Wise, as discussed
later in this article.

The use of costly medical treat-
ments for the elderly has been a
primary determinant of Medicare
expenditure growth over time. In one
example of this, Cutler, McClellan,
and Joseph Newhouse explore the
role of technology in increasing both
costs—and benefits—associated with
heart attack treatment.?? The cost of
treating heart attack patients has in-
creased at an inflation-adjusted rate
of about 4 percent annually. This
expenditure growth has resulted
entirely from the increasing use of
intensive cardiac procedures (includ-
ing cardiac catheterization, bypass
surgery, and angioplasty). The costs
of any given type of treatment has
been essentially unchanged over
time, and the incidence of heart
attacks actually has been falling. Life
expectancy following a heart attack
also has improved in recent years, a
trend that Cutler, McClellan, and
Newhouse attribute largely to new
medical interventions and increased
use of existing interventions. Indeed,
the value of improved health is esti-
mated to outweigh the increased cost
of heart attack care, .

Another trend in health care ex-
penditures relates to the age compo-
sition of spending. Cutler and Ellen
Meara find dramatically higher spend-
ing growth among older health care
recipients.? Between 1963 and 1987,
real per capita medical spending on
the elderly increased 8 percent annu-
ally, as compared with 4.7 percent for
the population aged 1 to 64. Only

spending on infants increased as
rapidly (9.8 percent per year) as
spending on the elderly. Again,
Cutler and Meara point to technolog-
ical advances in treatment as the core
factor in the disproportionate growth
in costs among these groups.
Another major change in health
care is occurring near the end of life.
Garber, MaCurdy, and McClellan
show that the nature of medical care
near death is changing substantially,
particularly for the increasing share
of the elderly population whose
deaths are from chronic conditions or
are associated with frailty. For the
elderly dying of acute conditions like
heart attacks, the vast majority of
deaths occur in acute hospitals (inpa-
tient and outpatient), and this pattern
has not changed appreciably between
1988 and 1995. In contrast, the loca-
tion of death has changed substan-
tially for the elderly with chronic
illnesses, like cancer, for which death
is more predictable. For example,
while over three-fourths of patients
with heart attacks or hemorrhagic
strokes near their death still die in the
hospital, the proportion of patients
with lung cancer dying in the hospi-
tal has fallen by more than half in the
same period (from over 60 percent to
under 30 percent). This decline in
acute-hospital deaths was more than
offset by growth in deaths in alterna-
tive settings that are financed by
Medicare, especially hospice care
(representing almost one-third of
deaths in 1995) and non-acute hos-
pitals. Relatively few elderly die with-
out receiving any Medicare-covered
services near the time of death.

The Composition of Firm
Health Care Expenditures

Matthew Eichner, McClellan, and I
have conducted a series of studies on
employer-provided health insurance
benefits, the composition and distri-
bution of plan expenditures, and the
cost and outcome implications of
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alternative plan designs. A key find-
ing from this work relates to the
concentration of health care expen-
ditures among a small percentage of
covered individuals, and the persis-
tence of individual health care ex-
penditures over time. For example,
the most expensive 20 percent of
plan enrollees in 1990 accounted for
~over 85 percent of health care costs
in 1990, and those same individuals
still accounted for almost 50 percent
of health care costs in 1992.
Eichner, McClellan, and I have
paid particular attention to the impli-
cations of persistence for the feasibil-
ity of medical savings accounts, or
MSAs.30 An MSA is set up in combi-
nation with a catastrophic health care
plan with a high deductible. Under
these plans, a given amount is
deposited each year in an employee
MSA. All medical expenditures below
a deductible—$4,000 in the illustra-
tive plan we consider—are paid out
of this account. Any expenditures
above the deductible are paid by the
insurance plan. Such schemes are
designed to provide consumers, and
their health care providers, incentives
not to spend money on care that
offers only low marginal benefit. The
viability of any MSA-based system,
however, depends on the persistence
of individual expenditures. The key
substantive conclusion of this work
is that expenditure persistence does
not severely limit the feasibility of
MSAs as a way to mitigate moral haz-
ard and thus to more efficiently guide
the purchase of health care. While
there is clear persistence in health
care expenditures, the proportion of
persons who have high expenditures
in successive years is very small. For
example, only about 6.23 percent of
plan enrollees had medical expendi-
tures above $1,000 in 1989 and 1991,
and only 1.17 percent had expendi-
tures above $5,000 in each of those
years. More recently, we have pur-
sued this work using a six-year rather
than a three-year panel of individual

expenditure data. Eichner and I also
consider in some detail the potential
balance in an MSA at retirement,
accounting for different rates of re-
turn on account balances. This work
is a precursor to thinking more inten-
sively about the potential for com-
bined MSA and 401(k)-like saving
plans 3!

Eichner, McClellan, and I have also
analyzed the sources of cost differ-
ences across firms.32 There are three
reasons for cost differences: 1) dif-
ferences in the demographic attrib-
utes—age and gender—of enrollees,
2) differences in the illnesses that are
treated—the rate of treatment, 3) and
differences in the cost of treating ill-
nesses. While the differences in costs
across firms is quite large, it becomes
even larger after accounting for dif-
ferences in the demographic charac-
teristics of plan enrollees. Another
finding is that the cost of treatment
for almost every diagnosis is higher
in the plans that have the higher over-
all costs, but the likelihood of receiv-
ing treatment tends to be lower in the
high-cost plans. The decomposition
analysis also has allowed us to iso-
late the diagnoses for which the
intensity of treatment (dollar cost)
differences are the greatest. For ex-
ample, the average cost of childbirth
ranges across plans from a low of
$4,046 to a high of $7,119. The pro-
portion of deliveries by cesarean sec-
tion ranges from 17 to 34 percent.

Isolating Incentive Effects
from Selection Effects

Many U.S. employers offer a menu
of health insurance options to their
employees. Thus employees can
choose among plans with different
premiums, different deductibles and
copayments, different coverage char-
acteristics, and different health care
management arrangements. Using
the range of health plans offered at
one large U.S. company, Eichner has
explored the determinants of plan

choice and how these determinants
relate to plan expenditures.3® He
finds that about half of the cost dif-
ference between the high-cost plans
and the lower-cost plans results from
“selection” —or the tendency of less
healthy individuals to choose more
generous health insurance. The other
half results from covered individuals
choosing more health care services
when their insurance is more gener-
ous—that is, from plan incentive ef-
fects. He finds a rather substantial
effect of plan incentive effects on ex-
penditures, in some ways again high-
lighting the relationship between plan
provisions and medical expenditures.

Socioeconomic Status,
Health, and Longevity

Two recent studies have docu-
mented the strong relationship
between wealth and mortality. Hurd,
McFadden, and Angela Merrill use
AHEAD data to examine the death
rates of individuals aged 70 and older
during the two-year period between
the 1993 and 1995 surveys.?* They
find that individuals in the lowest
wealth quartile were between two
and three times as likely to die during
this period as individuals in the high-
est wealth quartile. Attanasio and
Hoynes find about the same differ-
ences in mortality rates using SIPP
data.?s

One reason for the strong relation-
ship between health and economic
status is that adverse health events
have adverse economic implications.
Using HRS data, Tracy Falba and Mc-
Clellan have focused on withdrawal
from the labor force after an adverse
health event.3¢ They find that em-
ployed men who experience a major
health event (such as a heart attack
or stroke) are about 25 percentage
points more likely to transition to
zero hours of work than employed
men without a health event; the aver-
age number of work hours declines
by more than 600 per year. If the
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acute health event is accompanied by
a major decline in functional status,
then the men are about 75 percent-
age points more likely to transition to
zero hours of work; their average
number of work hours declines by
about 1,700 more than men with no
health events.

Aging Around
the World

Population aging is occurring not
just in the United States, but in every
country of the world. While the spe-
cific demographic circumstances and
the details of aging-related policies
differ across countries, the funda-
‘mental challenges of funding social
security and health care systems with
growing populations of older people
remain the same. The NBER Program
on the Economics of Aging has initi-
ated significant comparative work on
aging in different countries, much of
which is being done in collaboration
with investigators overseas. These in-
© ternational comparisons are enabling
us to study experiences and policy
variation that do not exist in any sin-
gle country.

Social Security and
Retirement around
the World

Jon Gruber and I have been direct-
ing a collaborative study on the pub-
lic retirement income programs in 11
developed countries including the
United States, and how these pro-
grams affect retirement decisions.3?
The project has involved scholars in
each of the 11 countries who have
expertise in retirement analysis.38
Both the incentive structure of the
policies and the changes in retire-
ment behavior in the countries stud-
ied suggest a very strong relationship
between policy provisions and retire-
‘ment behavior.

We find a trend toward earlier
retirement in every country. In the

early 1960s, for example, labor force
participation among men between
the ages of 60 and 64 was over 70
percent in every country studied. By
the mid-1990s, the rate had fallen to
below 20 percent in Belgium, Italy,
France, and the Netherlands; to about
35 percent in Germany; to about 40
percent in Spain; to 53 percent in the
United States; to 57 percent in
Sweden; and to 75 percent (from 83
percent) in Japan. The earlier retire-
ment, combined with the growing
population of older persons, has
placed enormous pressure on the
financial solvency of retirement in-
come systems around the world. This
set of studies suggests that the retire-
ment policies themselves contribute
to the earlier retirement, often pro-
viding generous retirement benefits
at young ages and imposing large
financial penalties on labor earings
after the age of eligibility for retire-
ment benefits. As a result of these
incentives, there is a strong corre-
spondence between the age at which
benefits are available in each country
and the age when people tend to
leave the labor force.

The project has produced impor-
tant findings both within the individ-
ual country studies and in the cross-
national summaries that integrate
them. Within countries, we find that
people retire more often when it is
financially beneficial, as defined by
the benefit provisions of each coun-
try’s social security system. The pol-
icy reforms that have changed the
benefit structure in particular coun-
tries appear to have caused corre-
sponding changes in the age of
retirement in those countries. In com-
paring countries, we find earlier
retirement in those with social secu-
rity systems that “tax” continued
work more heavily. So, in countries
where the general tax burden on
work at older ages is large, many
more older persons choose to retire
rather than to continue to work. The
implication of these findings is that

social security programs themselves,
by “taxing” continued work at older
ages, actually are exacerbating their
own financial problems.

The Economics of Aging
in Japan and the
United States

I have also been directing a long-
term project on the economics of
aging in Japan and the United States.
This work has been done in collabo-
ration with economists at the Japan
Center for Economic Research (JCER).3
Japan already has one of the oldest
populations in the world, and the
projections for the future elderly pop-
ulation are as high as in any country
in the world. Studies have been done
on retirement decisions in Japan and
the United States, on the wealth accu-
mulations and financial circum-
stances of older people in the two
countries, on housing and living ar-
rangements, on health care systems
and costs, and on the implications of
population aging on government
finances and financial markets. Nu-
merous NBER-JCER joint meetings
have been held, stimulating collabo-
rative research and interaction be-
tween economic scholars in both
countries and resulting in several
research volumes.

Provision for Aging
in South Africa

David Bloom, Anne Case, Deaton,
and I have been engaged in a project
that brings together a small team of
scholars from South Africa and the
United States to collect data and con-
duct research on the pension system
in South Africa.% South Africa’s pub-
lic pension system is unusual in com-
parison to the systems of other
countries, in that prior labor force
participation is not a condition of
receiving benefits. Access is univer-
sal, although means-tested. Although
intended for the elderly (women
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qualify at age 60, men at 65), the
pension system serves as a vital wel-
fare program more generally and
provides an important source of
household income maintenance for a
substantial portion of the population.
For example, the benefit received by
most black recipients is about half of
average household income and more
than twice the median per capita
household income of the black pop-
ulation. The payment is three times
the World Bank’s cutoff for absolute
poverty. Both the generosity and the
universality of the system are likely
to have significant implications for
the health, family dynamics, labor
market behavior, and well-being of
the elderly, their extended families,
and the overall population of South
Africa. In particular, by extending
such benefits to a large group of
poor people, the government has
made the presence of a pensioner in
the household an important determi-
nant of household well-being and
may have significantly affected work
and savings incentives for much of
the population.

The main objectives were to de-
vise, test, and apply methods for
gathering data about the effects of
South Africa’s pension system, in a
manner appropriate to the cultural,
social, and economic conditions of
the country, and to study the pension
system’s effects on the health, well-
being, family dynamics, and labor
supply behavior of the elderly and
those who live with them. To date,
we have conducted a series of pilot
surveys and focus groups. Case and
Deaton also have completed a study
documenting some of the key char-
acteristics of the pension system in
South Africa.#

Future Work

In future work, we will pursue
many of the issues discussed here
and will initiate work in new areas as
well. For example, the work on so-

cial security around the world is con-
tinuing, and we will initiate analo-
gous comparisons on health care sys-
tems in several countries. In new
work we will try to understand more
clearly the relationship between
wealth and health. We will pay con-
siderable attention to the implications
of increased personal retirement sav-
ing, and to some of the nontradi-
tional explanations for people’s de-
cisions about how much to save. We
will also explore changes in labor
force behavior at older ages, changes
in employment opportunities for
older workers, changes in the com-
position of employer-provided retire-
ment benefits, care-giving demands,
and part-time work arrangements.
We will continue to study the major
components of medical expenditures

-and how they are changing, and the

relationships among trends in disease
prevalence, treatment patterns, €x-
penditures, and outcomes. New work
will consider the macro implications
of health care expenditures, consid-
ering whether high-tech expenditures
are worth their cost. We also have
developed new research on treat-
ment variation across the population
and issues of differential access to
appropriate care. And we will con-
tinue to pursue analysis of employer-
provided health insurance systems. A
new project on survey design and in
particular the best way to collect accu-
rate information on the financial sta-
tus of households is also under way.
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Research Summaries

Technology and the Global Economy

Jonathan Eaton*

Since at least the eighteenth cen-
tury, much of the world has experi-
enced ongoing gains in the standard
of living, a process that Simon
Kuznets labeled “Modern Economic
Growth.” Economists have long
sought to understand the forces be-
hind this phenomenon. Accumu-
lation of physical capital provided a
simple and natural explanation. But
Robert Solow’s fundamental work in
the late 1950s showed that capital
accumulation could account for less
than half of the growth in U.S. in-
come per capita. Solow suggested
that ongoing improvements in tech-
nology might tell the rest of the story.
While subsequent work refined
Solow’s analysis, it did little to upset
the basic conclusion that capital
accumulation provides a very incom-

* Eaton is an NBER Research Associate in
the Programs on International Trade and
Investment and on International Finance
and Macroeconomics and a participant
in the NBER’s Sloan Foundation Project
on Productivity and Technological
Change. He is Professor of Economics at
Boston University, where be currently
serves as department chair.

plete explanation for why countries
grow.

While interest in growth waned in
the 1970s, the last decade and a half
has seen a resurgence of research on
why incomes rise over time, and why
some countries are richer than oth-
ers. There are now a number of ele-
gant theories of how technological
progress drives growth. But in turn-
ing the spotlight to technology rather
than to investment, Solow made the
job of guantifying the sources of
growth, and assessing how policies
affect growth, much harder.

At the heart of the problem is mea-
surement. We have imperfect, but
usable, ways to measure resources
diverted from other uses toward invest-
ment in capital. We can also gauge
(much more roughly) how much
capital is on hand. Such measures
give us some handle on capital’s con-
tribution to growth over time and to
differences in incomes across coun-
tries. But technology presents the
empirical economist with a much
more elusive concept. We do not
observe people coming up with new
ideas, and we cannot systematically
trace how these ideas shape the pro-
cess of production over time and space.

A number of basic questions, how-
ever, hinge on understanding how
innovations occur, and how these
innovations raise income levels
around the world. For example: Do
countries rely, for the most part, on
their own innovations, or are the
gains from innovation largely shared?
Where does most innovation occur,
and where are these innovations
most rapidly put into practice? To the
extent that the benefits of innovation
seep across borders, do these gains
spread through the exchange of
products embodying these innova-
tions, or through the diffusion of the
ideas themselves?

The answers to these questions are
of intrinsic interest, but they are also
at the heart of any evaluation of the
myriad government policies that
affect innovation. For instance: What
are the benefits and costs of tougher
patent protection, and how are they
shared across countries? Does a
country recover the costs of giving
research expenditures favorable tax
treatment, or are the benefits largely
dissipated through the diffusion of
innovations abroad? What are the
gains from coordinating research
policies internationally? To what
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extent does greater openness spread
the benefits of technical progress?

Sam Kortum and I are engaged in
a research project that attempts to
shed light on these issues. Our frame-
work builds on recent advances in
growth theory and trade theory. We
take this theoretical framework to a
number of sources of data. We look
not only at productivity across coun-
tries and over time; we also use data
on research effort, patenting, educa-
tion, and bilateral trade.

Our research so far has pursued
four broad sets of issues: 1) quantify-
ing the contributions of innovation
and diffusion to world growth, 2)
explaining differences in research
effort across countries, 3) analyzing
the effects of national technology
policies in an international context,
and 4) assessing the role of trade in
disseminating the benefits of techno-

- logical advances between countries. I
discuss our results on each category,
and then turn to work-in-progress.

World Growth and the
International Diffusion
of Technology

In a series of papers, Kortum and
I have sought to trace productivity
improvements in different countries
to the countries that generated the
innovations behind those improve-
ments.! Because they do nearly all of
the world’s research, countries that
are members of the Organization for
Economic Cooperation and Develop-
ment (OECD) are our focus.

We use output per worker as a
measure of the extent to which coun-
tries use innovations. Over the past
two decades, OECD countries have
tended to grow at very similar rates,
maintaining fairly stable relative pro-
ductivity levels. This observation is
consistent with a world in which
countries draw on a common pool of
inventions, with more productive
countries either taking advantage of
more of these ideas, or implement-

ing them more quickly. It also sug-
gests that not much can be learned
about growth by relating the growth
rates of different countries to various
characteristics. Countries differ much
more systematically in their relative
income levels than in their growth
rates.

To try to get some handle on
where innovative activity occurs, we
turn to various measures of research
effort. Such data include research
expenditure (private or overall) and
research scientists and engineers (pri-
vate sector or overall). Whichever
number one looks at, the message is
that most research is performed in
just three countries: the United States,
Germany, and Japan. (France and the
United Kingdom follow, not very
closely, behind.) Not only do these
countries devote more resources
toward R and D in absolute terms, but
they also devote a larger fraction of
their resources toward R and D than
any but a handful of small, though
technically advanced, countries in-
cluding Sweden and Switzerland.

Hence research activity is quite
concentrated, but a number of coun-
tries that do relatively little research
enjoy high levels of productivity. For
example, by most measures, produc-
tivity levels in France and Germany
are very similar, but Germany does
about twice as much research, both
absolutely and relative to size. Such
observations suggest that a large
number of countries make use of
innovations from a small number that
concentrate on research.

Standard measures thus can give
us some insight into who is benefit-
ing from innovations and who is
doing fairly straightforward research.
But it is trickier to infer whose inno-
vations countries are tapping. For this
purpose, we turn to data on interna-
tional patenting.

One feature of the international
patenting system is that an inventor,
in order to obtain patent protection
in any particular country, has to take

out the patent there. Applying for a
patent is costly, and most inventions
are patented in only one country. So
an inventor, in deciding to patent an
invention in a particular country,
probably expects that the invention
has some chance of being used
there. For example, the number of
patents that French inventors take
out in Japan might suggest something
about how much technology is flow-
ing from France to Japan. French
inventors would have little reason to
apply for a patent in Japan unless
they thought it had a good shot at
being used there sooner or later. Of
course other factors would affect the
decision as well, such as the cost of
patenting in Japan, the size of the
market there, and the quality of pro-
tection that the Japanese patent sys-
tem provides a French inventor.
Thus, inferring the extent of technol-
ogy diffusion from the patenting data
requires taking these other factors
into account.

What patterns do we observe in
international patenting? First, coun-
tries that put the most resources into
inventive activity in fact do patent
most broadly. The United States, Japan,
and Germany dominate patenting by
foreigners in other OECD countries.
Second, larger countries are much
more popular destinations for patent
applications, suggesting that inven-
tors in fact find the bother of apply-
ing for a patent much more worth-
while when the market in which they
are seeking protection is large. Third,
for similar reasons, higher costs of
patenting (application fees, transla-
tion costs, and legal fees) tend to
deter patenting. (Patenting in Japan
is particularly expensive for foreign-
ers.) Fourth, inventors are more
likely to patent an invention at home
than anywhere else. Fifth, inventors
are more likely to take out patents in
nearby countries than in countries far
away. Japan, for example, is the
largest foreign patenter in the United
States and, after the United States, in
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Canada. But in many European coun-
tries, West Germany beats out Japan.

The data themselves provide a lot
of insight about what is going on. But
getting a more precise picture of how
innovation and diffusion drive world
growth requires embedding these
data into a framework that accounts
for how markets allocate resources
between current production and
innovation, and how innovators
decide where to patent their inven-
tions. For this purpose we use a
multicountry model of innovation
and diffusion that incorporates these
phenomena.

A key goal is to assess the contri-
bution that different countries are
making to growth around the world.
Among other things, our approach
allocates technical progress in each
country, its “Solow residual,” to the
countries whose innovations drive it.
We learn that the United States, Japan,
and Germany are overwhelmingly
the major sources of innovation in
the world economy: More than half
the growth of the countries we con-
sider derives from innovations from
these three countries. While the
extent of international diffusion is
substantial, it is not complete. Inno-
vations appear to be about two-thirds
as potent abroad as they are at home,
and each country makes its greatest
contribution to growth at home.

Why Some Countries
Do Much More
Research than Others

On average, countries in Europe
do less research than the United
States or Japan, not only in absolute
terms but also relative to their size
and resources. Moreover, countries
within Europe vary enormously in
the share of resources they devote
toward research and in terms of how
much patenting they do at home and
abroad.

Eva Gutierrez, Sam Kortum, and I
adapt our framework to evaluate

alternative explanations for such
cross-country differences in research
effort.2 One possibility is that these
differences reflect specialization in
goods that are more or less research-
intensive. Switzerland, for example,
might do a lot of research because of
its large pharmaceutical industry, and
pharmaceuticals are research-inten-
sive. This explanation holds, of course,
only if the research needs to be done
where the inventions are used.
However, we find that countries that
do a lot of research tend to do it
across the board, in all industries.
Hence cross-country differences in
research effort seems to say more
about differences in the countries
themselves than in the goods that
they produce.

It may be that some countries are
simply better at doing research than
others, or else that some countries
provide greater rewards to doing
research. We find that the second ex-
planation seems to have much more
to do with why many smaller Euro-
pean countries do so little research.
Because of their small size and the
difficulty of appropriating returns to
inventions abroad, firms in these
countries turn to other activities.

What Policy Can Do

Since patenting is 2 major compo-
nent of our empirical analysis, a
natural question is what patent pro-
tection contributes to innovation and
growth. In fact, our results indicate
that the current patent system pro-
vides only modest protection from
imitation. On the one hand, even if
an idea is not patented, it may take a
while for someone to figure out how
to copy it. On the other hand, patents
eventually expire, and even an active
patent does not provide an ironclad
guarantee that an idea won't be stolen.
Imitation is often hard to detect, and
enforcing the patent can be costly.
These difficulties are especially for-
midable for patents held abroad.

Indeed, we find that eliminating
patent protection entirely would
reduce world incomes by fairly small
amounts. At the same time, a patent
system that provides much tougher
protection than the current one could
do much to stimulate growth.

Most policies toward technology
are pursued nationally. But as long as
ideas cross borders, national policies
have global effects. Consequently,
there are many reasons to think that
countries might benefit from coordi-
nating and harmonizing technology
policy. Gutierrez, Kortum, and I con-
sider various aspects of technology
policy in Europe. We find that there
is enormous scope for free riding.
Many policies that would benefit
Europe as a whole generate such
large cross-border externalities that
they are not worthwhile at the
national level. We find, for example,
that tougher patent protection within
the European Union (EU) would
raise incomes everywhere, but the in-
crease outside the EU is even greater.
The reason is that non-EU countries
benefit from the stimulus to research
but do not have to bear the cost of
the more pervasive monopoly power
that tougher protection entails. Our
results suggest that the payoff to pro-
viding European inventors a com-
mon market for their ideas is po-
tentially quite large.

Technology and Trade

To what extent does trade bring
the fruits of technological progress to
foreign shores? The idea that trade
can be explained by technology has
its origins with David Ricardo. But
the Ricardian model has resisted gen-
eralization to many countries and the
incorporation of trade barriers—two
extensions needed for any serious
empirical analysis.

It turns out, however, that in our
model of innovation these extensions
are quite straightforward. Kortum
and I extend our framework to ana-
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lyze bilateral trade in manufactures
among a sample of OECD countries.3
Among other things, we examine
how the competing forces of tech-
nology and geography shape pro-
duction and trade patterns in manu-
facturing. When transport costs are
very high, countries with large inter-
nal markets tend to attract manufac-
turing, since inputs tend to be much
cheaper there. As transport costs fall,
large countries lose their edge to
countries with better technology for
producing manufactures regardless
of their size. For example, we esti-
mate that a drop in transport costs
from their current levels will tend to
shift manufacturing from Germany to
Denmark, which will then find its rel-
ative isolation less of a handicap.
We also consider the classic ques-
tion of the gains from trade in manu-
factures among our sample of coun-
tries. A dramatic finding is the extent
to which they remain unexploited: at
their current levels, trade barriers
keep countries much closer to a
‘world of autarky than to a world in
which manufactured goods could be
moved costlessly across borders.
Given the size of current trade bar-
riers, to what extent can trade spread
the benefits of technological progress
through the exchange of goods em-
bodying innovations? We find that

barriers are too high for trade to
serve as the major conduit for the
spread of new technology except, in
some cases, to small countries very
near the source of innovation. These
results suggest that the benefits of
innovation spread primarily through
the transmission of the ideas them-
selves, rather than through the export
of goods embodying them.

What’s Next

Our work on the topics discussed
so far is largely complete, but we
regard it mainly as a platform from
which to launch investigations of
many additional questions. Right
now we are exploring three fronts.

One project examines at a sectoral
level the technology and trade issues
that we have raised here. In particu-
lar, to what extent do countries carve
out a comparative advantage in par-
ticular manufacturing activities through
research efforts? A second project
seeks to complete the link between
our model of innovation and interna-
tional trade: we explore the extent to
which openness to trade fosters inno-
vation and growth. Finally, Kortum
and I have teamed up with Andy
Bernard and Brad Jensen to connect
our work, which focuses on aggre-
gate measures of trade and innova-

tion, with their work on the pro-
ductivity and export behavior of indi-
vidual U.S. firms and establishments.
It turns out that our methodology
provides a simple way to link aggre-
gate with plant-level data. One of our
goals is to understand the connection
between factors that affect trade at
the aggregate level and what hap-
pens to individual plants. For exam-
ple, we can relate the implications of
greater openness for plant closings
and for the fraction of remaining
plants that export.

These completed and ongoing
projects all involve linking economic
theory to data about the world econ-
omy. A common goal is to provide a
clearer quantitative picture of the role
of technology in the global economy.

1 ]. Eaton and S. Kortum, “International
Technology Diffusion,” International
Economic Review, 40, no. 3 (May 1999),
bpp. 1-33; “Trade in Ideas: Patenting and
Productivity in the OECD,” Journal of
International Economics, 40 (May 1996),
bb. 251-78; “Engines of Growth in the
World Economy,” Japan and the World
Economy, 9 (1997), pp. 235-59.

2 ]. Eaton, E. Gutierrez, and S. Kortum,
“European Technology Policy,” Economic
Policy, 27 (October 1998), pp. 405-38.

3 ]. Eaton and S. Kortum, “Technology,
Geography, and Trade” (originally pub-
lished as “Technology and Bilateral
Trade,” NBER Working Paper No. 6253,
November 1997).

NBER Reporter Summer 1999 15,



Technological Change and the Labor Market

Ann P Bartel and
Nachum Sicherman*

Economists have long been inter-
ested in the effect of technological
change on the labor market. Our
recent research has focused on how
technological change influences the
retirement decisions of older work-
ers,! the skill acquisition of young
workers,? and the interindustry wage
structure.3 Since data on the rate of
technological change faced by work-
ers in their jobs is unavailable in any
non-firm-level dataset, we have used
industry-level measures of techno-
logical change instead. In our early
work on retirement, we studied the
manufacturing and nonmanufactur-
ing sectors and used the Jorgenson
productivity growth series as a proxy
for the industry rate of technological
change. In our work on skill acquisi-
tion and the interindustry wage struc-
ture, we restricted the analysis to the
manufacturing sector because of the
difficulties in accurately measuring
technological change outside the
manufacturing sector. We used a
number of additional proxies for
technological change: the NBER pro-
ductivity series; the Census of
Manufacturers series on investment
in computers; the industry’s R and D-
to-sales ratio; the industry’s use of
patents; and the number of scientists
and engineers employed within the
industry. This approach has enabled
us to examine the robustness of al-
ternative measures of technological

* Bartel and Sicherman are Research
Associates in the NBER's Program on
Labor Studies. Bartel is also a Professor
of Economics and Sicherman an Asso-
ciate Professor of Economics at the
Columbia University Graduate School of
Business. Several of the studies summa-
rized bere are part of the NBER's Sloan
Foundation Project on Productivity and
Technological Change.

change, thereby increasing our con-
fidence in the results.

Technological Change
and Retirement
Decisions

Technological change can affect
retirement decisions in two main
ways: directly, through its effect on
the amount of on-the-job training,
and indirectly, through its effect on
the depreciation rate of the stock of
human capital. Economic theory
does not clearly predict the effect of
technological change on the optimal
level of on-the-job training, though.
This relationship depends on the
effects of technological change on
the marginal return to training, and
on the complementarity and substi-
tutability between schooling and
training. If technological change and
on-the-job training are positively cor-
related, then human capital theory
predicts that workers in industries
with higher rates of technological
change will retire later.4 However, in
industries that have higher rates of
technological change, human capital
will depreciate at a faster rate. These
higher rates of depreciation will lead
to a lower optimal level of invest-
ment, inducing earlier retirement.
Hence, from a theoretical perspec-
tive, the relationship between the
long-run variation in the rate of tech-
nological change across industries
and the age of retirement is ambigu-
ous. If there is a net positive correla-
tion between on-the-job training and
technological change, though, the
industries that are characterized by
higher rates of technological change
will have later retirement ages.

Unexpected changes in the indus-
try rate of technological change can
also influence retirement decisions.
For example, an unexpected increase
in the rate of technological change
will produce an increase in the de-

preciation rate of the human capital
stock, leading to a revised rate of
investment in human capital. If older
workers are unlikely to revise their
planned investments in human capi-
tal, then the higher depreciation rate
will induce earlier retirement.

In our empirical work using the
1966—83 National Longitudinal Sur-
veys of Older Men, we find that it is
important to distinguish between
long-run variations and unexpected
changes in industry rates of techno-
logical change. Our two main find-
ings are that workers in industries
with higher average rates of techno-
logical change retire later than work-
ers in industries with lower rates of
technological change, and that an
unexpected increase in the rate of
technological change induces earlier
retirement, especially for workers 65
and older.

Technological Change
and the Skill Acquisition
of Young Workers

Observed investments in training
are the outcome of a supply and
demand interaction between employ-
ers and workers. Technological
change influences the incentives of
both parties. One argument is that
technological change makes formal
education and previously acquired
skills obsolete. As a result, both
workers and firms will find it optimal
to invest in on-the-job training in
order to match the specific require-
ments of each wave of innovation.
The alternative view is that general
education enables workers to adjust
to and benefit from technological
change. Workers who expect to
experience higher rates of techno-
logical change on the job therefore
should invest more in schooling and
rely less on acquiring specific training
on the job. Hence it is impossible to
predict from theory alone the direc-
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tion of the relationship between tech-
nological change and investments in
formal company training.

We use the 1987-92 National
Longitudinal Surveys of Youth (NLSY)
to assess the relative importance of
the competing effects. This dataset is
particularly well suited to the task
because it contains detailed informa-
tion on all formal training spells
experienced by the individual. Our
findings indicate that production work-
ers in manufacturing industries with
higher rates of technological change
are significantly more likely to re-
ceive formal company training. This
is consistent with the notion that
technological change makes previ-
ously acquired skills obsolete, thereby
inducing workers and firms to invest
in training to match the specific re-
quirements of the latest innovation.

Technological change is also likely
to affect the relationship between
education and training. In general,
more educated workers receive more
training, either because human capi-
tal is an input in the production of
new human capital or because indi-
viduals who are better “learners”
invest more in both schooling and
training. At higher rates of techno-
logical change, however, the training
gap between the more and less edu-
cated narrows. In addition, we find
that the proportion of individuals
receiving training increases, and that
firms are more likely to train individ-
uals who have not received training
in the prior period than those who
were trained previously.

vTechnological Change
and the Interindustry
Wage Structure

Previous studies have found posi-
tive correlations between technolog-
ical change and industry wages’ and
between technological change and
the ratio of the earnings of more edu-
cated relative to less educated work-

ers.5 Using the 1979-93 NLSY, we
examine the role of observed and
unobserved heterogeneity in explain-
ing these positive relationships.

We show that wages in industries
with higher rates of technological
change are higher, even after we
control for a variety of individual
characteristics using the AFQT score.
This result could reflect wage premi-
ums that are attributable to: industry
effects, such as compensating wage
differentials or efficiency wages;
labor mobility constraints that cause
the results of demand shocks to per-
sist; or continuous shocks in the
industry. Alternatively, it could reflect
the sorting of more skilled workers
into industries with higher rates of
technological change. We use a num-
ber of econometric procedures,
based on fixed-effects models, and
conclude that sorting is the dominant
explanation for higher wages in in-
dustries with higher rates of techno-
logical change. Although, like other
researchers,” we find evidence of an
industry wage premium after con-
trolling for individual fixed effects,
we show that this premium is not
correlated with the industry rate of
technological change. In addition, we
document higher returns to educa-
tion in high-tech industries and show
that this education premium also
results from greater selectivity on
individual unobserved characteristics.

These individual unobserved char-
acteristics could reflect innate ability,
the home environment and the skills
learned there, or school curriculum
and school quality. The implications
of our findings for wage inequality
and its persistence depend on the rel-
ative importance of these factors. For
example, if the unobserved charac-
teristics largely reflect individuals’
innate abilities, then the wage differ-
entials associated with technological
change would be expected to persist
over time. Similarly, if these unob-
served characteristics capture the

home environment, which is also
exogenous to the individual, then
there will be a limited role for public
policy intervention. If the unobserv-
able characteristics largely reflect
school curriculum or school quality,
though, then public policy or indi-
vidual choice could shape the alloca-
tion of these resources, thereby
mitigating the effects of higher rates
of technological change on wage
inequality.
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3____, “Technological Change and Wages:
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Ben-Porath, “The Production of Human
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York: Basil Blackwell, 1987.

6 See S. G. Allen, “Technology and the
Wage Structure,” NBER Working Paper No.
5534, April 1996; A. P. Bartel and F. R.
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G. Jobnson, “Changes in the Structure of
Wages during the 1980s: An Evaluation
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Risk Management and Insurance

Kenneth A. Froot*

My research over the past several
years has focused on two topics: cor-
porate risk management, with a spe-
cial emphasis on the insurance
sector, and the portfolio flows of in-
ternational investors. In this article, I
first discuss the work on risk man-
agement, explaining why the insur-
ance industry provides a wonderful
set of experiments for testing some
ideas about the subject. I then turn
to my work on intemnational portfolio
flows.

Financial risk management is prob-
ably the central activity of financial
intermediaries, including banks and
insurance companies. Intermediaries
take risks by investing their capital in
illiquid and information-intensive
financial activities. It is these imper-
fections in financial markets that
allow intermediaries to make profits.
But the imperfections are not merely
a source of profit—they also create
costs. That is, intermediaries must
finance themselves by issuing claims
that are at least partially illiquid and
information-intensive. This suggests
that exogenous shocks to intermedi-
aries’ financial capital should have
implications for the pricing and avail-
ability of the instruments in which
they invest.

How do financing imperfections
influence financial policies, such as
risk management, capital budgeting,
and capital structure? For example,
suppose that a financial firm be-
comes concerned about the feasibil-
ity or cost of raising equity capital, or

* Froot is a Research Associate in the
NBER’s Programs on International
Finance and Macroeconomics, Interna-
tional Trade and Investment, Asset
Pricing, Corporate Finance, and Mone-
tary Economics. He is Director of Re-
search at the Graduate School of Business
at Harvard University.

that its costs of carrying a given
amount of capital rise. The marginal
value of the firm’s internal funds will
have increased. As a result, that firm
will wish to reduce risks to its capital
in order to conserve on intemal funds.

The first thing the firm can do is to
hedge out any and all “market risks”
—for example, risks that can be
hedged without friction in the capital
markets. These hedges have zero net
present value from the market’s per-
spective, since they are done at fair
prices. However, they create addi-
tional firm value because they allow
the firm to use less capital and to
raise needed capital less often.!

Having hedged all frictionless mar-
ket risk, can the firm further reduce
its risk? Yes, the firm can alter its cap-
ital budgeting policy by raising inter-
nal hurdle rates. At first blush, an
increase in hurdle rates would seem
to do little to conserve on internal
funds. After all, industrial firms are
more likely to reduce new invest-
ment than they are assets in place, so
higher hurdle rates would not reduce
risk quickly. In this regard, however,
financial firms are special. Financial
firms have larger and more liquid
balance sheets. Higher hurdle rates
would encourage a reduction in risk
exposures.

However, it would not be optimal
for a financial firm to raise all its hur-
dle rates by the same amount. Invest-
ments that co-vary positively with
fluctuations in overall firm capital
should receive higher hurdle rates.
However, investments that co-vary
negatively with internal capital
should see their hurdle rates decline.
In a recent paper, Jeremy C. Stein
and I model these internal hurdle
rates. We show that, in the presence
of financing imperfections, optimal
hurdle rates should include an addi-
tional factor driven by co-variance
with internal capital. For internal

pricing, the price of capital at risk is
measured by a risk-aversion term that
reflects the shadow value of internal
funds, whereas the quantity of capi-
tal at risk is measured by a given
investment’s covariance with the rest
of the firm’s portfolio.?

If financial imperfections are pres-
ent, then negative shocks to finan-
cial-firm capital should be associated
with increases in hurdle rates and
more aggressive hedging. Unfortu-
nately, it is difficult to provide unam-
biguous empirical evidence that an
intermediary’s capital position mat-
ters for pricing. That is because clas-
sical hurdle rates are not directly
observable, and changes in interme-
diary capital are often endogenous.
Consider the often-cited correlation
between bank capital and bank lend-
ing, for example. One could argue
that such a correlation emerges be-
cause losses reduce capital, causing
banks to raise hurdle rates and cut
back on lending. But it is difficult to
rule out the alternative interpretation:
that a decline in lending opportuni-
ties causes the decline in lending and
the increase in observed lending
rates. Under this interpretation, there
is no need for a change in bank hur-
dle rates.

To determine which of these ex-
planations is correct, one would need
to observe either hurdle rates or
losses that are unrelated to changes
in investment opportunities. These
conditions come close to being met
in one area of the insurance markets
—catastrophe (cat) insurance. Insur-
ers purchase catastrophe re-insur-
ance against natural disasters (such
as hurricane, earthquake, freezing
weather conditions, and the like) to
offset losses triggered by such events
on the policies they write. Such
events stress insurer capital, since the
trigger claims against many policies
at once. Re-insurance treaties are
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traded contracts that permit insurers
to pay a premium to hedge out por-
tions of the cat risk embedded in
their policies.

Can the market for catastrophe risk
help one understand whether finan-
cial imperfections are present? Most
important is the transparency in cat-
risk hurdle rates. In an essay pub-
lished a few years ago, I constructed
the returns from bearing cat risk
exposures over a 20-year period
using historical cat re-insurance con-
- tracts. 1 argued that historical cat
losses as well as returns on catastro-
phe re-insurance appear uncorrelated
with returns on other major asset
classes.? This suggests that the classi-
cal hurdle rate for cat risk is the risk-
free rate, which is readily observable,
The implication is that cat re-insur-
ance premiums should equal cat re-
insurance expected losses. While we
cannot observe expected losses
directly, they can be estimated indi-
rectly using models produced by
independent catastrophe modeling
firms, of which there are several.
While these models are no doubt
imperfect, they provide objective, sci-
entific estimates of expected contract
losses. Thus it is possible to construct
a crude, but presumably unbiased,
estimate of the cat risk embedded in
each cat contract.

Data on cat re-insurance contracts
since 1970 suggest that, first, re-insur-
ance premiums have on average ex-
ceeded expected contract losses. To
reach this conclusion, Paul O’Connell
and I model the event-loss distribu-
tions from five different natural perils
across five U.S. regions. We then use
the exposure patterns of U.S. insurers
to develop estimates of the cat risk
imbedded in the re-insurance treaties
purchased by these insurers. We find
that average premiums exceed
expected losses by a multiple of four
or five. That is, premiums have his-
torically been four or five times
expected losses, a shockingly large

differential. Even allowing for con-
siderable measurement error in the
models of actuarial risk, this suggests
that cat premiums are far too high to
be successfully explained by classical
hurdle rates.4

In the same paper, we also demon-
strate that after a cat event, cat re-
insurance premiums increase strongly
while the quantity of cat re-insurance
purchased by insurers falls. These
simultaneous movements in price
and quantity are important in iden-
tifying the role of supply-versus-
demand shocks. Prices could increase
after a cat event because capital is
depleted and re-insurers raise hurdle
rates (that is, supply of re-insurance
contracts when capital is depleted).
Alternatively, premiums could in-
crease because there is a surge in
insurance and re-insurance demand
following a cat event (that is, demand
for re-insurance increases when there
is an event). The change in quantity
purchased is decisive in separating
these two explanations: in the former,
quantity decreases, whereas in the
latter quantity rises. Our finding that
the quantity of re-insurance pur-
chased falls subsequent to an event
suggests that a reduction in the sup-
ply of re-insurance is more important
than any increase in demand for ex-
plaining premium levels and changes.

Next, we estimate re-insurance
supply and demand curves explicitly
in order to examine a critical predic-
tion of the financial imperfection
models: that intermediary hurdle
rates reflect the co-variance of a par-
ticular cat risk with the intermediary’s
preexisting portfolio. We find that re-
insurers do indeed increase their hur-
dle rate for those cat risks that are
positively correlated with their pre-
existing portfolios. In other words,
the supply of re-insurance for a par-
ticular cat risk falls as the risk is more
highly correlated with U.S. nation-
wide cat risks. This is a direct contra-
diction of the classical hurdle rate

approach, and is consistent with the
Froot and Stein model of financial
intermediaries described earlier.

Some of these conclusions require
us to assume that cat events do not
trigger updates in the perceived (and
modeled) probability of such events
going forward. This assumption may
not hold up however. The distribu-
tion of cat risk perceived by market
participants may shift when events
occur. This could lead event losses to
be correlated with premium increases
and for correlated risks to (poten-
tially) command even higher premi-
ums. To address this “probability
updating” hypothesis, O’Connell and
I examine how the re-insurance pre-
miums on one type of peril change
when a different peril occurs. For
example, we look at how the premi-
ums for southeastern U.S. hurricane
risks change when an earthquake
occurs in the western United States.
We assume that earthquake losses do
not help us understand how well
Florida construction will hold up in
high winds, even though an earth-
quake may teach us something about
the vulnerability of California con-
struction to ground motion. The data
demonstrate strongly that an event
loss from a particular peril increases
subsequent re-insurance premiums
for that peril, but also for all other
perils. Probability updating cannot
explain this result. Instead, it is con-
sistent with the financial imperfec-
tions story, which predicts that re-
insurer losses lead to higher charges
for re-insurer risk assumption.5

A final pervasive fact about the cat-
risk market is how little cat-risk trans-
fer occurs. U.S. households and busi-
nesses are underinsured in general,
and businesses in particular have
relatively little cat-risk protection.
Insurers who accumulate cat expo-
sures by writing individual insurance
policies purchase only a small
amount of re-insurance, given the
size of their exposures. In a well-
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functioning capital market, a much
larger fraction of cat exposures
would be hedged. Inefficiency is sug-
gested when a Long Island regional
home insurer asks its policyholders
to bear some of the risk that a large
hurricane will strike Long Island, pre-
cisely the risk policyholders are try-
ing to avoid.

While the financial imperfections
theory explains these facts, 2 number
of other explanations are also help-
ful, including 1) monopoly power on
the part of re-insurers; 2) tax and
agency inefficiencies in the organiza-
tional form that re-insurance takes; 3)
the high frictional costs of re-insur-
ance (attributable to the illiquidity of
contracts and the ways in which they
are transferred); 4) the presence of
adverse selection and moral hazard,
which tend to degrade the quality of
the cat-risk market; 5) regulation of
insurance rates by state insurance
commissioners, which influence
insurers’ willingness to purchase re-
insurance; 6) ex post reimbursements
for cat losses from the government
and industry pools, which distort
incentives to purchase re-insurance;
and 7) behavioral factors that may
dampen demand for re-insurance,
and particularly so for large event
losses. In a recent essay, I examine
the financial imperfections explana-
tion in addition to these other expla-
nations of the low levels of risk
transfer.6 I conclude that financial
imperfections are the single most
robust explanation (although combi-
nations of these other factors are very
important). I also argue that recent
and future developments in this mar-
ket are going to be critical to finding
the right answer.

These recent developments are
telling indeed. In the past few years,
cat re-insurance contracts have been
securitized for the first time (that is,
sold into the capital market as secu-
rities rather than absorbed by re-
insurers as re-insurance treaties). It is

interesting to track the impact that
these transactions have had. I detail
the most important landmark cat
securitization in a case focusing on
the issue’s pricing and its implications
for risk management.” This 1997
transaction involved the sale of a
large fraction of a major insurer’s cat
exposure to the capital market. The
premiums received by investors were
very large (but in line with historical
results): the premium over the risk-
free rate was approximately seven or
eight times expected losses.

However, some of these generous
premiums have been transitory. Even
though relatively little cat risk has
been securitized to date, premiums
have declined precipitously. For
example, in 1998, the same major-
insurer cat exposure was sold in an
almost identical securitization. Here
investors received approximately five
or six times expected loss. In 1999,
the same exposure is expected to
reach the market once again in a sim-
ilar security. But this time indications
are that it will fetch only about four
times the expected loss.8

These developments suggest that,
first, securitization permits additional
risk-bearing capacity to be supplied
by investors. Re-insurers are no
longer the only suppliers of capital.
Second, the potentially lower cost of
this new source of capital allows pre-
miums to be bid down. Even though
securitizations account for a small
fraction of cat-risk transfer, they have
made the market contestable. Third,
new pressures for re-insurers to re-
duce their costs of capital and improve
the efficiency with which they use
capital will keep them competitive.
But considerable reform in the way
re-insurers source funds will occur.?

Finally, the insurance and re-insur-
ance industries are beginning to
adjust to changes in capital-raising
capabilities, in risk-management
techniques, and in information tech-
nology. This will ultimately lead to

considerable change in the organiza-
tion of these industries, in the types
of insurance policies and risk-man-
agement devices available to individ-
uals and firms, and in the way these
policies are distributed. Howard Kun-
reuther and 1 have started a project at
the NBER devoted to understanding
both the supply and demand sides of
these changes. We held our first pro-
ject meeting in February 1999, and
the papers given at that meeting are
posted on the NBER web site
(http://www.nber.org).

1 For a model of corporate risk manage-
ment along these lines, see K. A. Froot,
D. Scharfstein, and J. C. Stein, “Risk Man-
agement: Coordinating Corporate Invest-
ment and Financing Decisions,” NBER
Working Paper No. 4084, May 1992;
revised in Journal of Finance, 48 (Decem-
ber 1993), pp.1629-58.

2See K. A. Froot and J. C. Stein, “Risk
Management, Capital Budgeting, and
Capital Structure Policy for Financial
Institutions: An Integrated Approach,”
Journal of Financial Economics, 47
(January 1998), pp. 55-82. (Revised
from NBER Working Paper No. 5403,
January 1996, i

3See K. A. Froot, B. Murphy, A. Stern, and
S. Usher, “The Emerging Asset Class:
Insurance Risk,” Special Report from Guy
Carpenter and Company, Inc., July 1995.
Reprinted in Viewpoint, 24, no. 3 (Sum-
mer 1995), pp.19-28.

41K. A. Froot and P. G. O’Connell, “On the
Pricing of Intermediated Risks: Theory
and Application to Catastrophe Reinsur-
ance,” NBER Working Paper No. 6011,
April 1997.

5See K. A. Froot, and P. G. O’Connell,
“The Pricing of U.S. Catastrophe Reinsur-
ance,” NBER Working Paper No. 6043,
May 1997, in The Financing of Catas-
trophe Risk, K. A. Froot, ed. Chicago:
University of Chicago Press, 1999.

6 “The Limited Financing of Catastropbe
Risk: An Overview,” NBER Working Paper
No. 6025, April 1997; Introductory essay
in The Financing of Catastrophe Risk,
K. A. Froot, ed. Chicago: University of
Chicago Press, 1999.

7See K. A. Froot and M. Seasholes, “USAA:
Catastropbe Risk Financing,” Case no.
N9-298-007, Harvard Business School,
Boston, 1998.
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8 The evolution of these transactions is
traced out in K. A. Froot, “The Market for
Catastrophe Risk: A" Clinical Examina-
tion,” Harvard Business School and Jour-
nal of Financial Economics joint confer-

ence on clinical studies, July 1999, forth-
coming. See also K. A, Froot, “The
Evolving Market for Catastrophbe Risk,”
Harvard University; published as a Marsh
Mclennan Securities and Guy Carpenter

& Co. White Paper, September 1998.

9 These issues are discussed in greater
detail in the papers cited in footmote 8.
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Conferences

Chang and Velasco focus on one
factor behind financial and currency
distress: international illiquidity, the
situation in which a country’s con-
solidated financial system has poten-
tial short-term obligations in foreign
currency that exceed the amount of
foreign currency it can access on
short notice. Stressing the role of
domestic banks, the authors argue
that international illiquidity is what
the very diverse recent crises in
emerging markets have in common.
Using a bank in a small, open econ-
omy with limited access to interna-
tional capital as a model, the authors
then study the role of capital inflows
and the maturity of external debt,
how real exchange rate depreciation
can transmit and magnify the effects
of bank illiquidity, options for finan-
cial regulation, the role of debt and
deficits, and the implications of adopt-
ing different exchange rates.

it

Mussa and Savastano analyze the
quantitative approach of the Inter-
national Monetary Fund (IMF) to eco-
nomic stabilization. They first deal
with misconceptions about how the
IMF operates, clarifying the process
behind a typical IMF-supported pro-
gram. Then they revisit some of the
issues related to the economic sub-
stance of IMF programs, pointing out
that, at the core, all such programs
are concerned with the member
country’s actions in three areas: se-
curing sustainable external finance;
implementing demand-restraining
measures, particularly in the initial
stages of a program, that are consis-
tent with available financing; and
proceeding with structural reforms to
promote growth and adjustment in
the medium and longer term. The
authors conclude by emphasizing
that the intellectual doctrine associ-
ated with IMF financial programming

is primarily a recognition of essential
accounting identities, coupled with
basic behavioral relationships and
forecasts of key economics aggre-
gates, both of which are subject to
revision in light of experience.
Hoshi and Kashyap argue that
the deregulation leading up to the
“Big Bang” played a major role in
current japanese banking problems.
This deregulation allowed large cor-
porations to switch quickly from
depending on banks to relying on
capital markets for financing. The
authors show that large Japanese
borrowers, particularly manufactur-
ing firms, have now become about as
independent of banks as comparable
U.S. firms. Yet Japanese banks were
constrained: even after deregulation,
they were not given authorization to
move out of traditional activities into
new lines of business. Collectively,
these developments meant that the
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banks retained assets and had to
search for new borrowers. Their new
lending flowed primarily to small
businesses and became much more
tied to property than was previously
the case. The authors conclude that
the current problem of bad loans is
quite large in Japan (about 7 percent
of gross domestic product). Banks
will have to fight to retain deposits,
but, more importantly, even more
firms will migrate to capital market
financing. Using U.S. borrowing pat-
terns as a guide, the authors show
that this impending shift implies a
massive contraction in the size of the
Japanese banking sector.

Heaton and Lucas discuss the
relationship between stock prices
and fundamentals, emphasizing three
broad categories of explanations for
the recent price rise: changes in cor-
porate earnings growth, preferences,
or stock market participation pat-
terns. Using 1989-95 data from the
Survey of Consumer Finances to doc-

Currency Crises

On April 22 and May 6, the NBER
held two meetings in which currency
crises in Thailand and Mexico, re-
spectively, were discussed. These
meetings were part of a major NBER
project on economic and financial
crises in emerging market economies.
The project brings together NBER
researchers, U.S. government offi-
cials, representatives of the countries
themselves, and officials from inter-
national agencies (including the World
Bank and the International Monetary
Fund—the IMF) to discuss why the
crises occurred in these countries,

ument changes in stock holding pat-
terns and reported attitudes toward
risk, the authors look closely at how
participation patterns have changed
and how they affect required returns.

Alvarez and Veracierto explore
the effects of different market poli-
cies on unemployment and labor
force participation rates. They use a
version of the Lucas-Prescott islands
economy, with undirected search and
endogenous labor force participation.
They then introduce and analyze the
effects of minimum wages, the de-
gree of unionization, firing taxes, and
unemployment insurance.

Over the past 20 years, the U.S.
personal savings rate has fallen by 8
percentage points, and the ratio of
consumption to GDP has risen by 6
percentage points. Parker reviews
the important contemporaneous
changes to the U.S. economy, asks
how a canonical model might ac-
count for these shifts, and evaluates
the state of theories and evidence

what happened after the crises, and
how the different economies have
responded to IMF programs. These
are background research meetings
aimed at improving the understand-
ing of the NBER researchers as they
embark on specific research studies
as part of the project.

Speakers at the meeting on Thai-
land included Takatoshi Ito, NBER
and Hitotsubashi University, and
Veerathai Santiprobhob, Ministry of
Finance, Thailand.

Speakers at the meeting on Mexico
included NBER researchers Aaron

from household data. His analysis of
a panel dataset of consumption,
income, and wealth from two large
surveys of U.S. households reveals
that the changing age distribution
plays no role in the consumption
boom. Instead, younger cohorts con-
sume a larger share of their income
than older cohorts did at the same
age. Increases in the wealth-to-income
ratio can explain about one third
of the boom, the author finds, and
consumption growth and real inter-
est rates over this period are highly
correlated.

These papers and their discussions
will be published by the MIT Press in
the NBER Macroeconomics Annual
1999, Volume 14. Its availability will
be announced in a future issue of the
NBER Reporter.

The conference versions of the
papers can be found at www.nber.
org/books/macroannual/index.html.

Tornell of Harvard University, Sebas-
tian Edwards of University of Califor-
nia at Los Angeles, Anne Krueger of
Stanford University, and Peter Garber
of Brown University. Also participat-
ing in the day’s panel discussions
were Andrew Berg of the IMF,
Patricia Armendariz of Mexico’s Na-
tional Banking Commission, Ricardo
Hausmann of the InterAmerican
Development Bank, and others rep-
resenting government, agencies, and
commerce.
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Siegel, Waldman, Silberman,
and Link ask how successful are
licensing agreements between uni-
versity technology transfer offices
(UTTOs) and firms working to com-
mercialize university-based technolo-
gies. Focusing on 113 American
universities, they estimate that licens-
ing production has constant returns
to scale. Environmental and institu-
tional factors explain some of the
variation in relative productivity
across universities, but some may be
the result of organizational practices.
Because there are no surveys of orga-
nizational practices in university/
ndustry technology transfer UITD,

the authors rely on an inductive,
qualitative approach. Based on struc-
tured interviews of 55 UITT stake-
holders at five universities, they
conclude that university administra-
tors need to consider: reward systems
for UITT; informational and cultural
barriers between universities and
firms; and staffing practices in the
UTTO. :
Competitive pressures have in-
duced many Indian software firms to
apply for and receive quality certifi-
cations like the 1SO-9000 and SEI-
CMM. Despite the growing popular-
ity of these certifications among
Indian software developers, there is

little systematic evidence of their
effect on organizational performance.
Using data from 90 Indian software
firms, Arora and Asundi articulate
the ways in which quality certifica-
tion can affect firm profits. They con-
clude that quality certification is pri-
marily a signal and helps to attract
business from overseas clients. Qual-
ity certification does not enhance the
ability to secure higher prices, and
has only a modest impact on the abil-
ity to increase software developed
offshore.

Mairesse and Greenan first ask
what variables best describe organi-
zational change and performance in
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general. They then use a large set of
such variables to analyze organiza-
tional change in French manufactur-
ing. The authors stress the vocabu-
lary differences in the managerial
terms used in France and the United
States to describe organizational
change. They then explain the ori-
gins of the COI survey, a French
statistical study. Citing statistics on
organizational change in French
manufacturing and the results of sur-
veys of firm representatives and
workers, they show that organiza-
tional change seems to be correlated
both with increased communication
and with increased constraints on the
shop floor, these two dimensions
being independent from each other.

Narayanan and Sarkar analyze
data from a single company, Insteel,
to determine whether activity-based
costing (ABC) provides new infor-
mation to managers, and whether
activity-based management (ABM)
significantly affects product and cus-
tomer-related decisions. From inter-
views with this firm’s top managers,
the authors find that Insteel’s prod-
uct prices reflect the cost of raw
materials and freight costs, but do not
fully account for conversion costs
(labor and production overhead
costs). Hence, there is little support
for the hypothesis that product prices
reflect all costs, even when a com-
pany does not have ABC information.
After the ABC analysis was done at
Insteel, the firm was more indined to
discontinue products found by the
study to be unprofitable compared
with products found to be profitable.
The changes to the portfolio of cus-
tomers served were similar, but not
as striking as the decisions about
product mix. This is consistent with
senior managers’ intuition that prod-
uct-level decisions can be made
faster than customer-level decisions.

In the United States, the local aca-
demic science base largely deter-
mines where and when biotechnol-
ogy is adopted by existing firms or,
much more frequently, exploited by
new firms. In Japan, the new domi-

nant technology is almost exclusively
introduced through organizational
change in existing firms. Darby and
Zucker show that for the worldwide
pharmaceutical business (biotechnol-
ogy’s most important application),
the performance enhancement asso-
ciated with this organizational change
is necessary for firms to remain com-
petitive. Japan’s sharply higher orga-
nizational change/new entry ratio, as
compared with that of the United
States, during the biotech revolution
is a product of: Japan's relatively com-
pact geography; institutional differ-
ences between Japanese higher edu-
cation and research-finding systems;
the venture-capital and initial public
offering (IPO) markets; cultural char-
acteristics and incentive systems that
affect scientists’ entrepreneurialism;
and tort-liability exposure. Both local
science base and pre-existing eco-
nomic activity explain where and
when Japanese firms adopt biotech-
nology, with the science base playing
a somewhat larger role. While similar
processes are at work in the two
countries, stars in Japan induce entry
or transformation of significantly
fewer firms than do stars in the
United States; pre-existing economic
activity plays a greater role in Japan.

In the late 1970s, it became clear
that new science-intensive tech-
niques such as “rational drug design”
had great potential as methods for
identifying drug candidates. Cock-
burn, Henderson, and Stern docu-
ment significant differences across
pharmaceutical firms in the speed
with which they adopted organiza-
tional practices associated with this
technology, particularly the intensity
of incentives provided to their scien-
tists to participate in the community
of “open science” through publishing
in scientific journals. Differences in
the speed and extent of adoption of
these practices appear to be driven
by variation across firms in their costs
and benefits of doing so, which in
turn are a function of heterogeneity
in firms’ technology/market focus.
Firms heavily invested in cardiovas-

cular therapies, where the new tech-
niques had (at least ex post) a higher
payoff, adopted science-driven drug
discovery more quickly.

Rosett and Rosett extend the
empirical analysis of total quality
management (TQM) used by Wruck
and Jensen (1994) to 15 firms. They
describe how TQM can be used,
including: implementation issues;
incentives and disincentives for sev-
eral levels of employees within the
corporate hierarchy; costs and bene-
fits of the program; some measures
of outcomes; and factors related to
the success or failure of programs.
They then outline the simple model
of TQM that guided their interviews,
use the model to interpret their in-
terview results, and cite from the
interviews remarks that bear on lead-
ership, environment, rhetoric, moni-
toring, training, and evaluation and
compensation.

Using survey data and interviews,
Helper explores the determinants of
average-cost reduction for 207 auto-
motive suppliers in the United States
and Canada between 1988 and 1992.
In particular, she considers the effi-
cacy of methods for mobilizing latent
knowledge from decentralized
sources—such as workers and cus-
tomers—or “voice” Plants with voice
practices did better than other plants,
but only if they had a highly effec-
tive suggestion program for workers,
or if they adopted at least two voice
practices: for example, suggestions
from workers plus long-term, infor-
mation-rich relations with customers;
or suggestions from workers plus
efficiency wages for workers. Despite
evidence that certain practices may
be complementary in their perform-
ance, Helper finds little complemen-
tarity in adoption (for instance, firms
with suggestion systems were slightly
less likely to have “voice” with their
customers). She attributes this out-
come to incomplete diffusion of the
organizational innovation of voice.

Shaw, Gant, and Ichniowski in-
vestigate differences in on-the-job
activities of workers in innovative
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rersus traditional organizations, and
heorize that moving toward a high-
yerformance system requires pro-
iounced change. They suggest that
vorkers who are doing more prob-
em solving on the job must have
tronger ties to other workers than
hose who don't “problem solve” —
hey must have extensive networks
f relationships that they rely on. To
st this hypothesis, the authors go
msite to gather employee-level data

Using several sources of exoge-
ous increases in public medical
sending, Baicker estimates that the

from seven steel mills on the com-
munications links between employ-
ees. They show that a move to a
high-performance workplace requires
a reconfiguration of the entire system
of interpersonal interactions in the
workplace. In high-performance
mills, most workers are actively
involved in communication with their
peers and managers. In contrast, in
traditional mills, only a small subset
of workers are actively involved in

entire state portion of the burden of
federally mandated spending is borne
by decreases in other spending on

such communications. Thus, to
evolve from a traditional to a high-
performance workplace, the firm
must change the attitudes, knowl-
edge base, and work activities of all
employees.

These papers and their discussions
will appear as an NBER conference
volume published by the University
of Chicago Press. The volume’s avail-
ability will be announced in a future
issue of the NBER Reporter.

public welfare programs. These re-
ductions are attributable in part to
the substitutability of programs in the
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voters’ minds, but also in large part
to the “stickiness” of government
spending by budget category. States
with greater racial differences be-
tween benefit recipients and voters,
and states with less generous neigh-
bors, reduce other spending on pub-
lic welfare by even more, thus
alleviating the burden that medical
expansions impose on their taxpay-
ers. There is no evidence that the
existence of self-imposed tax and
expenditure limits affects state reac-
tions to these mandated shocks,
though.

In federal systems, social expendi-
" ture often is funded by matching
grants. Estimates of the effect of dif-
ferent matching rates on expendi-
tures by subnational governments
vary widely because of the inherent
difficulties in identifying price and
income effects of federal grants given
the structure of the funding mecha-
nisms in most countries. Baker,
Payne, and Smart examine a recent
reform in Canada, in which federal
grants for welfare expenditures were
“capped” (converted from an open-
ended to a closed-ended matching
grant); the cap applied to only three
of ten provincial governments. They
find that the affected provinces re-
sponded to the reform by reducing
the growth rate of expenditures over
the medium term: it was 8 to 9 per-
centage points lower than predicted
in the absence of the cap.

Cullen and Figlio examine the
efficacy of intergovernmental incen-
tives within the context of special
education finance. They first test the
extent to which stronger fiscal incen-
tives to classify students as “special
needs” lead to higher rates of student
disability. To measure this labeling
response, the authors combine school
and district-level data from the
Schools and Staffing Surveys for
1987-8, 1990-1, and 1993—4, provid-
ing detailed information on state
school finance formulas in each pe-
riod. They then use the same data to

gauge the degree to which more
aggressive labeling is accompanied
by changes in the allocation of re-
sources to special education. As fiscal
incentives to classify marginal stu-
dents increase, the relative quality of
learning-disabled classes appears to
decline in school districts in states
with binding tax limits, whereas it
improves for districts in other states.
This may be evidence that con-
strained districts behave strategically
by reassigning students to special
education for fiscal gain.

The recent reform of the federal
welfare system is meant to encour-
age recipients to leave welfare and
enter the workforce. Lubotsky eval-
uates how labor markets in Michigan
were affected when the General
Assistance Program in that state was
eliminated in 1991. General Assist-
ance was a large-scale, state-adminis-
tered program that provided benefits
to people who fell through the cracks
in federal antipoverty programs. In
all, about 80,000 to 100,000 able-bod-
ied adults lost benefits. Increased
labor force participation among these
people resulted in a decline in
weekly hours among high school
dropouts of 1.2 to 2.4 percent. There
is little evidence of declines in hourly
earnings, though, except in the
Detroit area, where wages fell by
about 5 percent.

The introduction of family cap
welfare policies by a number of
states (New Jersey was the first) has
spurred new interest in the relation-
ship between birth decisions and
welfare benefits, and provides new
opportunities for modeling the fertil-
ity responses of women on welfare
to specific changes in benefits levels.
A recently completed five-year eval-

~uation of New Jersey’s Family De-

velopment Program provides new
evidence on the impact of well-
defined incremental changes in ben-
efit levels on births, abortions, and
related behavior among women on
welfare. Camasso, Harvey, Kill-

ingsworth, and Jagannathan ana-
lyze data on a randomly selected
group from the several thousand NJ.
Aid to Families with Dependent
Children (AFDC) cases and from the
entire welfare caseload over a six-
year period that encompassed the
implementation of New Jersey’s
Family Development Program. They
discuss the data’s implications for
public policy after analyzing it for
births and abortions and providing
an overview of birth and abortion
trends from 1991 to 1996.

Meyer examines the extent of wel-
fare-induced migration using 1980
and 1990 U.S. Census data. He begins
by discussing a number of method-
ological issues that suggest biases in
past approaches used to study wel-
fare migration. Using several differ-
ent new methods, he then provides
estimates that avoid many of the prob-
lems of past work. The estimates imply
that there is welfare-induced migra-
tion, but it is modest in magnitude.

Aiyagari, Greenwood, and Guner
construct an overlapping generations
model of marriage and divorce to
analyze family structure and inter-
generational mobility. A simulated
version of their theoretical prototype
can generate an equilibrium, with a
significant number of female-headed
families and a high degree of persis-
tence in income across generations.
To illustrate the model’s mechanics,
the authors investigate the effects of
two antipoverty policies: child sup-
port and welfare.

Raphael and Rice ask whether car
ownership causes positive employ-
ment outcomes. They match state-
level data on average car insurance
premiums and average per-gallon gas
taxes to a nationally representative
sample containing information on car
ownership and employment out-
comes. Controlling for observable
demographic and human capital vari-
ables, they find large differences in
employment rates, weekly hours
worked, and hourly earnings be-
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tween those with and without cars.
Car ownership has negative effects
on wages, which is consistent with
the hypothesis that employers
located in states with high auto main-
tenance costs must pay compensat-
ing differentials to their employees.
Differentiating by skill groupings, the
authors find positive and significant
employment and hours effect for all
groups. Low-skilled workers experi-
ence larger car-employment effects.
The effects on hours are comparable
across skill categories. Again, the
negative effects of car ownership on
wages are insignificant for low- and
medium-skilled workers and signifi-
cant for high-skilled workers.
Although minimum wages are ad-
vocated as a policy that will help the
poor, few studies have examined
their effect on poor families. Millar,
Page, and Spetz use varation in mini-

mum wages across states and over
time to estimate the impact of mini-
mum wage legislation on AFDC case-
loads, thus directly assessing whether
minimum wages benefit a group they
are intended to help. The authors
find that the elasticity of the welfare
caseload with respect to the mini-
mum wage is 0.35. This suggests that
minimum wages are not an efficient
policy for facilitating the transition
from welfare to work.

An often-cited difficulty with mov-
ing low-income families out of wel-
fare and into the labor force is the
lack of health insurance in many low-
wage jobs. The recent expansions in
Medicaid to cover low-income chil-
dren and pregnant women who are
not eligible for cash benefits may
help alleviate the problem by allow-
ing disadvantaged household heads
to accept jobs that do not provide

health insurance. Ham and Shore-
Sheppard investigate whether ex-
pansion of public health insurance to
cover children of working parents
increases transitions from welfare to
work and reduces transitions from
work to welfare. They find some evi-
dence that expanded Medicaid eli-
gibility for children leads single
mothers to exit welfare more quickly;
however, this effect appears to be
concentrated among long-term recip-
ients (as proxied by recipients who
begin the sample on welfare).
Women with very young children are
less likely to exit welfare and begin
work than are women with older
children, this indicates that expan-
sions in health insurance for such
women may not be enough to ease
their welfare-to-work transitions.

Bureau News

Berndt is Acting Director of Productivity Program

NBER Research Associate Ernst R.
Berndt is the new acting director of
the NBER’s Program on Productivity.
Professor Zvi Griliches, NBER and
Harvard University, who has directed

the program since its creation in
1978, is on leave from his position as
Program Director. The program en-
courages economists to study issues
relating to the productivity of U.S.

firms, including the determinants of
investment, R and D, labor relations,
and entrepreneurship. Professor
Berndt is a member of the faculty of
the MIT’s Sloan School of Management.
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Devereux and Engel investigate
the welfare properties of fixed and
floating exchange rate regimes. The
optimal exchange rate regime may
depend on whether prices are set in
the currency-of producers or the cur-
rency of consumers. Under floating
exchange rates, the variance of home
consumption is not influenced by
foreign monetary variance when
prices are set in consumers’ currency.
If prices are set in producers’ curren-
cies, or under fixed exchange rates,
then there is transmission of foreign
disturbances. The authors show that
the exchange rate regime affects not
just the variance of consumption and
output but also their average levels.
When prices are set in producers’
currency, as in the traditional frame-
work, there is a trade-off between
floating and fixed exchange rates.
Under floating rates, exchange rate
adjustment allows for a lower vari-
ance of consumption. But exchange
rate volatility itself leads to a lower
average level of consumption. When
prices are set in consumers’ currency,

floating exchange rates always dom-
inate fixed exchange rates.

Characteristics of speculative attacks,
such as the role of asymmetric infor-
mation and especially the use of high
interest rates to defend a currency,
are largely absent from existing mod-
els. Drazen presents a model of de-
fending against speculative attacks by
raising interest rates. Governments
are optimizing and speculators are
solving a dynamic signal extraction
problem that is subject to imperfect
information about the government’s
objectives and the evolution of fun-
damentals. Such a model may be
useful in understanding the dynam-
ics of speculative attacks.

Hodrick, Ng, and Sengmueller
extend Campbell’s (1996) asset-pric-
ing model to study international
equity returns in the G7 countries. In
their model, expected returns de-
pend on two sources of risk: the co-
variance of returns with the return on
the world market portfolio; and the
covariance of returns with the change
in expected future discounted returns

on the market portfolio. To generate
expected future returns, the authors
consider the predictability of the
world market portfolio, comparing it
to the recent experience of the U.S.
stock market. While the world mar-
ket return may be less predictable
than the U.S. return, the risk associ-
ated with changes in expected
returns does appear to be priced by
the market. The authors also com-
pare the predictions of their dynamic
model to those of the static Capital
Asset Pricing Model. While both
models do a good job of explaining
the average returns on the G7 market
portfolios, both fail to predict the
high average returns on portfolios of
high book-to-market stocks across
countries.

Conventional wisdom says that
capital flows between developed and
developing countries are more vola-
tile than can be justified by funda-
mentals. Chari and Kehoe construct
a simple model in which frictions in
international financial markets, com-
bined with standard debt-default
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problems, lead to volatile capital flows.
These flows act as “a test of fire” for
borrowing countries. If a country
survives this test, its reputation is
enhanced, and future capital flows
become less volatile. Failing the test
is associated with a loss of reputation
and a decline in the amount of capi-
tal flows.

Business cycles are less volatile,
and are more synchronized with the
world cycle, in rich countries than in
poor ones. Kraay and Ventura de-

Epple and Sieg analyze majority
rule and Tiebout sorting within a sys-
tem of local jurisdictions. In particu-
lar, they investigate whether ob-
served levels of public expenditures
satisfy the necessary conditions im-
plied by majority rule in a general
equilibrium model of residential

velop two explanations for these con-
ditions, both of which proceed from
the observation that the law of com-
parative advantage causes rich and
poor countries to specialize in the
production of different commodities.
Rich countries specialize in “high-
tech” goods produced by skilled
workers, whereas poor countries
specialize in “low-tech” goods pro-
duced by unskilled workers. Cross-
country differences in business cycles
then arise as a result of asymmetries

choice. They control for heterogene-
ity among households, various char-
acteristics of communities, the po-
tential endogeneity of prices and
expenditures, and the self-selection
of households into communities of
their choice. Finally, they estimate the
structural parameters of the model

among high-tech and low-tech indus-
tries. The authors focus on two such
asymmetries. The first is based on the
idea that cross-country differences in
production costs are more prevalent
in high-tech industries, sheltering
producers from foreign competition,
thus making them large suppliers in
the markets for their products. The
second asymmetry is based on the
idea that production costs in low-tech
industries might be more sensitive to
the shocks that drive business cycles.

using data from the metropolitan
Boston area, and their empirical find-
ings support this approach.

Despite technological advances, an
individual car’s emissions still cannot
be measured reliably enough to be
taxed. Fullerton and West therefore
solve for combinations of second-
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best uniform taxes on gasoline,
engine size, and vehicle age. They
use data from the 1994 Consumer
Expenditure Survey and from the
California Air Resources Board and
combine information on the expen-
ditures of 1,353 individuals with
other information on vehicle charac-
teristics, including engine size, vin-
. tage, fuel efficiency, and emissions
per mile. Starting from a zero-tax sce-
nario, the authors find that 69 percent
of the welfare improvement from an
ideal Pigovian tax can be gained by
the three-part instrument involving a
tax on gas, a tax on size, and a sub-
sidy to “newness” A gas tax alone
reaches 60 percent of the gains from
the Pigovian tax. These results are
robust to variation in the elasticity of
substitution among goods.
Feldstein and Altman examine a
system of Unemployment Insurance
Saving Accounts (UISAs) as an alter-
native to the traditional unemploy-
ment insurance system. Individuals
are required to save up to 4 percent
of wages in special accounts and to
draw unemployment compensation
from these accounts instead of taking
state unemployment insurance bene-
fits. If the accounts are exhausted,
the government lends money to the
account. Accounts that have positive
balances at retirement or death are
converted into retirement income or
bequeathed. Negative account bal-
ances are forgiven at retirement age.
The authors use the Panel Study of
Income Dynamics to simulate this
plan and show that almost all indi-
viduals have positive UISA balances
and remain sensitive to the cost of
unemployment compensation.
Hubbard and Hassett study the
choice of not-for-profit versus for-profit

status for firms in the U.S. hospital
industry. They find that among not-
for-profit hospitals, government hos-
pitals have higher relative input use,
serve less-well-off markets, and have
more bed days represented by
Medicaid patients. Consistent with a
role for noncontractible quality, not-
for-profit hospitals with a relatively
high share of revenues devoted to
wages are less likely to convert to
for-profit status. For-profits tend to
acquire not-for-profits in markets in
which households have relatively
low levels of educational attainment
or income. Not-for-profits are also
more likely to shed not-for-profit sta-
tus when there is no other govern-
ment or not-for-profit hospital in the
same market.

Shackelford and Lang assess the
equity capitalization of capital gains
taxes by evaluating stock price reac-
tions around a likely change in ex-
pected capital gains tax rates: the
May 1997 budget accord that led to a
reduction in the long-term capital
gains tax rate from 28 percent to 20
percent. Because dividends reduce
current stock prices and future liqui-
dation values, reductions in the ex-
pected capital gains tax rate should
be particularly value-enhancing to
firms that do not pay dividends or
pay low dividends. Consistent with
investors discounting share prices for
expected capital gains taxes, the
authors find that returns decrease as
dividend yields increase. During the
week of the budget accord, the mean
return was 12 percent for non-divi-
dend-paying stocks and 6 percent for
dividend-paying stocks. No similar
price movements were detected in
the weeks preceding or following the
accord. Among dividend-paying firms,

stock returns are negatively corre-
lated with dividend yields.

Goulder and Williams show that
the simple “excess-burden triangle”
formula performs poorly when used
to assess the excess burden from
taxes on intermediate inputs or con-
sumer goods. It ignores general equi-
librium “tax interactions” —the ways
a new commodity tax interacts with
pre-existing taxes in other markets
and thereby augments distortions in
these markets. The significance of a
tax-interaction with another market is
proportional to the amount of rev-
enue raised in the other market; this
implies that in the United States,
where factor taxes yield the bulk of
government revenue, interactions
with factor markets are most impor-
tant. The authors also show that the
distortion generated in factor markets
is generally more important than the
distortion in the market facing the
new commodity tax. Finally, they
offer a practical alternative to the
simple excess-burden formula. Their
alternative approximation formula
yields estimates that are consistently
within 5 percent of the actual excess
burden.

Coate and Besley take a fresh
look at the trade-off between cen-
tralized and decentralized provision
of local public goods. Their political
economy analysis assumes that under
decentralization, public goods are
selected by locally elected represen-
tatives, while under a centralized sys-
tem, policy choices are determined
by a legislature consisting of elected
representatives from each district.
They then study the role of taste het-
erogeneity, spillovers, and legislative
behavior in determining the case for
centralization.
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Bolton and Rosenthal develop a
simple, dynamic general equilibrium
model of an agricultural economy in
which poor farmers borrow from rich
farmers. The authors allow for both
idiosyncratic and aggregate shocks—
so there may be default ex post. They
consider equilibrium in the economy
~with and without political interven-
tion, either in the form of a bailout
or a moratorium. They then compare
their results to historical evidence
from the Panic of 1819 in the United
States. With no aggregate uncertainty,
political intervention always im-
proves ex post efficiency and may
also improve ex ante efficiency. An-
ticipated bailouts, but not moratori-
ums, will always occur in equilib-
rium. The threat of moratoriums also
enhances efficiency. With aggregate
uncertainty, the differences between
moratoriums and bailouts may col-
lapse, with both occurring only in
bad times and improving ex ante
efficiency.

' Do personal bankruptcy laws
affect small firms' access to credit?
When a firm is unincorporated, its
debts are personal liabilities of the
firm’s owner, so lending to that firm
is equivalent to lending to its owner.
If the firm fails, the owner has an
incentive to file for personal bank-

ruptcy. States are allowed to set their
own bankruptcy exemption levels,
and they vary widely. The higher the
exemption level, the more attractive
it is for debtors who live in that state
to file for bankruptcy. Berkowitz
and White present a model of credit
markets which shows that the supply
of credit falls and demand for credit
rises when noncorporate firms are
located in states with higher bank-
ruptcy exemption levels. The authors
also find that high homestead and
personal property exemptions are
associated with an increased proba-
bility of noncorporate firms being
denied credit. These exemptions do
not affect the probability of corporate
firms being denied credit, though.
There is weak evidence that both
types of firms receive smaller loans
when located in states that have high
bankruptcy exemptions, but no evi-
dence that interest rates are affected
by bankruptcy exemptions. A prior
filing for bankruptcy nearly triples
the probability that noncorporate
firms are denied credit, the authors
find.

Part of the contract between un-
derwriters and issuers in an initial
public offering (IPO) is that the un-
derwriter will provide liquidity in the
subsequent trading of the newly

traded security. Ellis, Michaely, and
O’Hara examine the aftermarket
trading activities in the first three
months after the stock has gone pub-
lic of underwriters, syndicate mem-
bers, and other unaffiliated market-
makers. They focus in particular on
whether the provision of liquidity is a
cost subsidized by the fees generated
from the underwriting process, or a
profit center unrelated to the under-
writing activities. They find that the
lead underwriter is by far the most
dominant marketmaker in every IPO
in their sample, taking a substantial
inventory position in the aftermarket
trading. The lead underwriter also
engages in stabilization activity for
less successful IPOs and uses the
overallotment option to reduce his
inventory risk. After including the
overallotment option, the lead under-
writer has a much smaller inventory
exposure. Other syndicate members
play a negligible role in aftermarket
trading, the authors find. While the
compensation to the underwriter
arises primarily from fees, aftermar-
ket trading does generate positive
profits which are positively related to
the degree of underpricing.

How can we reconcile the enor-
mous differences in pay sensitivities
between executives in large and
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small firms? Baker and Hall show
that between firms in the smallest
and largest deciles in their sample,
one measure of CEO incentives—the
dollar change in CEO wealth per dol-
lar change in firm value—falls by a
factor of ten, while another measure
of CEO incentives—the value of CEO
equity stakes—increases by roughly
the same magnitude. The crucial
parameter, they find, is the elasticity
of CEO productivity with respect to
firm size. Their results suggest that
CEO marginal product rises signifi-
cantly, and that CEO incentives over-
all are roughly constant or decline
slightly, with firm size. They also
show that the appropriate measure of
incentives depends on the type of
CEO activity being considered. For
activities whose dollar impact is the

Barberis, Huang, and Santos pro-
pose a new framework for pricing
assets, derived in part from the tradi-
tional consumption-based approach
but also incorporating two long-
standing ideas in psychology: Kahne-
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same for large and small firms, such
as the purchase of a corporate jet, the
dollars-on-dollars measure is appro-
priate, and large firms suffer signifi-
cant agency problems because of
their weak incentives. For activities
whose percentage impact is similar
across firms of different sizes, such as
a corporate reorganization, the equity
stake measure is better, and the in-
centive problem faced by large firms
is not as severe.

Grullon, Michealy, and Swami-
nathan ask whether dividends in-
crease as firms mature. Clearly, firms
become less risky as they mature and
have fewer growth opportunities
available. The authors show that
firms whose dividends increase expe-
rience a subsequent decline in their
systematic risk, the return on their

assets, and capital expenditures. The
decline in a firm’s risk manifests itself
not only through the reduction in the
systematic risk of equity but also
through improvement in the firm’s
debt ratings. In addition, the positive
market reaction to an increase in div-
idends, despite the subsequent de-
cline in earnings and investments, is
related to information about the de-
cline in systematic risk (and the cost
of capital). However, investors seem
to underestimate the extent of the
decline in risk and to overestimate
the extent to which earnings will
continue to grow following dividend
increases. Finally, the authors show
that the magnitude of the price drift
in the three years after a change in
dividends is larger when the change
in the firm’s systematic risk is greater.

man and Tversky’s (1979) prospect
theory and the evidence of Thaler
and Johnson (1990) and others on
the influence of prior outcomes on
risky choice. Consistent with pros-
pect theory, investors in the authors’

model derive utility not only from
consumption levels but also from
changes in the value of their asset
holdings. The investors are much
more sensitive to reductions than to
increases in wealth. Moreover, the




investors’ utility from gains and losses
in wealth depends on prior invest-
ment outcomes: prior gains cushion
subsequent losses, while prior losses
intensify the pain of subsequent
shortfalls. Studying asset prices in the
presence of a representative agent
with preferences of this type, the
authors find that their model can
explain the high mean, volatility, and
predictability of stock returns. The
agent’s risk-aversion changes over
time as a function of investment per-
formance: this generates time-varying
risk premiums, which in turn make
prices much more volatile than un-
derlying dividends. In combination
with the agent’s loss-aversion, the
high volatility of returns generates
large equity premiums.

Shiller presents evidence of
changes in attitude among investors
in the U.S. stock market, exploring
two basic attitudes: bubble expecta-
tions and investor confidence. He
produces five different time-series
which indicate when investors expect
a speculative bubble —an unstable
situation in which an increase is an-
ticipated only in the short run—and
four different time-series which indi-
cate when investors expect a nega-
tive speculative bubble. He also pro-
duces four different time series that
indicate investor confidence. The
time-series variation for these indica-
tors is significant, and cross-correla-
tions are generally positive. Finally,
Shiller examines the behavior of the
indicators and indexes through time
and compares these indexes with
other economic variables. One nota-
ble finding is the degree of high-
frequency fluctuation, semester to
semester, in the indexes.

Hong and Stein develop a theory
of stock market crashes based on dif-

ferences of opinion among investors.
Because of constraints on short sales,
bearish investors do not initially par-
ticipate in the market, and their infor-
mation is not revealed in prices.
However, if other previously bullish
investors have a change of heart and
bail out of the market, then the orig-
inally more-bearish group may be-
come the marginal “support buyers.”
In that way, more will be learned
about their signals. Accumulated hid-
den information thus tends to come
out during market declines. This helps
to explain large movements in prices
unaccompanied by significant news
about fundamentals; negative skew-
ness in the distribution of market re-
turns; and increased correlation among
stocks in a falling market.
Goetzmann and Massa analyze
the relationship between index funds
and asset prices. They find a strong
positive correlation between daily
inflows into index funds and stock
market returns. There is a strong neg-
ative correlation between fund out-
flows and stock market returns, ex-
cept for outflows from funds with a
very high initial investment require-
ment. These effects may be inter-
preted in two ways: either investor
supply and demand affects market
prices, or investors condition their
supply and demand on intraday mar-
ket fluctuations. The authors con-
clude that the market reacts to daily
demand. However, only negative
reactions appear to be attributable to
past returns. Using the average mar-
ket-timing newsletter recommenda-
tion over the period, the authors find
that investors appear to react to “ex-
pert” advice about the market. Bull-
ish newsletter sentiment is associated
with greater inflows, although out-
flows are not explained well by news-

letter advice.

Because individual stocks do not
have perfect substitutes, would-be
arbitrageurs who aim to exploit rela-
tive mispricings face “arbitrage risk”:
the zero-net-investment portfolio that

_ holds $1 long in the mispriced stock

and $1 short in its closest substitutes
is not riskless. In a simple model of
the aggregate demand curve of a
stock, this risk deters risk-averse arbi-
trageurs from flattening the curve at
the efficient price. Consistent with
this model, Wurgler and Zhuravs-
kaya find that stocks that do not
have close substitutes experience dif-
ferentially higher price jumps upon
inclusion into the S&P 500 Index.
The results suggest that corrective
price pressure is weakest, and other
pricing anomalies are likely to be
severest, among stocks without close
substitutes.

A substantial body of stock price
evidence has been (controversially)
interpreted as supporting the claim
that investors tend to underreact to
single pieces or short strings of simi-
lar information and to overreact to
long strings of similar information.
Poteshman tests for this phenome-
non in the S&P 500 options market
under the assumption that investors
subscribe to a general stochastic vari-
ance option pricing model. His prin-
cipal finding is that, under the as-
sumed model, investor misreaction to
a current change in instantaneous
variance is increasing (along a scale
that ascends from underreaction to
overreaction) in the quantity of pre-
vious similar changes in instanta-
neous variance. The associated one-
day deviation in at-the-money S&P
500 Index option prices is on the
order of 3 percent.
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Neumark, Bayard, Hellerstein,
and Troske assemble a matched
employer-employee dataset covering
all industries and occupations across
all regions of the United States. They
use this data to reconsider the rela-
tive contributions to the overall gen-
der gap in wages of sex segregation
as opposed to wage differences by
sex within occupations, industries,
establishments, and the like. They
find that a sizable fraction of the gen-
der gap in wages is explained by the
segregation of women into lower-
paying occupations, industries, estab-
lishments, and jobs within establish-
ments. Nonetheless, a substantial part
of the gap is attributable to the indi-
vidual’s sex. This finding contrasts
sharply with earlier conclusions,
based on narrower samples, which
indicated that sex segregation alone
accounted for the gender wage gap.

Acemoglu and Pischke demon-
strate that when the assumption of
perfectly competitive labor markets is
relaxed, minimum wages actually can
increase training of affected workers
by inducing firms to train their un-
skilled employees. More generally, a
minimum wage may increase training
for workers constrained by it, while
reducing training for those who must
take wage cuts to finance it. The au-

thors find no evidence that minimum
wages reduced training among low-
wage workers at the time of state and
federal increases in the minimum
wage between 1987 and 1992.
Foreign-owned establishments in
the United States pay higher wages
than domestically owned establish-
ments within the same industries and
states: 5—7 percent more in manufac-
turing and 9-10 percent more in other
industries. Feliciano and Lipsey find
that even with establishment, state,
and industry characteristics taken
into account, the presence of foreign
establishments is associated with
higher overall wages in manufactur-
ing in 1992, but not in 1987; outside
of manufacturing, the foreign pres-
ence is associated with higher overall
wages in both years. Also outside of
manufacturing, increases in foreign
ownership between 1987 and 1992
led to increases in overall average
wages. Since there was no effect on
wages in the domestically owned
establishments, all of the overall
changes apparently were explained
by the foreign-owned establishments.
The rise of the dual-career house-
hold is a recent phenomenon spurred
by the increase in married women’s
labor force participation rates and
educational attainment rates. Inter-

ested in where such couples will live,
Costa and Kahn document trends in
locational choice between large and
small metropolitan areas and non-
metropolitan areas by household
type from 1940 to 1990. They find
that college-educated couples in-
creasingly are concentrated in large
metropolitan areas; at least half of
this increase can be explained by the
growing severity of the couples’ “co-
location problem” They also find that
the chances of a college-educated
couple living in a large versus a small
city have increased over time. The
relationship between rankings of uni-
versity graduate programs and city
size also has changed between 1970
and 1990, suggesting the importance
of city size to firms’ ability to attract
the best workers. These results sug-
gest that because skilled profession-
als increasingly have an equally
skilled spouse, smaller cities may
experience reduced inflows of hu-
man capital relative to the past, thus
becoming poorer.

Using a sample of nearly 4,000
announcements of workforce reduc-
tions in 1,176 large firms between
1970 and 1997, Farber and Hallock
study the reaction of stock prices to
such announcements. They find that
the stock market reaction was most
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negative early in the period but has
become less negative over time. One
possible explanation for this change
is that, over the past three decades,
workforce reductions designed to

Kashyap, Rajan, and Stein ask
what connects the traditional com-
mercial banking activities of deposit-
taking and lending. They observe
that since banks often lend via com-
mitments, or credit lines, their lend-
ing and deposit-taking may be two
manifestations of the same primitive
function: the provision of liquidity on
demand. This observation leads the
authors to argue that there will natu-
rally be synergies between the two
activities, to the extent that both
require banks to hold large volumes
of liquid assets (cash and securities)
on their balance sheets: if deposit
withdrawals and commitment take-
downs are imperfectly correlated, the
two activities can share any dead-
weight costs of holding the liquid
assets.

The recent consensus view that the
gold standard was the leading cause

improve efficiency have become
more common relative to those
designed to cope with reductions in
product demand. Although this ex-

of the Great Depression stems from
two propositions: 1) under the gold
standard, deflationary shocks were
transmitted between countries; and
2) for most countries, continued ad-
herence to gold prevented monetary
authorities from offsetting banking
panics and blocked their recoveries.
Bordo, Choudhri, and Schwartz
contend that the second proposition
applies only to small, open econ-
omies with limited gold reserves, not
the United States, the world’s largest
country and holder of massive gold
reserves. The United States was not
constrained from using expansionary
policy to offset banking panics, defla-
tion, and declining economic activity.
The authors’ simulations, based on a
model of a large, open economy,
indicate that expansionary open-
market operations by the Federal
Reserve at two critical junctures

planation shows some promise in
accounting for at least part of the
changing pattern over time, it cannot
fully explain the trend.

(October 1930 to February 1931 and
September 1931 through January
1932) would have helped to avert the
banking panics that occurred without
endangering convertibility. Indeed,
had expansionary open-market pur-
chases been conducted in 1930, the
contraction would not have led to the
international crises that followed.
Gali and Gertler develop and esti-
mate a structural model of inflation
that allows for a fraction of firms
using a backward-looking rule to set
prices. The purely forward-looking
New Keynesian Phillips curve is a
particular case of their model. The
authors use measures of marginal
cost, instead of an ad hoc output gap,
as the relevant determinant of infla-
tion. Real marginal costs are a signif-
icant and quantitatively important
determinant of inflation. Backward-
looking price setting, while statisti-
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cally significant, is not quantitatively
important. Thus the authors conclude
that the New Keynesian Phillips curve
provides a good first approximation
to the dynamics of inflation.
Cavalcanti and Wallace study a
random matching model of money in
which a subset of people, called bank-
ers, have known histories and the
rest, called nonbankers, have unknown
histories. Earlier the authors showed
that if there are no outside assets,
then an optimal arrangement has
bankers issuing objects, bank notes,
that are used in trades involving non-
bankers. Here the same model is used
to compare such exclusive use of
inside money to the exclusive use of
outside money. The authors show
that the set of implementable out-
comes using outside money is a strict
subset of the set using inside money.
An indexed unit of account is a
unit of measurement which employs
an index, such as the consumer price
index (CPD), to allow prices, wages,

Do countries with lower policy-
induced barriers to international

or deferred payments to automati-
cally adjust to changing economic
conditions. Creating such indexed
units is an important policy option
for governments in countries with
unstable prices or incomes. Shiller
models the dynamics of prices when
all prices are expressed in these units.
Governments may choose to link
units to a CPI or instead to a per
capita income index, and there may
be advantages to creating both kinds
of units simultaneously. For example,
downward rigidity of real wages
might be reduced if wages were de-
nominated in base income-indexed
units of account. Base income would
be defined so that the growth rate in
the money value of the unit would
be biased down relative to actual per
capita income growth.

Japan’s economic performance in
the 1990s has been quite poor. Close
analysis indicates that off-the-cuff
analogies to the policy mistakes of
the United States in the 1930s are

trade grow faster than other similar
countries? Rodriguez and Rodrik

more than justified. In fact, a combi-
nation of fiscal austerity and financial
laissez-faire prolonged and deepened
a normal cyclical downturn in Japan
after 1994. Since the summer of 1998,
though, there have been significant
policy reversals in a positive direc-
tion, particularly in regard to a clean-
up of the banking system and true
fiscal expansion in the Japanese gov-
ernment’s budget for fiscal 1999. The
greatest remaining danger to Japa-
nese recovery is uncertainty about
the Bank of Japan’s monetary policy,
particularly the bank’s willingness to
accommodate these policy initiatives.
As a result, the policy debate in Japan
has moved to consider the practical
goals and methods for an inflation
target, and their likely effect on inter-
est rates, as the central issue. Posen
offers a comparative political econ-
omy perspective on fighting defla-
tion, and discusses the benefits of an
announced finite inflation target.

point out that, in many cases, the
indicators of “openness” used by re-
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searchers are poor measures of trade
barriers or are highly correlated with
other sources of bad economic per-
formance. In certain other cases, the
methods used to ascertain the link
between trade policy and growth
have serious shortcomings. Their
analysis of earlier work uncovers lit-
tle evidence that open trade policies
—that is, lower tariff and nontariff
barriers to trade—are associated sig-
nificantly with economic growth.
Trefler and Lai model the general
equilibrium effects of product prices
using the Consumer Expenditure
Survey monopolistic competition
model. They then use the model to
estimate the compensating variation
associated with trade liberalization.
They find that the gains from liberal-
ization are much larger than those

- usually reported. However, they de-

termine that the good fit of the model
is driven largely by a data identity.
The model also inappropriately as-
sumes unit income elasticities and
omits trade. Further, the performance
of the model differs across industries.
Thus, the model would need to be
modified before it could be usefully
applied to policy questions.

Davis and Weinstein consider
various explanations of the failures of
the Heckscher-Ohlin-Vanek (HOV)
formulation and their relationship to
the data on technology and absorp-
tion. They show how a few simple
and plausible amendments, verified
directly by this data, confirm the HOV
theory. Countries export the services
of abundant factors, and in approxi-
mately the right magnitude. Thus,
HOV works.

Can certain small countries gain in
productivity relative to other small
countries because they are geographi-

cally closer to the world’s technology
leaders? Keller estimates how the
R and D spending of five major na-
tions affects productivity in nine
smaller OECD countries. His sample
encompasses most of the world’s in-
novative activity and more than two-
thirds of its manufacturing activity
from 1970 to 1995. He finds that the
productivity effects of R and D de-
cline with the geographic distance
from the sender to the recipient coun-
try. On average, an increase of 10
percent in distance from the five
major countries is associated with a
single percentage point decline in the
productivity level. Further, he finds
that international sources of technol-
ogy diffusion are about twice as im-
portant for productivity in the smaller
OECD countries as are the country’s
own R and D investments. The diffu-
sion of international technology also
has become increasingly more im-
portant over the sample period.
Branstetter uses a modified ver-
sion of the framework developed by
Jaffe (1986) to measure international
spillovers of R and D at the firm level
for a group of Japanese firms. He
also introduces a new framework for
measuring international spillovers of
R and D at the firm level using patent
citations. Branstetter then tests the
hypothesis that Japanese firms with
substantial foreign direct investment
(FDI) in the United States are able to
make better use of R and D spillovers
from the United States in their own
innovative activity. He also tests the
hypothesis that “indigenous” U.S.
innovators benefit more from the
R and D of Japanese firms with sub-
stantial FDI in the United States than
from Japanese firms in general. He
concludes that FDI increases the flow

of Rand D spillovers in both directions.

Bernard, Eaton, Kortum, and
Jensen attempt to reconcile obser-
vations about plant-level exporting
behavior with international trade the-
ory and the aggregate volume of
trade. Their framework accommo-
dates trade among many countries
separated by trade frictions in an en-
vironment of imperfect competition.
Using data on bilateral trade, they
seek to explain several facts: the
wide dispersion of measured pro-
ductivity across U.S. plants; the higher
measured productivity of exporters;
the small fraction of active producers
who actually export; the small frac-
tion of revenue earned from exports,
even by plants that do export; and
the much larger size of plants that
export. Their model picks up these
features and comes close to estimat-
ing their magnitudes.

Using a model of import demand
in which transactions costs impose a
price markup on traded goods, Ander-
son and Marcouiller estimate the
reduction in trade caused by corrup-
tion and imperfect contract enforce-
ment. They find that inadequate in-
stitutions constrain trade far more than
tariffs do, and that omitting indexes
of institutional quality from the
model leads to an underestimate of
home bias. Using a broad sample of -
countries, the authors find that the
traded goods expenditure share de-
clines significantly as income per
capita rises. The variation in the
effectiveness of institutions across
countries offers a simple explanation
of the observed global pattern of
trade, in which high-income, capital-
abundant countries trade dispropor-
tionately with one another.
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The end of World War II brought a
flood of veterans to America’s col-
leges and universities. Yet there is lit-
tle evidence to suggest that military
service, combined with the availabil-
ity of postwar educational benefits,
actually led men to increase their
investments in higher education.
Bound and Turner use the structure
of the draft during the war years and
the changing manpower require-
ments in the armed forces to com-
pare the educational attainment of
veterans and nonveterans in this era.
From surveying census data, the
authors find that the net effects of
military service and the widely avail-
able funding for college through the
G.I. Bill led to only a modest gain in
postsecondary educational attain-
ment of veterans. For white men, the
combination of military service and
the availability of veteran’s benefits
did lead to moderate increases in
educational attainment, though.

During the past 15 years, tuition
has consistently risen faster than in-
flation at colleges and universities
across the United States. Keeping col-
lege affordable is a central goal of
current federal policy: the govern-
ment increased the maximum Pell
Grant by $125 to $3,125 for the 1999—
2000 academic year, and passed the

Taxpayer Relief Act of 1997, which
was designed to provide college stu-
dents and their families with $40 bil-
lion in tuition tax breaks over the
next five years. However, one con-
cern about Pell Grants and tuition
subsidies in general is that they do
not keep college affordable because
they encourage colleges to raise their
tuitions in order to capture the fed-
eral money for themselves. Li pro-
vides some empirical evidence on
the extent to which increases in Pell
Grants have generated higher college
tuitions. Using a new dataset, she
examines how individual colleges’
altered their tuitions in response to
changes in the Pell Grant program
between 1984 and 1994. She also dif-
ferentiates between the responses
of proprietary schools and those of
private and public schools, and be-
tween two-year schools and four-year
schools.

In 1990-1, the U.S. Department of
Justice (DOJ) investigated private col-
leges for price-fixing, concentrating
on “Overlap” colleges that met to
coordinate the calculation of need for
students admitted to multiple col-
leges in the group. As a result, the
Overlap meetings were discontinued.
Hoxby analyzes the effects of this
antitrust action on tuition and finan-

cial aid, paying special attention to its
social welfare consequences. She
finds that the antitrust action caused
aid money to be redirected from
lower-income to higher-income fam-
ilies, and this caused the enrollment
of poor and minority students to de-
crease. The antitrust action also coin-
cided with a slowdown in the rate of
increase in college tuition, but that
slowdown was slightly greater at col-
leges that were not investigated by
the DOJ. Hoxby further shows that
the slowdown in tuition growth did
not generate a similar slowdown in
the growth of tuition revenue at all
colleges, because some colleges simul-
taneously began to discriminate more
against-needy students in admissions.

Johnson examines the salary struc-
ture within academia and compares it
to that of other high-skilled labor. He
uses data for scientists (including
economists) and engineers from the
National Science Foundation Survey
of Doctorate Recipients of 1973, 1979,
1989, and 1995. His results are simi-
lar to those for the labor force as a
whole: there has been a large, steady
increase in the rate of unexplained
salary dispersion. He also finds that
the age differential for salaries in
academia has declined, but that there
remain gender and ethnic salary dif-
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ferentials. Looking at the average
adjusted salary of academics relative
to other high-skilled workers, John-
son finds that academics have done
significantly better than most other
groups since 1979.

Ginther and Hayes also use data
from the Survey of Doctorate Recipi-
ents to evaluate gender differences in

Using high-frequency data on
Deutschemark and yen returns against
the dollar, Andersen, Bollerslev,
Diebold, and Labys estimate daily
exchange rate volatility and correla-
tion for an entire decade. The authors
characterize their joint distribution
both unconditionally and condition-
ally. They find high contemporane-
ous correlation both across volatilities
and between correlation and volatil-
ities. There is also pronounced and
highly persistent variation in both
volatilities and correlation over time.

Ferson, Heuson, and Su estimate
the predictability of stock returns

salaries and promotion for academics
in the humanities. They find that gen-
der salary differences over time can
be explained largely by academic
rank. There are substantial gender
differences in promotion to tenure,
though, even after controlling for
individual productivity and demo-
graphic characteristics. However,

implied by option prices, the “option-
implied R-squares” They use monthly
data from 1975 to 1997 for 15 large
common stocks and from 1986 to
1997 for the Standard & Poors 500
Index. The authors estimate that the
implied volatility horizon is one
month for one-month options on
individual stocks. The option-implied
R-squares for individual stocks aver-
age 20 percent, which is higher than
the regression R-squares on a stan-
dard set of marketwide lagged instru-
ments. The implied volatility horizon
for the S&P 500 Index is shorter than
one month, and the option-implied

these differences shrink for the most
recent Ph.D. recipients. Thus, the
authors conclude that gender dis-
crimination for academics in the
humanities tends to operate through
differences in promotion, and that
these promotion differentials are
shrinking over time.

R-squares is indistinguishable from
Zero.

Lettau and Ludvigson study the
role of detrended wealth in predict-
ing stock returns. They define a tran-
sitory movement in wealth as one
that produces a deviation from its
shared trend with consumption and
labor income. Using quarterly U.S.
stock market data, they find that
these trend deviations in wealth are
strong predictors of both real stock
returns and excess returns over a
Treasury bill rate. They also find that
this variable is a better forecaster of
future returns at short and intermedi-
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ate horizons than is the dividend
yield, the earnings vield, the dividend
payout ratio, and several other pop-
ular forecasting variables.

Bossaerts provides a mathemati-
cal foundation for the empirical
observation that volatility accompa-
nies large movements in security
prices: significant downward price
corrections almost never seem to
occur in an orderly way (they are
called “panics”) and, likewise, sub-
stantial price run-ups are equally
erratic (they are called “bubbles™).
What Bossaerts refers to as “market
beliefs” actually lead to lower bounds
on the volatility of securities prices as
a function of the mean return. He
documents the presence of a clear,
U-shaped pattern in the relationship
between return and volatility for the
daily returns of the Dow Jones and

S&P 500 indexes since 1883. His
explicit calculation of the theoretical
bounds suggests that the volatility
marginally may have been too low
for moderate price increases.
Brandt and Santa-Clara develop
a new econometric method for esti-
mating the parameters of a diffusion
from discretely sampled data. Com-
pared with existing estimators of con-
tinuous time models, their method is
particularly effective for multivariate
diffusions, is very transparent and
adaptive, and inherits all the desir-
able asymptotic properties of the un-
attainable maximum likelihood esti-
mator. Using this method, the authors
estimate a new continuous time model
of the joint dynamics of interest rates
in two countries and of the exchange
rate between the two countries’ cur-
rencies. Their empirical results offer

several new insights into the dynam-
ics of exchange rates.

Pastor and Stambaugh investi-
gate the portfolio choices of investors
who optimize mean variance by us-
ing sample evidence to update prior
beliefs centered on either risk-based
or characteristic-based pricing mod-
els. With dogmatic beliefs in such
models and an unconstrained ratio of
position size to capital, optimal port-
folios can differ across models to
economically significant degrees. The
differences are reduced substantially
by modest uncertainty about the
models’ pricing abilities: when the
ratio of position size to capital is sub-
ject to realistic constraints, the differ-
ences in portfolios across models
become even less important or, in
some cases, nonexistent.

Closing prices are used to calculate
portfolio returns, to tally the net asset
values of mutual funds, and as a
basis for certain types of contracts
and after-hours trading. Conse-

quently, many institutional traders
seek to trade at or near the close,
which in turn gives rise to concerns
about associated imbalances and
possible gaming behavior. Cushing

and Madhaven empirically analyze
the behavior of stock returns at the
market close for stocks of the Russell
1000, using both transaction-level
data for June 1997 to July 1998 and
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the complete record of all market on
close order imbalance indications
issued by New York Stock Exchange
specialists. The authors show that the
last five minutes of the trading day
explain a disproportionate fraction of
the variation in daily returns—almost
18 percent in portfolios—although
the closing period constitutes only
1.3 percent of trade time. This return
phenomenon reflects both a higher
fraction of nonblock trades and
higher sensitivity of price to the flow
of nonblock orders in the closing
period. Finally, they find that system-
atic return reversals following order
imbalance publications are consistent
with temporary price pressure that is
related to liquidity trading.
Specialists compete with limit-
order traders to provide liquidity at
the New York Stock Exchange. Since
specialists see all system limit orders,
they enjoy a unique advantage in this
competition. Harris and Pancha-
pagesan examine whether the limit-
order book is informative about
future price changes and whether
specialists use this information when
trading. The authors consider three
actions that specialists can take when
a market order arrives: stop the or-
der; fill the order immediately at the
quoted price; or fill the order imme-
diately at an improved price. Using
SuperDOT limit orders in the TORQ
database, the authors find that the
limit-order book is informative, espe-
cially about short-term price move-
ments. They also find that the
specialists use this information in a
way that favors them (and sometimes
the floor community) over the limit-
order traders. The results are more
evident for active stocks, in which
the competition between specialists
and limit-order traders is more in-

tense. The authors also show that
specialists in lower-priced stocks are
less likely to initiate such actions
because of the binding tick size.
Stocks and other financial assets
are traded at prices that lie on a fixed
grid determined by the minimum tick
size permitted in the market. Conse-
quently, observed prices and quoted
spreads do not correspond to the equi-
librium prices and the true spreads
that would exist in a market with
no minimum tick size. Ball and
Chordia model the equilibrium
movements of two latent variables,
equilibrium price and spread, using
a bivariate autoregressive process
with correlated errors. They estimate
the parameters governing the move-
ments of these variables using trans-
action prices and information on
quoted bid-ask spreads. Because of
the econometric complexities created
by rounding to a discrete grid, the
authors use Monte Carlo Markov
Chain methods to estimate the para-
meters. Analyzing a selection of
large, heavily traded U.S. stocks, they
find that most of the quoted spread is
attributable to the rounding of prices,
and that the adverse selection com-
ponent is nonexistent or very small.
Foucault, Réell, and Sandas
develop a theoretical model of price
formation in a competitive dealership
market. The model is designed to
match some of the key institutional
features of the Nasdaq’s Small Order
Execution System (SOES). Market-
makers post firm quotes and choose
how intensively to monitor the arrival
of news. Because monitoring is costly,
marketmakers do not monitor the
arrival of news continuously. Imper-
fect monitoring thus creates profit
opportunities for speculators (com-
parable to SOES bandits), who also

monitor the arrival of news in order
to pick off “stale” quotes. The fact
that market monitoring is a public
good for the marketmakers provides
further profit opportunities for the
speculators. The presence of specu-
lators widens the spread as market-
makers protect themselves against
the risk of being picked off. Prices
are more likely to reflect news when
speculators enter the market and the
aggregate level of monitoring in-
creases. Thus, the presence of spec-
ulators in the authors’ model affects
the trade-off between the bid-ask
spread and price discovery.

Biais and Pouget characterize the
strategies played in the perfect
Bayesian equilibriums of trading
games with differential information
and experimentally analyze devia-
tions from and convergence to these
equilibrium strategies. They consider
three different market microstruc-
tures: 1) a continuous, oral double
auction market; 2) a call market fol-
lowed by a continuous market; and
3) a pre-opening period followed by
a call market and then a continuous
market. The proportion of actions in-
consistent with equilibrium is signifi-
cantly lower for a market in which
there is a pre-opening period; this
suggests that offering a platform to
the agents to communicate about
preplay, such as the pre-opening
period, enhances their ability to learn
equilibrium strategies. Focusing on
the orders placed during the contin-
uous trading phases of the market
(while considering the three market
structures), the authors find that the
proportion of orders inconsistent
with equilibrium decreases signifi-
cantly as subjects become more
experienced.
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Bureau Books

Tax Policy and
the Economy

Tax Policy and the Economy, Vol-

ume 13, edited by James M. Poterba,
is now available from the MIT Press.
This volume includes papers on such
topics as the relationship between
tobacco taxes and public policy to
discourage smoking, the response of
nonprofits to the Unrelated Business
Tax, and the distributional impacts of
proposed changes to the Social Secu-
rity system.

The volume should interest acade-
mic economists, tax policymakers,
and corporate tax specialists. Its price
is $30.00 (cloth), or $15.00 (paper-
back). It may be ordered directly
from the MIT Press at 5 Cambridge
Center, Cambridge, MA 02142; or by
email to mit-press-orders@mit.edu.
The MIT Press’s web site is http://
mitpress.mit.edu/journals.tcl.

Poterba is Director of the NBER’s
Program on Public Economics and
the Mitsui Professor of Economics at
MIT.

Yankeys Now: Immigrants
in the Antebellum U.S.,
18401860

Yankeys Now: Immigrants in the
Antebellum U.S., 1840-1860, by
Joseph P. Ferrie, is available from
Ozxford University Press for $49.95.

The volume focuses on the first
great wave of European migration to
the United States before the Civil War,
providing a detailed look at how these
immigrants were changed by their
relocation and how the American
economy responded to their arrival.
Comparing data on 2,400 British, Irish,
and German migrants with informa-
tion on more than 4,000 native-born
Americans as followed through the
1850 and 1860 U.S. Censuses, Ferrie
traces their geographic movements
within the United States and describes
their changing economic fortunes. His
research turns up little evidence that
the immigrants’ arrival negatively

affected this country’s labor force (ex-
cluding craft workers in the North-
east). This finding demonstrates the
American economy’s ability to absorb
additions to its workforce while also
illustrating the range of opportunities
available to nineteenth-century immi-
grants drawn to the United States.

Ferrie is a Research Associate in
the NBER's Program on Development
of the American Economy and a pro-
fessor of economics at Northwestern
University.

Information about ordering this
book can be found at the Oxford Uni-
versity Press web site: www.oup-
usa.org.

The Economic Analysis
of Substance Use and
Abuse: An Integration
of Econometric and
Behavioral Economic
Research

The Economic Analysis of Sub-
stance Use and Abuse: An Integration
of Econometric and Bebavioral Eco-
nomic Research, edited by Frank ]J.
Chaloupka, Michael Grossman, War-
ren K. Bickel, and Henry Saffer, is
available from the University of
Chicago Press for $53.00. This NBER
Conference Report brings together
six papers by economists and six by
behavioral scientists and commentary

on each. The topics covered include
cigarette smoking, alcohol consump-
tion, drug use, and the effects of sub-
stance use and abuse on employ-
ment. This volume is intended to
give economists and behavioral sci-
entists involved in work on substance
abuse the opportunity to explore
common interests and to share meth-
ods and research findings.

Chaloupka is a Research Associate
in the NBER’s Program on Health Eco-
nomics and a professor of economics
at the University of Illinois, Chicago.
Grossman is Director of the NBER’s
Program on Health Economics and a
distinguished professor of economics
at the City University of New York
Graduate School. Bickel is a profes-
sor of psychiatry and psychology at
the University of Vermont. Saffer is a
Research Associate in the NBER’s
Program on Health Economics and a
professor of economics at Kean Uni-
versity of New Jersey.

Monetary Policy Rules

Monetary Policy Rules, edited by
John B. Taylor, is available from the
University of Chicago Press for
$70.00. This NBER conference report
presents the latest thinking on mon-
etary policy, asking what types of
rules and policy guidelines function
best. This collection of nine papers
and ten commentaries presents find-
ings on the potential response of in-
terest rates to such variables as rates
of inflation, unemployment, and ex-
change rates. It illustrates that simple
policy rules are more robust and more
efficient than complex rules with
multiple variables. This volume should
interest both academic economists
and policymakers.

Taylor is a Research Associate in
the NBER’s Programs on Economic
Fluctuations and Growth and Mone-
tary Economics. He is also the Mary
and Robert Raymond Professor of
Economics at Stanford University and
a former member of the President’s
Council of Economic Advisers.
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Current Working Papers

NBER Working Papers

Paper Author(s) Title

7111 Raquel Fernandez Equity and Resources: An Analysis of Education Finance Systems
Richard Rogerson

7112 Martin Gaynor Antitrust and Competition in Health Care Markets
William B. Vogt

7113 Barry Eichengreen Lending Booms, Reserves and the Sustainability of Short-Term Debt:
Ashoka Mody Inferences from the Pricing of Syndicated Bank Loans

7114 Henry Saffer State Drug Control Spending and Illicit Drug Participation
Frank Chaloupka

7115 Assaf Razin Understanding the “Problem of Economic Development”:
Chi-Wa Yuen The Role of Factor Mobility and International Taxation

7116 Casey B. Mulligan Microfoundations and Macro Implications of Indivisible Labor
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Paper Author(s) Title

7117 Casey B. Mulligan Gerontocracy, Retirement, and Social Security
Xavier Sala-i-Martin

7118 Casey B. Mulligan Social Security in Theory and Practice (I): Facts and Political Theories
Xavier Sala-i-Martin

7119 Casey B. Mulligan Social Security in Theory and Practice (D): Efficiency Theories, Narrative
Xavier Sala-i-Martin Theories, and Implications for Reform

7120 Sukkoo Kim Urban Development in the United States, 1690-1990

7121 John F. Helliwell Education and Social Capital
Robert D. Putnam

7122 David W. Galenson Age and the Quality of Work: The Case of Modern American Painters
Bruce A. Weinberg

7123 Gary Gorton Blockholder Identity, Equity Ownership Structures, and Hostile Takeovers
Matthias Kahl

7124 John M. Abowd Executive Compensation: Six Questions that Need Answering
David S. Kaplan

7125 Michael D. Bordo Was Expansionary Monetary Policy Feasible During the Great Contraction?
Ehsan U. Choudhri An Examination of the Gold Standard Constraint
Anna J. Schwartz

7126 Claudia Goldin The Returns to Skill in the United States across the Twentieth Century
Lawrence F. Katz

7127 C. Lanier Benkard Learning and Forgetting: The Dynamics of Aircraft Production

7128 Jennifer Hunt Determinants of Non-employment and Unemployment Durations in

East Germany

7129 Michael Grossman Alcohol Regulation and Violence on College Campuses
Sara Markowitz

7130 Jeffrey A. Miron The Effect of Alcohol Prohibition on Alcohol Consumption

7131 Jinyong Hahn Evaluating the Effect of an Antidiscrimination Law using a
Petra Todd Regression-Discontinuity Design
Wilbert Van der Klaauw

7132 Roland Bénabou Tax and Education Policy in a Heterogenous Agent Economy:

What Levels of Redistribution Maximize Growth and Efficiency?

7133 Woochan Kim Offshore Investment Funds: Monsters in Emerging Markets?
Shang-Jin Wei

7134 Takatoshi Ito Capital Flows in Asia

7135 Andrew B. Bernard Exporting and Productivity
J. Bradford Jensen

7136 Timothy F. Bresnahan Information Technology, Workplace Organization and the Demand for
Erik Brynjolfsson Skilled Labor: Firm-level Evidence
Lorin M. Hitt

7137 David Genesove The Nominal Rigidity of Apartment Rents

7138 Michael Baker The Retirement Behavior of Married Couples: Evidence from the
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Paper Author(s) Title
7139 Aaron Tornell Common Fundamentals in the Tequila and Asian Crises
7140 Angus Deaton Mortality, Education, Income, and Inequality among American Cohorts
Christina Paxson
7141 Angus Deaton Inequalities in Income and Inequalities in Health
7142 Gary D. Libecap The Self-Enforcing Provisions of Oil and Gas Unit Operating Agreements:
James L. Smith Theory and Evidence
7143 Craig Burnside Hedging and Financial Fragility in Fixed Exchange Rate Regimes
Martin Eichenbaum
Sergio Rebelo
7144 John Y. Campbell Dispersion and Volatility in Stock Returns: An Empirical Investigation
Martin Lettau
7145 William J. Collins Capital Goods Prices, Global Capital Markets and Accumulation: 1870-1950
Jeffrey G. Williamson
7146 Jeffery G. Williamson The Impact of Globalization on Pre-Industrial, Technologically Quiescent
Economies: Real Wages, Relative Factor Prices and Commodity Price
Convergence in the Third World Before 1940
7147 Richard Clarida The Science of Monetary Policy: A New Keynesian Approach
Jordi Gali
Mark Gertler
7148 Dora L. Costa American Living Standards: Evidence from Recreational Expenditures
7149 Robert H. Porter Patterns of Trade in the Market for Used Durables: Theory and Evidence
Peter Sattler
7150 Dani Rodrik Capital Mobility, Distributive Conflict and International Tax Coordination
Tanguy van Ypersele
7151 Stephen G. Cecchetti Legal Structure, Financial Structure, and the Monetary Policy
Transmission Mechanism
7152 Jon Faust The Equilibrium Degree of Transparency and Control in Monetary Policy
Lars E.O. Svensson
7153 Guillermo A. Calvo Rational Contagion and the Globalization of Securities Markets
Enrique G. Mendoza
7154 Bruce A. Blonigen In Search of Substitution Between Foreign Production and Exports
7155 Alberto Alesina Participation in Heterogeneous Communities
Eliana La Perrara
7156 Edward J. Kane How Offshore Financial Competition Disciplines Exit Resistance by
Incentive-Conflicted Banks Regulators
7157 Robert J. Hodrick An International Dynamic Asset Pricing Model
David Tat-Chee Ng
Paul Sengmueller
7158 Li, Hao Conflicts and Common Interests in Committees
Sherwin Rosen
Wing Suen
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7159 Narasimhan Jegadeesh Profitability of Momentum Strategies: An Evaluation of Alternative Explanations
Sheridan Titman

7160 Robert J. Shiller Designing Indexed Units of Account

7161 Alan S. Blinder A Central Bank Credibility: Why Do We Care? How Do We Build It?

7162 A. Craig MacKinlay Asset Pricing Models: Implications for Expected Returns and Portfolio Selection
Lubos Pistor

7163 James R. Markusen Multinational Firms: Reconciling Theory and Evidence

Keith E. Maskus

7164 James R. Markusen
Keith E. Maskus

7165 John C. Driscoll
Harumi Ito

7166 Jens Ludwig
Philip J. Cook

7167 Daniel S. Hamermesh
Xin Meng
Junsen Zhang

7168 Amy Finkelstein
James Poterba

7169 John H. Cochrane
7170 John H. Cochrane
7171 David Neumark

7172 Richard J. Murnane
John B. Willett
John H. Tyler

7173 Julie Berry Cullen

7174 Alan L. Gustman
Thomas L. Steinmeier

7175 Frederik P. Schlingemann
René M. Stulz
Ralph A. Walkling

7176 David M. Cutler
Richard ]J. Zeckhauser

7177 Lars E.O. Svensson

7178 Lars E.O. Svensson

7179 Glenn D. Rudebusch
Lars E.O. Svensson

7180 Robert E. Hall

7181 Robert E. Hall

Discriminating Among Alternative Theories of the Multinational Enterprise
Sticky Prices, Coordination and Collusion

The Benefits of Reducing Gun Violence: Evidence from Contingent-Valuation
Survey Data

Dress for Success—Does Primping Pay?

Selection Effects in the Market for Individual Annuities:
New Evidence from the United Kingdom

New Facts in Finance
Portfolio Advice for a Multifactor World

The Employment Effects of Recent Minimum Wage Increases: Evidence from a
Pre-specified Research Design

Who Benefits from Obtaining a GED? Evidence from High School and Beyond

The Impact of Fiscal Incentives on Student Disability Rates

Employer Provided Pension Data in the NLS Mature Women'’s Survey and
in the Health and Retirement Study

Corporate Focusing and Internal Capital Markets

The Anatomy of Health Insurance

Monetary Policy Issues for the Eurosystem
Does the P* Model Provide Any Rationale for Monetary Targeting?

Eurosystem Monetary Targeting: Lessons from U.S. Data

The Stock Market and Capital Accumulation

Reorganization
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7182 Robert W. Fairlie Trends in Self-Employment Among White and Black Men: 1910-1990
Bruce D. Meyer
7183 Jagadeesh Gokhale Simulating the Transmission of Wealth Inequality via Bequests
Laurence J. Kotlikoff
James Sefton
Martin Weale
7184 Daron Acemoglu Minimum Wages and On-the-Job Training
Jorn-Steffen Pischke
7185 Susan Athey Information and Competition in U.S. Forest Service Timber Auctions
Jonathan Levin
7186 Michael Bordo Was Adherence to the Gold Standard a “Good Housekeeping Seal of
Michael Edelstein Approval” During the Interwar Period?
Hugh Rockoff
7187 Eugene N. White California Banking in the Nineteenth Century: The Art and Method of the
Bank of A. Levy
7188 Hilary Hoynes The Employment, Earnings, and Income of Less Skilled Workers Over the
Business Cycle
7189 James E. Rauch Ethnic Chinese Networks in International Trade
Vitor Trindade
7190 Alan B. Krueger Education for Growth in Sweden and the World
Mikael Lindahl
7191 Jeffrey R. Brown Private Pensions, Mortality Risk, and the Decision to Annuitize
7192 John B. Shoven Asset Location in Tax-Deferred and Conventional Savings Accounts
Clemens Sialm
7193 Jeffrey R. Brown Are the Elderly Really Over-Annuitized? New Evidence on Life Insurance
and Bequests
7194 James Levinsohn Impacts of the Indonesian Economic Crisis: Price Changes and the Poor
Steven Berry
Jed Friedman
7195 Michael D. Bordo Is Globalization Today Really Different than Globalization a Hundred
Barry Eichengreen Years Ago?
Douglas A. Irwin
7196 Linda S. Goldberg International Trade and Factor Mobility: An Empirical Investigation
Michael W. Klein
7197 Erling Barth Monopsonistic Discrimination and the Gender Wage Gap
Harald Dale-Olsen
7198 Alan M. Garber Advances in Cost-Effectiveness Analysis of Health Interventions
7199 Jeffrey R. Brown Joint Life Annuities and Annuity Demand by Married Couples
James M. Poterba
7200 Leora Friedberg The Labor Supply Effects of the Social Security Earnings Test
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7201 Michael R. Darby Stakes and Stars: The Effect of Intellectual Human Capital on the Level and
Qiao Liu Variability of High-Tech Firms’ Market Values
Lynne G. Zucker

7202 Joshua Aizenman Reserve Uncertainty and the Supply of International Credit
Nancy Marion

7203 Lucian Arye Bebchuk A Rent-Protection Theory of Corporate Ownership and Control

7204 Sherry Glied The Value of Reductions in Child Injury Mortality in the U.S.

7205 Sherry Glied Managed Care

7206 Aaron Tornell Privatizing the Privatized

7207 Alberto Alesina Fiscal Policy, Profits, and Investment
Silvia Ardagna
Roberto Perotti
Fabio Schiantarelli

7208 Krishna B. Kumar What Determines Firm Size?
Raghuram G. Rajan
Luigi Zingales

7209 Charles P. Himmelberg Understanding the Determinants of Managerial Ownership and the Link
R. Glenn Hubbard Between Ownership and Performance
Darius Palia

7210 Steven D. Levitt Sample Selection in the Estimation of Air Bag and Seat Belt Effectiveness
Jack Porter

7211 Allan Drazen Political Contagion in Currency Crises

7212 J. David Richardson Revealing Comparative Advantage: Chaotic or Coherent Patterns Across Time
Chi Zhang and Sector and U.S. Trading Partner?

7213 Jacob Boudoukh A Multifactor, Nonlinear, Continuous-Time Model of Interest Rate Volatility
Matthew Richardson
Richard Stanton
Robert F. Whitelaw

7214 Dong-Hyun Ahn Behavioralize This! International Evidence on Autocorrelation Patterns of
Jacob Boudoukh Stock Index and Futures Returns
Matthew Richardson
Robert F. Whitelaw

7215 Louis K.C. Chan On Mutual Fund Investment Styles
Hsiu-Lang Chen
Josef Lakonishok

7216 Edward L. Glaeser What is Social Capital? The Determinants of Trust and Trustworthiness
David Laibson
Jose A. Scheinkman
Christine L. Soutter

7217 Claudia Goldin Education and Income in the Early 20th Century: Evidence from the Prairies
Lawrence F. Katz

7218 Wouter J. den Haan Job Destruction and the Experiences of Displaced Workers
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7219 Geert Bekaert Structural Breaks in Emerging Market Capital Flows
Campbell R. Harvey
Robin L. Lumsdaine

7220 Nicholas Barberis Prospect Theory and Asset Prices
Ming Huang
Tano Santos

7221 Alec Ian Gershberg Health Care Capital Financing Agencies: The Intergovernmental Roles of
Michael Grossman Quasi-Government Authorities and the Impact on the Cost of Capital
Fred Goldman

7222 Atreya Chakraborty Product Differentiation and the Use of Information Technology:
Mark Kazarosian New Evidence from the Trucking Industry

7223 Louis K.C. Chan The Stock Market Valuation of Research and Development Expenditures
Josef Lakonishok
Theodore Sougiannis

7224 Matthew Higgins Explaining Inequality the World Round: Cohort Size, Kuznets Curves,
Jeffrey G. Williamson and Openness

7225 David M. Blau The Supply of Quality in Child Care Centers
H. Naci Mocan

7226 Anne Morrison Piehl Testing for Structural Breaks in the Evaluation of Programs
Suzanne J. Cooper
Anthony A. Braga
David M. Kennedy

7227 James Monks The Impact of U.S News & World Report College Rankings on Admission
Ronald G. Ehrenberg Outcomes and Pricing Decisions at Selective Private Institutions

7228 Sebastian Edwards Exchange Rates in Emerging Economies: What Do We Know?
Miguel A. Savastano What Do We Need to Know?

7229 Henry S. Farber Union Success in Representation Elections: Why Does Unit Size Matter?

7230 James J. Heckman Accounting for Heterogeneity, Diversity and General Equilibrium in

Evaluating Social Programs

7231 Carlo A. Favero The Transmission Mechanism of Monetary Policy in Europe: Evidence from
Francesco Giavazzi Banks’ Balance Sheets
Luca Flabbi

7232 Lucian Arye Bebchuk Federalism and Takeover Law: The Race to Protect Managers from Takeovers
Allen Ferrell

7233 Sebastian Edwards Crisis Prevention: Lessons from Mexico and East Asia

7234 Peter N. Ireland Expectations, Credibility, and Time-Consistent Monetary Policy

7235 Thomas J. Kane Estimating Returns to Schooling When Schooling is Misreported
Cecilia Elena Rouse
Douglas Staiger

7236 Joseph G. Altonji The Extent and Consequences of Downward Nominal Wage Rigidity
Paul J. Devereux

7237 John Y. Campbell Explaining the Poor Performance of Consumption-Based Asset Pricing Models

John H. Cochrane
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7238 Jonathan A. Parker Spendthrift in America? On Two Decades of Decline in the U.S. Saving Rate
7239 Thomas J. Nechyba A Model of Multiple Districts and Private Schools: The Role of Mobility,
Targeting and Private School Vouchers
7240 Thomas J. Nechyba Social Approval, Values, and AFDC: A Re-Examination of the
Illegitimacy Debate
7241 Joshua G. Rosett Characteristics of TQM: Evidence from the RIT/USA Today
Richard N. Rosett Quality Cup Competition
7242 Charles Engel Violating the Law of One Price: Should We Make a Federal Case Out of It?
John H. Rogers
7243 Phillip B. Levine Worklife Determinants of Retirement Income Differentials Between
Olivia S. Mitchell Men and Women
John W. Phillips
7244 Roger H. Gordon Tax Structure and Government Behavior: Implications for Tax Policy
John D. Wilson
7245 Willem H. Buiter Liquidity Traps: How to Avoid Them and How to Escape Them
Nikolaos Panigirtzoglou
7246 Kent Daniel Explaining the Cross-Section of Stock Returns in Japan:
Sheridan Titman Factors or Characteristics?
K.C. John Wei
7247 Takatoshi Ito Japan’s Big Bang and the Transformation of Financial Markets
Michael Melvin
7248 Michael R. Darby Local Academic Science Driving Organizational Change:
Lynne G. Zucker The Adoption of Biotechnology by Japanese Firms
7249 Stephen V. Cameron The Dynamics of Educational Attainment for Blacks, Hispanics, and Whites
James J. Heckman
7250 Takeo Hoshi The Japanese Banking Crisis: Where Did It Come from and
Anil Kashyap How Will It End?
7251 Joe Peek Determinants of the Japan Premium: Actions Speak Louder than Words
Eric S. Rosengren
7252 Katsunori Watanabe Tax Policy and Consumer Spending: Evidence from Japanese
Takayuki Watanabe . Fiscal Experiments
Tsutomu Watanabe
7253 Michael Hutchison Are All Banking Crises Alike? The Japanese Experience in
Kathleen McDill International Comparison
7254 Kiyohiko G. Nishimura Distortionary Taxation, Excessive Price Sensitivity, and Japanese Land Prices
Fukujyu Yamazaki
Takako Idee
Toshiaki Watanabe
7255 Albert Ando The Japanese Recession of the 1990’s: An Exploration of Its Causes
7256 Donald Siegel Assessing the Impact of Organizational Practices on the Productivity of

" David Waldman

Albert Link
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7257 Lawrence J. Christiano The Band Pass Filter
Terry J. Fitzgerald

7258 Douglas Staiger Is There Monopsony in the Labor Market? Evidence from a Natural Experiment
Joanne Spetz :
Ciaran Phibbs

7259 Don Fullerton A Tax on Output of the Polluting Industry is not a Tax on Pollution:
Inkee Hong The Importance of Hitting the Target
Gilbert E. Metcalf

7260 Ashish Arora Quality Certification and the Economics of Contract Software Development:
Jai Asundi A Study of the Indian Software Industry

7261 Michael Woodford Optimal Monetary Policy Inertia

7262 John A, Tauras Determinants of Smoking Cessation: An Analysis of Young Adult Men
Frank J. Chaloupka and Women

7263 Qinglai Meng Can Capital Mobility be Destabilizing?
Andrés Velasco

7264 Robert Z. Lawrence Trade and Growth: Import-Led or Export-Led?
David E. Weinstein Evidence from Japan and Korea

7265 Kenneth Rogoff International Institutions for Reducing Global Financial Instability

7266 Daniel P. Kessler Is Hospital Competition Socially Wasteful?
Mark B. McClellan

7267 Kristin Forbes No Contagion, Only Interdependence: Measuring Stock Market Co-movements
Roberto Rigobon

7268 Jeffrey R. Brown Taxing Retirement Income: Nonqualified Annuities and Distributions
Olivia S. Mitchell from Qualified Accounts
James M. Poterba
Mark J. Warshawsky

7269 Olivier Blanchard An Empirical Characterization of the Dynamic Effects of Changes in
Roberto Perotti Government Spending and Taxes on Output

7270 V.G. Narayanan ABC at Insteel Industries
Ratna G. Sarkar

7271 Pierre-Olivier Gourinchas Consumption Over the Life Cycle
Jonathan A. Parker

7272 Roberto Chang Liquidity Crises in Emerging Markets: Theory and Policy
Andrés Velasco

7273 Hans-Werner Sinn The Competition between Competition Rules

7274 David N. Figlio The Effects of Direct Foreign Investment on Local Communities
Bruce A. Blonigen

7275 Bruce A. Blonigen Size and Growth of Japanese Plants in the United States
KaSaundra Tomlin

7276 Lars E.O. Svensson Price Stability as a Target for Monetary Policy: Defining and

Maintaining Price Stability

NBER Reporter Summer 1999 53,



P

Paper Author(s) Title
7277 William J. Collins Race and Home Ownership, 1900 to 1990
Robert A. Margo
7278 Alessandra Casella Tradable Deficit Permits: Efficient Implementation of the Stability Pact
in the European Monetary Union
7279 David M. Cutler The Concentration of Medical Spending: An Update
Ellen Meara
7280 Adam B. Jaffe The U.S. Patent System in Transition: Policy Innovation and the
Innovation Process
7281 Jerry Hausman Efficiency Effects on the U.S. Economy from Wireless Taxation
7282 Olivier Blanchard The Role of Shocks and Institutions in the Rise of European Unemployment:
Justin Wolfers The Aggregate Evidence
7283 Charles I. Jones Too Much of a Good Thing? The Economics of Investment in R&D
John C. Williams
7284 fubos Pistor Comparing Asset Pricing Models: An Investment Perspective
Robert F. Stambaugh
7285 Nathalie Greenan Organizational Change in French Manufacturing: What Do We Learn
Jacques Mairesse from Firm Representatives and from Their Employees?
7286 Kenneth A. Froot The Market for Catastrophe Risk: A Clinical Examination
7287 Kenneth A. Froot The Evolving Market for Catastrophic Event Risk
7288 James J. Heckman Policies to Foster Human Capital
7289 V. Joseph Hotz Are There Returns to the Wages of Young Men from Working While in School?
Lixin Xu
Marta Tienda
Avner Ahituv
7290 Charles T. Clotfelter Are Whites Still “Fleeing”? Racial Patterns and Enrollment Shifts in
' Urban Public Schools, 1987-1996
7291 Janet Currie Health Insurance and Less Skilled Workers
Aaron Yelowitz
7292 Robert E. Lipsey Affiliates of U.S. and Japanese Multinationals in East Asian Production
and Trade
7293 Kyle Bagwell Domestic Policies, National Sovereignty and International
Robert W. Staiger Economic Institutions
7294 Orley Ashenfelter Measuring the Effects of Arbitration on Wage Levels:
Dean Hyslop The Case of Police Officers
7295 Henry S. Farber Have Employment Reductions Become Good News for Shareholders?
Kevin F. Hallock The Effect of Job Loss Announcements on Stock Prices, 1970-97
7296 Theodore Eisenberg The Government as Litigant: Further Tests of the Case Selection Model
Henry S. Farber
7297 Arik Levinson An Industry-Adjusted Index of State Environmental Compliance Costs
7298 Sjak Smulders Green Taxes and Administrative Costs: The Case of Carbon Taxation
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7299 David Neumark A Cross-National Analysis of the Effects of Minimum Wages on
William Wascher ‘Youth Employment
7300 Edward P. Lazear Economic Imperialism

TECHNICAL WORKING PAPERS

238 V. Joseph Hotz Predicting the Efficacy of Future Training Programs Using Past Experience
Guido W. Imbens
Julie H. Mortimer

239 Eduardo Engel Toll Competition Among Congested Roads
Ronald Fischer
Alexander Galetovic

240 Robert F. Stambaugh Predictive Regressions

241 ~ Joshua D. Angrist When to Control for Covariates? Panel-Asymptotic Results for
Jinyong Hahn Estimates of Treatment Effects

242 Charles F. Manski Statistical Treatment Rules for Heterogeneous Populations: With

Application to Randomized Experiments

243 Anastasios Xepapadeas Environmental Policy and Firm Behavior: Abatement Investment and
Location Decisions under Uncertainty and Irreversibility

244 Allen Drazen News About News: Information Arrival and Irreversible Investment
Plutarchos Sakellaris
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