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 Why Do Rates of Convergence Differ?  A Meta-Regression Analysis

by
Stephen Dobson, Carlyn Ramlogan and Eric Strobl

Abstract
There have been many tests of the convergence hypothesis yielding many different
estimates of β (the speed of convergence). Narrative reviews of the convergence
literature hint at possible reasons for the study-to-study variation in the value of β, but
such reviews are selective and informal. In contrast, meta-regression analysis provides a
more formal and objective review of the literature. It is shown that study design and
methodology are important determinants of the reported convergence rate, especially in
cross-national studies. There is also evidence of general misspecification in the
literature.

Outline
1. Introduction
2. The Concept of β-Convergence
3. Meta-Analysis and Description of Sample
4. Results
5. Conclusion
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1. INTRODUCTION

Do poorer countries grow faster than richer ones and, if so, at what rate is the disparity

in income between rich and poor countries narrowing over time? This question sums up

the convergence hypothesis and has been the subject of much empirical scrutiny in

recent years although the idea of convergence dates back to the neo-classical growth

models of the 1950s (Solow, 1956, 1957). According to the neo-classical model if

different countries (regions) are at different points relative to their balanced growth

paths, and if the determinants of steady state income are the same across countries

(regions), convergence should be expected. Put differently, poorer countries (regions)

should grow faster than richer ones. In investigating this hypothesis many studies report

a rate of convergence, which, following Barro and Sala-i-Martin (1991), is now

commonly known as β-convergence. However, after a perusal of the literature the

interested researcher is likely to be struck by the wide variety of estimates of β and left

wondering as to the ‘true’ rate of convergence.

In early studies the value of β was found to be close to 0.02, suggesting that convergence

across countries is taking place at an average rate of two per cent per year (Barro, 1991;

Barro and Sala-i-Martin, 1995; Mankiw et al, 1992; Sala-i-Martin, 1996). With the

availability of a larger variety of data sets and estimation techniques in more recent

years, estimates of β have become substantially more varied. The role played by

differences in study design and methodology in influencing the reported rate of

convergence has been hinted at in a number of narrative reviews of the growth and

convergence literature (de la Fuente, 1997; Rassekh, 1998; Temple, 1999). For example,

de la Fuente (1997, p.68) comments “…the available estimates of the … convergence

parameter(s) appear to be quite sensitive to sample selection, econometric specification,

and even to the list of regressors included in the equation”. While these reviews are

insightful in their own right, they tend to be selective in their coverage of the β-

convergence literature, due in part to the natural space limitations of discursive reviews,

and can only offer informal evidence as to the reasons for variation in reported

convergence rates. To date no study has attempted to formally measure the effect of

differences in study design and methods on the estimated value of β.
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Formally investigating the roles played by sample design and methodology in

determining β can be usefully achieved via meta-analysis, a statistical approach that

allows one to quantitatively evaluate variation in empirical research results. Arguably, if

there are numerous independent studies of a particular subject area where data sets and

methods differ, then combining their results can provide more explanatory power than

simply listing and discursively analyzing individual results (Stanley, 2001). In

economics meta-analysis is usually applied in the form of a meta-regression analysis

(MRA), where in a simple regression the dependent variable becomes the summary

statistic (or regression parameter) of interest drawn from each study and the researcher

creates a set of explanatory variables describing differences (or similarities) in the

design of the studies under scrutiny (Stanley and Jarrell, 1989).1 In this paper this

technique is applied to a compilation of the empirical estimates of β-convergence found

in the literature in order to investigate the role played by aspects of study design in the

large variety of estimates of β.

The paper is structured as follows. Section 2 examines the concept of β-convergence and

describes how β is estimated in the literature. In section 3 the nature of the MRA is

described and the choice of the explanatory variables is discussed. Section 4 presents the

results and section 5 concludes.

2. THE CONCEPT OF β-CONVERGENCE

According to the neo-classical growth model the source of convergence is the assumed

diminishing returns to capital. If the ratio of capital to effective labor declines relative to

the steady state ratio the marginal productivity of capital will rise. If countries share the

same fundamental characteristics such that the only difference across countries is their

initial levels of capital, then capital-labor ratios will converge over time. Poorer

countries will therefore grow faster than richer ones and there is a convergence to the

same steady state. Convergence to the same steady state income is called unconditional

β-convergence. Where there are differences across countries in population growth rates,

savings rates and access to technology there will be conditional β-convergence:

countries converge to different steady states but at the same speed. The literature also

                                                
1 Examples of MRA in economics include Button and Kerr (1996), Card and Krueger (1995), Görg and Strobl

(2001), Jarrell and Stanley (1990), Phillips (1994) and Stanley (1998).
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talks of convergence clubs. Groups of countries with high population growth rates, low

savings rates and poor access to technology will remain poor. While a group of poor

countries may catch up to richer ones that also have a low savings rate, they will not

catch up to a group of rich countries that have a high savings rate.

In studies using cross section data the convention is to measure convergence in the way

suggested by Barro and Sala-i-Martin (1991, 1995). The convergence measure can be

related to the transitional growth process in a neo-classical model. Accordingly, the

transition process of output or income per capita in country i at time t (yit) and over the

period T, can be approximated as:

(1/T) × log(yit/yi,t-T) = xi* + log(Yi*/Yi,t-T)(1 - e-βT) × (1/T) + uit (1)

where xi* is the steady state per capita growth rate, Yit is output per effective worker, Yi*

is the steady state level of output per effective worker, β is the coefficient of the rate of

convergence, and uit is a disturbance term. The term β measures the speed at which Yit

approaches Yi*.

Since the steady state values xi* and Yi* may differ across countries/regions it is

necessary to hold constant cross-country differences in steady state values to identify β.

Introducing a number of conditioning variables to control for differences in steady states

can do this when estimating the following non-linear equation:

(1/T) × log(yit/yi,t-T) = a - (1 - e-βT)(1/T) × log(yi,t-T) + uit (2)

If β is positive when (2) is estimated with conditioning variables, there is conditional

convergence: in the long run each country is converging towards its own steady state

level of income at a speed given by β. On the other hand, if it is assumed that the only

difference between countries is the level of per capita income, then (2) is estimated

without conditioning variables. In this case, a positive β coefficient measures the rate of

unconditional convergence: the speed at which countries are approaching a common

steady state income level.
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Some convergence studies obtain the rate of convergence indirectly by estimating a

linear equation:

(1/T)log(yit/yi,t-T) = a – blog(yi,t-T) + εit (3)

where a = xi* + log(Yi*)[(1 - e-βT)/T] and b=(1 - e-βT)(1/T) in (1). The coefficient

measuring unconditional convergence is derived from the b term while the conditional

convergence coefficient is obtained in a similar manner following inclusion of

conditioning variables. A negative and significant b coefficient in (3) is interpreted as

evidence of β-convergence.

The concept of β-convergence has been criticized extensively in recent years. One line

of attack focuses on the test for β-convergence, which involves estimating a cross

section (OLS) regression. Typically, researchers have estimated β for the sample period

as a whole and for individual sub periods (usually five or ten year intervals) within the

overall period. But cross sectional estimation is problematic because not all of the

relevant conditioning variables will be included in a cross section regression. For

example, it is well known that there are persistent differences in the level of technology

and the nature of institutions across countries yet these are ignored in cross section

models (Islam, 1995). If relevant variables are omitted there will be a non-zero

covariance between the error term and the β coefficient, rendering the estimate of the

convergence parameter biased and inconsistent.

One solution to this problem is to pool the data and use panel estimation methods. The

simplest of the panel methods includes a set of dummies to account for unobserved time

invariant differences for each cross-sectional unit, also known as the least squares

dummy variable (LSDV) approach. One of the drawbacks with the LSDV approach,

however, is the potentially large loss of degrees of freedom depending on the number of

cross-sectional units. A number of other panel data estimators are also available

including the fixed effects estimator (FE), the random effects estimator (RE) and the

generalized method of moments estimator (GMM) for dynamic models, and their use has

become increasingly common in β-convergence work. The researcher can also choose

between FE and RE models by using a specification test (Hausman, 1978) although a

degree of caution needs to be exercised in deciding between these alternatives as
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“…there is no simple rule to help the research navigate past the Scylla of fixed effects

and the Charybdis of measurement error and dynamic selection. Although they are an

improvement over cross section data, panel data do not provide a cure-all for all of an

econometrician’s problems” (Johnson and DiNardo, 1997, p.403).

Owing to the problems surrounding β-convergence other approaches to convergence

have been proposed in the literature. None of these form part of the MRA because they

do not produce a rate of convergence that is directly comparable to β. One popular

alternative is to measure the cross-sectional dispersion of per capita income over time.

Barro and Sala-i-Martin (1995) call this σ-convergence. This type of convergence is

usually presented in terms of the standard deviation of per capita income. If the standard

deviation is decreasing over time there is evidence of σ-convergence. How does this

relate to the idea of β-convergence? Equation (2) can be used to see that the cross-

sectional dispersion in income does not necessarily decrease over time even with β-

convergence because there are random shocks. At the same time as countries are

converging to a steady state a new shock may temporarily increase the dispersion in

income across countries. Therefore, β-convergence is a necessary but not a sufficient

condition for σ-convergence (Quah, 1993). Quah (1993, 1996) also suggests that a β

value of say 0.02 is consistent with a non-decreasing dispersion of income. He views the

convergence process as a transition process across a number of possible states and

models it as a Markov chain. An application of this approach is in Pekkala (2000).

Another issue concerns one of the fundamental assumptions of the classical approach to

convergence, that steady state growth rates are homogeneous (countries converge to

different levels of per capita income but at the same speed). According to Lee et al

(1997) the homogeneity assumption poses a serious problem because it can lead to

biased estimates of the speed of convergence. This is also true when the data is pooled

and estimation is done with panel methods (such as fixed effects). Lee et al say the

problem can be overcome by developing a stochastic model of growth that formalizes

the notion of heterogeneity: countries may converge to different levels of per capita

income at different speeds. In their time series analysis, both trend stationary and

difference stationary models strongly reject the restriction of a common technology

growth rate across a large sample of countries. Lee et al’s results show that cross-
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sectional and panel estimates will not reveal rapid convergence from some initial output

levels even when it is present. Although this and other research (see, Evans and Karras,

1996) have undermined the β-convergence approach, estimating β (either via OLS or

panel methods) continues to be popular with researchers as evidenced by the large

number of studies in the sample that date from more recent years. Although the time

series studies make important contributions to the literature, we are unable to include

them (including those that use panel unit root tests) in the MRA because they do not

derive a rate of convergence comparable to that derived in cross section and panel

studies, as would be required in MRA (see, Stanley, 2001).

3. META-ANALYSIS AND DESCRIPTION OF SAMPLE

In order to explain variation in the estimated parameter of interest due to differences in

sample design across studies Stanley and Jarrell (1989) suggest estimating an equation

as follows:

j

K

k
jkkj eZY ++= ∑

=1
0 ββ

j=1, 2, 3…..N (4)

where Yj is the estimate of the reported variable of study j from a total of N studies and

Zjk are meta-independent variables which proxy characteristics of the empirical studies

in the sample so as to explain the variation in Yj across studies. It is with this in mind

that we created our sample of convergence rate estimates and generated a set of

explanatory variables that potentially vary across these.

The data set for the empirical analysis comprises 56 papers (published and unpublished)

from the β-convergence literature. The principal sources used in compiling the data set

were BIDS, ISI and Ingenta. International Monetary Fund and World Bank publications

lists were also consulted along with lists from research groups such as NBER, CID and

CEPR. The catalogues of the libraries at ECLAC and the Commonwealth Secretariat

were also used, as was the Journal of Economic Literature. The literature search

produced more than 56 studies but as noted above it proved necessary to exclude those

convergence studies where an explicit value for β is not reported.

The empirical studies of β-convergence can be grouped into three categories: (1) cross-

national convergence, i.e., where the defining geographical unit is the country as a
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whole, (2) intra-national convergence, i.e., where regions within a country are

considered, and (3) ultra-national convergence, i.e., where regions that reach beyond

national boundaries (such as regions of the European Union) are considered as the

geographical unit. For the purpose here, the sample is divided into cross-national and

intra-national studies of convergence, with (3) included with the studies in (1) given

their small numbers and separate analyses are conducted on these two groups. Lists of

studies for the cross-national and intra-national groups are given in Tables 1 and 2,

respectively.

Since most papers are at least in part specifically concerned with examining the

robustness of their results over different specifications, sample periods, data sources and

estimation techniques, they almost all contain several estimates of β. Given that our

specific concern is with potential differences in estimates across these features and in

order to avoid arbitrarily picking single estimates from multi-estimate studies, we have,

where available, included several estimates from each study, as long as differences

between these can be described by the explanatory variables.2 As can be seen from

Tables 1 and 2, the number of estimates from individual studies included range widely.

Stanley (2001) notes that including more than one estimate from a single study may be

problematic if these give papers a disproportionate importance. Clearly, given the large

number of different studies from which our estimates are taken and the number of papers

from which there are numerous estimates, this is not the case here.

Our first concern is to derive the appropriate dependent variable, i.e., Yj in (4). In his

review of the use of meta-analysis in economics Stanley (2001) emphasizes the

importance of being able to compile a comparable summary statistic of the variable of

interest. In our case this is straightforward since the estimated rate of convergence (β)

measures the rate at which a country is converging to its steady state level of income.

The smaller is β the longer it will take for a country to reach steady state, while the

larger β is the quicker the transition to steady state. Since the convergence rate measures

the time taken for countries/regions to converge to their steady state the interpretation of

β is straightforward.
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Also, although studies in the sample vary according to whether they use OLS or panel

estimation methods, they are directly comparable because they all use cross section data

to estimate β and associated standard errors. Alternative approaches based on time series

analysis do not provide a specific value for the rate of convergence and so are not

directly comparable. For example, in time series studies a rejection of the null of a unit

root is equivalent to a rejection of the null of no convergence. A specific rate of

convergence is not estimated. The same applies to panel unit root tests. Furthermore,

time series studies are not comparable because they are based on different assumptions.

Cross section data assumes that the economy is in transition towards steady state while

the time series approach assumes the economy is near to steady state equilibrium.

Therefore, even if it were possible to obtain a distinct rate of convergence using time

series data a comparison would be misleading.

The rate of convergence may be estimated indirectly (as in (3)) or derived directly from

a non-linear specification as in (2). Therefore, a simple zero-one type dummy variable,

NL, is created that takes the value of one when non-linear estimation is used and zero

otherwise, to be included in (4) as an explanatory variable in order to determine whether

the use of these two types of specifications has any implications for the rate of

convergence.

As noted above, it is conventional to distinguish between estimates of unconditional and

conditional convergence, where in the former the only explanatory variable is the initial

level of income. To distinguish between these two types of estimations we include a

zero-one type dummy variable COND. However, even for studies of conditional

convergence, there is much variety in the types and numbers of explanatory variables

used. The strict neo-classical model suggests that differences in the determinants of

steady states may be provided by the savings rate, population growth rate and

technology. A higher savings rate should lead to more rapid capital accumulation,

thereby hastening the onset of diminishing returns. Population growth is expected to

speed up convergence because, as the capital-labor ratio is reduced, diminishing returns

                                                                                                                                          
2 In cases where this was not possible we arbitrarily chose one estimate from the homogenous group (according to

our set of explanatory variables). Also, we excluded the observations of all those that we could not group
according to any of our explanatory variables.
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are expected to set in. Technology has been interpreted liberally with as many as 50

different conditioning variables used in convergence regressions. These often include

measures of human capital development (such as years of schooling), openness to trade

and variables reflecting industrial structure.

To account for differences in all of the conditioning variables is infeasible given our

sample size and the rich variety of explanatory variables that have been used. Therefore,

we generated a number of zero-one type dummy variables to control for the ones most

commonly used, namely: (1) share of industry and agriculture in GDP (GDPSH), (2)

human capital development (HC), (3) investment rate (INV), and (4) population,

employment or labor force growth (PLEGR). GDPSH and HC capture technology

differences while INV (a proxy for savings) and PLEGR capture other cross-country

differences suggested by the theory.  

Most of the earlier studies estimate β using simple OLS. As noted in section 2 one

problem with this approach is that OLS estimates can be significantly biased if any

uncontrolled for effects are correlated with the variable of interest. To account for

potential biases and/or to check the robustness of the OLS estimates panel estimation

methods have become increasingly common. While the choice among the various panel

estimators (FE, RE and GMM) will depend on the researcher’s assessment of the

appropriateness of the underlying assumptions for each, we feel that the most important

aspect between them is that they control, as does the LSDV approach, for time invariant

unobserved effects that could be correlated with the estimator of convergence.3 We

therefore generated a simple zero-one type dummy, FE, indicating whether such effects

were controlled for without distinguishing between the techniques employed.

Conditional on data availability studies have examined convergence over a variety of

sample periods. Moreover, an important aspect of many studies has been to specifically

investigate changes in the rate of convergence over time by estimating convergence

across sub-periods of the sample. This serves as a test of robustness and allows the

researcher to ascertain whether there are any within sample variations. While a group of

                                                
3 Distinguishing between all the estimators is infeasible given our sample size. It is important to note however

that apart from the LSDV approach the most common other approach was the simple fixed effects estimator,
where variables are measured as deviations from their mean.
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regions or countries may exhibit no convergence over the entire sample period, there

may be convergence in sub-periods. For instance, an economy that is open to

international trade and competition is often one that is successful in obtaining

technology transfers from abroad, provided that there is sufficient human capital to

absorb the technology. The extent of globalization will have differed over time and may

therefore affect the rate of convergence. Given this we were careful to include estimates

not only for the entire sample period but also for sub-periods.

It is also possible that convergence is not a linear function of the span of time over

which it is estimated. In order to capture this, and the aforementioned aspect of time

dimensional differences, two control variables are included. SPAN is the number of

years covered by each estimation, i.e. the difference between the start and end year of

the period or sub period. The other time variable, ATIME, is the average year considered

or the midpoint between the beginning and the end year for the full period.

A zero-one type variable LDC is also included to control for the fact that some studies,

both intra-national and cross-national, exclusively focus on a developing country or a set

of developing countries, respectively. This may potentially be important if developing

countries start from a lower base and this influences the rate of convergence across

countries and regions. There may also be differences in the value of β due to sample size

differences. In line with other meta-analyses, such as Card and Krueger (1995), the

square root of the degrees of freedom, DOF, is included as an independent variable.

A number of other meta-independent variables are utilized that are specific to the two

groups of studies. As mentioned above, we have included what we term ultra-national

studies in our set of estimates from cross-country studies. Hence, we investigate whether

ultra-national studies are likely to derive a different rate of convergence by including the

simple zero-one type dummy variable, ULTRA. Also, a large number of cross-national

studies have used the Summers and Heston panel data set, which provides a rich set of

information with which to estimate convergence. We generated a simple zero-one type

dummy, SH, to capture this.4

                                                
4 In studies of regional (intra-national) convergence the data is usually taken from national organizations. Some

studies of intra-national convergence that include countries that form part of the European Union obtain data
from the database CRENOS as well as domestic sources.



11

While in general the choice of countries as units of investigation of convergence can be

justified in terms of national sovereignty, one could argue that comparing estimated rates

of convergence for regional units within countries might not be as clear-cut. For

example, regions (states) in the US are quite different in size to regions in Japan. It is, of

course, difficult to arrive at a summary statistic that captures differences in regional

characteristics across studies. As a simple rough and ready measure we calculated the

average size of regional units within a country, by dividing the geographical area of the

country by the number of regions (used in the study), AAREA.

Tables 1 and 2 show the means of the explanatory variables for the estimates used in

each study. Examining the cross-national sample first, Table 1 reveals that there are 156

estimates, derived from 25 different papers. The average value of β is 0.0196, but varies

significantly across estimates.5 A graph of the coefficient estimates over time is shown

in Figure 1. As can be seen, the variation in rates is considerable and in later studies the

variance is much larger compared to earlier ones. Table 1 also shows that 12 per cent of

the estimates are from ultra-national studies, while 42 per cent use non-linear methods to

directly estimate the rate of convergence. Nearly three quarters of the estimates included

are derived from the Summers and Heston data set and 38 per cent explicitly deal with

developing countries’ rates of convergence. On average the time span between the

starting and ending point is about 23 years, whereas the midpoint of this time span is

1973. Also, while a majority of estimates are derived from a conditional convergence

specification, only one third use econometric methods that control for possible

unobserved time invariant fixed effects that could bias the estimated rate of

convergence. From our set of common explanatory variables, we find that including

some measure of the investment rate is the most common.

As shown in Table 2, there is a larger set of estimates for studies of intra-national

convergence, namely 214 derived from 31 studies. Compared to the cross-national

studies, the β estimates derived from intra-national studies are over 50 per cent higher.

Figure 2 shows that the variation in β is higher compared to the cross-national studies

but, as before, earlier estimates exhibit much less variation. Table 2 also shows that on

                                                
5 The standard deviation is 0.022.
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average the use of non-linear estimation techniques is somewhat higher for this group.

The use of econometric methods that control for time invariant unobserved effects, the

focus on less developed countries, the time span, and the average midpoint covered do

not differ markedly. It is found that the intra-national studies in the sample are less likely

to examine conditional convergence, which is probably due to the poorer quality of data

at the sub national level.

4. RESULTS

According to Stanley (2001) MRA is likely to be less problematic than conventional

econometric analysis. Even so, there are two issues of concern in this study. First,

because the dependent variable is drawn from studies with very different characteristics

the error term structure is unlikely to be homoskedastic (Stanley and Jarrell, 1989).

Second, because we use multiple estimates of β from the same study the error terms

within studies may be correlated even though they will be independent across studies.

Accordingly, in computing the standard errors of the estimates we allow for a

heteroskedastic error term structure as well as for a non-specified correlation between

observations from the same study.6

The results of estimating (4) for the sample of convergence rates for the two different

groups are given in Table 3. It should be noted that across all specifications the R

squared values suggest that the explanatory variables are able to account for a reasonable

proportion of differences across estimates, although unsurprisingly a majority of

variation remains unexplained.7 Column 1 contains results for the cross-national sample,

including the dummy variable COND instead of the alternative set of conditioning

variables mentioned above. For this specification a number of aspects of sample design

matter for the rate of convergence found. Specifically, both time dimensional controls

are found to be important. Studies that examine earlier time periods, using AYEAR as a

proxy, tend to find lower rates of convergence, which may indicate that convergence has

not been constant over the time periods examined. Similarly, the rate of convergence is

lower the longer the time span of the study, suggesting possibly that the rate of

                                                
6 The model was estimated by OLS using the Huber/White/sandwich estimator in STATA. This procedure

produces estimates of variance (and thus standard errors) that are robust to heteroskedasticity as well as any
type of correlation that may be present between observations from the same study.

7 For a similar finding see Görg and Strobl (2001).
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convergence is not a linear function of time. The results also indicate that studies that

have used the Summers and Heston data set tend to find lower rates of convergence.

The estimated rate of convergence between developing countries is, ceteris paribus,

found to be lower than in studies that compare developed countries and/or developed

and developing countries in the same study. Moreover, we find that conditional

convergence rates tend to be significantly higher than rates of unconditional

convergence. It is also important to control for unobserved effects that may be correlated

with the regressors as the estimates associated with these techniques tend to be higher.

Finally, the lack of significance on our other explanatory variables suggests that non-

linear methods of estimation and studies that allow for geographical cross-sectional units

that extend beyond national boundaries are not important.

In the second column of Table 3 the alternative set of conditioning variables are included

instead of COND. While our previous results generally still hold we do find that the use

of the Summers and Heston data set is no longer a significant determinant. This suggests

that its significance in the first specification was due to the fact that this data set also

allows the use of a rich set of conditioning variables. In terms of these variables only

human capital affects the estimated rate of convergence, specifically by increasing its

rate; in other words, failing to control for human capital difference across countries is

likely to result in a lower rate of convergence.

In terms of the number of significant variables, the results from the estimation of (4) for

the intra-national studies suggest that the set of sample design proxies play less of a role

than for the cross-national studies. In column 3, which contains the specification with

COND instead of our alternative set of conditioning variables, only the time span and

whether a conditional or unconditional specification is employed seem to matter.

Specifically, as for the cross-national sample, these tend to decrease and increase the

estimated rate of convergence rate, respectively. This is not changed when we include

our set of conditioning dummies instead of COND, as shown in column 4. In contrast to
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the cross-national results, we find GDPSH rather than HC to be important in influencing

the reported rate of convergence.8

A number of meta-analyses in other areas of economics are explicitly concerned with the

possibility of publication bias: a tendency for only significant results to be published in

journals. This is unlikely to be the case for the literature on β-convergence as many

authors report both significant and insignificant results and, moreover, seem to readily

use insignificant coefficients to derive and discuss rates of convergence. Nevertheless,

we conducted the popular test of regressing the t-statistic from which the rate was

derived on the standard error, as these should be unrelated if there is no publication

bias.9 Unsurprisingly, no relationship was found between these two statistics for our

sample.10 We thus investigated the robustness of our results by including only those

convergence estimates that either indirectly, or directly in the case of non-linear

estimation, were derived from a significant coefficient, where significant is understood

to be at least the ten per cent level. These results of this exercise are shown in Table 4.

First, in terms of the intra-national sample the results remain robust to excluding all βs

derived from insignificant estimates. In contrast, for the cross-national sample human

capital no longer serves as a significant explanatory variable for variations in the

estimated rate of conditional convergence, although in the full sample this variable was

only marginally significant. Overall, Table 4 suggests that using convergence rates

derived from insignificant estimates is not misleading.

From a more general perspective, one should note that the degrees of freedom variable,

DOF, is insignificant in all specifications. As pointed out by Stanley (2001), the

inclusion of this variable may be interpreted as an additional independent test for the

“existence of an authentic empirical effect in the literature” (p. 142).11 Accordingly, if

the coefficient on this variable is not positive and significant, then this raises concerns

                                                
8 The intra-national models were also tried with a disaggregated LDC dummy variable (Africa, Latin America

and so on) but the results were not improved. Breaking up the sample in terms of LDC/Non-LDC did not
work mainly because of sample size problems (the same applies to a COND/Non-COND split). A number of
interaction terms were also tried (including interacting LDC with other variables) but the results were not
improved.

9 See, for instance, Görg and Strobl (2001).
10 Results are available from the authors on request.
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about the presence of an authentic empirical phenomenon in the literature rather than

just “exploitable artifacts of misspecification” (p. 142). In our case the insignificant

results for DOF suggests that the empirical literature on β-convergence may in general

suffer from misspecification. To some extent this is already hinted at by the significant

coefficient on SPAN, which suggests that convergence may not be a linear function of

time as is generally assumed.

5. CONCLUSION

Many tests of the convergence hypothesis can be found in the empirical convergence

literature. Reviews of the literature suggest that the empirical evidence is mixed:

sometimes β is positive and significant, sometimes it is positive but not significant and

on occasions it is found to be negative. The inconsistency in the findings has prompted

Temple (1999) in his review of cross country studies to suggest that poor countries are

not catching up to richer ones and that while countries are converging to their own

steady states they are doing so at an uncertain rate. While a number of narrative

literature reviews have offered possible reasons for the study-to-study variation in the

value of β there has not been a formal assessment of the factors influencing estimates of

β (the speed of convergence).

In contrast to discursive reviews, a meta-regression analysis of the literature allows the

effects of study design and methodology to be quantified and so sheds more light on why

there is such study-to-study variation in the value of β. We find that the reported speed

of convergence is clearly sensitive to certain aspects of study design, especially the

choice of econometric methods, the data used and the time period covered. In particular,

we discover that estimates from studies that include developing countries, that cover

longer time spans, and that cover earlier time periods tend to be lower. There is also

evidence that the Summers and Heston data set produces lower estimates of β, which is

likely to reflect the fact that this data set contains a rich set of explanatory variables with

which to conduct convergence estimation. Related to this, the choice of an unconditional

or conditional specification appears to be an important determinant of the size of the

estimates: reported values of β are higher for conditional convergence estimates, thus

                                                                                                                                          
11 This arises because of the asymmetry of classical statistical testing and the relationship between the degrees

freedom and the power of the statistical test (see, Stanley (2001) for details).
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indicating that countries have different steady states due to differences across countries

with regard to technology, population growth rates and so on.

In terms of econometric methodology failing to control for the bias produced by

unobserved fixed effects produces lower estimates of the rate of convergence. Relative

to cross-national studies of convergence, differences in study design explain little in

terms of the variation in the estimated rates of convergence in regional studies.

Nevertheless, even in studies of convergence within countries, conditional convergence

specifications as well as the time span within which convergence is estimated appear to

be important factors.

More generally, the MRA model is robust to estimation using significant β coefficients

only and while estimates of the rate of convergence from insignificant coefficients do

not seem to be important for the size of the estimate, there is some evidence of general

misspecification in the literature. Our results suggest that part of the reason for this may

be that, contrary to the common implicit assumption in the specifications from which

estimates are derived, the rate of convergence may not be a linear function of the time

period over which the convergence rate is estimated.
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Table 3: Results of Meta-Regression

(1) (2) (3) (4)
SAMPLE: CROSS CROSS INTRA INTRA
NL -0.005 -0.003 -0.014 -0.017

(0.004) (0.005) (0.010) (0.015)
DOF(sqr)/1000 0.055 -0.256 2.635 2.732

(0.841) (0.758) (2.126) (1.629)
SH -0.006*** -0.005

(0.002) (0.003)
LDC -0.008** -0.010*** -0.016 -0.016

(0.003) (0.003) (0.017) (0.016)
FE 0.016* 0.019* 0.016 0.022

(0.009) (0.009) (0.015) (0.022)
AYEAR/1000 -0.467*** -0.455*** -0.030 0.025

(0.136) (0.129) (0.146) (0.156)
SPAN/1000 -0.326*** -0.323*** -0.389** -0.402**

(0.073) (0.070) (0.188) (0.181)
COND 0.009*** 0.020**

(0.003) (0.009)
GDPSH -0.006 0.019*

(0.009) (0.010)
HC 0.011* 0.017

(0.006) (0.013)
INV 0.011 0.004

(0.013) (0.009)
PLEGR -0.003 -0.010

(0.015) (0.016)
ULTRA 0.004 0.003

(0.005) (0.005)
AAREA/1000000 0.023 0.020

(0.019) (0.016)
Constant 0.945*** 0.922*** 0.080 -0.024

(0.260) (0.250) (0.284) (0.297)
Observations 156 156 214 214
F-Test 13.56*** 25.51*** 2.74** 5.68**
R-squared 0.27 0.31 0.30 0.29

Notes: (1) ***, **, and * represent one, five, and ten per cent significance levels,
respectively; (2) White adjusted standard errors in parentheses.
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Table 4: Results of Meta-Regression for Significant Estimates Only

(1) (2) (3) (4)
SAMPLE: CROSS CROSS INTRA INTRA
NL -0.007 -0.002 -0.019 -0.023

(0.005) (0.005) (0.012) (0.016)
DOF(sqr)/1000 -0.527 -0.768 2.036 2.201

(0.874) (0.796) (2.266) (1.817)
SH -0.007*** -0.006

(0.002) (0.004)
LDC -0.006 -0.008** -0.023 -0.025

(0.004) (0.004) (0.019) (0.018)
FE 0.022** 0.023** 0.020 0.026

(0.009) (0.010) (0.017) (0.022)
AYEAR/1000 -0.419** -0.457** 0.106 0.167

(0.167) (0.163) (0.158) (0.163)
SPAN/1000 -0.404*** -0.388*** -0.485** -0.457**

(0.088) (0.084) (0.212) (0.221)
COND 0.008** 0.019**

(0.004) (0.009)
GDPSH -0.003 0.023*

(0.010) (0.012)
HC 0.010 0.006

(0.007) (0.010)
INV 0.017 0.011

(0.012) (0.011)
PLEGR -0.008 -0.005

(0.015) (0.016)
ULTRA 0.003 0.004

(0.005) (0.006)
AAREA/1000000 0.006 0.010

(0.018) (0.016)
Constant 0.860** 0.932*** -0.170 -0.285

(0.320) (0.314) (0.305) (0.308)
Observations 128 128 173 173
F-Test 11.23*** 11.42*** 5.35** 6.10**
R-squared 0.23 0.29 0.34 0.33

Notes: (1) ***, **, and * represent one, five, and ten per cent significance levels,
respectively; (2) White adjusted standard errors in parentheses.
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Figure 1 – Cross-National Studies
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Figure 2 – Intra-National Studies
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