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Abstract

We study the role of technology subsidies in climate policies, us-
ing a simple dynamic equilibrium model with learning-by-doing. The
optimal subsidy rate of a carbon-free technology is high when the tech-
nology is first adopted, but falls significantly over the next decades.
However, the efficiency costs of uniform instead of optimal subsidies,
may be low if there are introduction or expansion constraints for a new
technology. Finally, supporting existing energy technologies only, may
lead to technology lock-in, and the impacts of lock-in increase with the
learning potential of new technologies as well as the possibilities for
early entry and thight carbon constraints.
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1 Introduction

Dealing with the climate change problem is a long-term issue, and the impor-
tance of developing and commercializing carbon-free energy technologies has
been highlighted over the last years. The process of innovation and learning,
and its connection with climate policies, is being extensively studied both the-
oretically and numerically, see, e.g., Jaffe et al. (2002) for a recent overview.
However, the question remains how to combine carbon taxes with innova-
tion subsidies within an intertemporal framework, when several carbon-free
technologies with different characteristics may come into play. In this paper
we examine how the prospect of a future carbon-free and profitable energy
technology may affect climate and innovation policy, taking into account that
existing carbon-free energy technologies are costly but exposed to external
learning effects.
Existing literature has clearly shown that climate policies lead to induced

technological change (ITC). The main argument is that public policies may
affect the prices of carbon based fuels, which in turn affect incentives to un-
dertake research and development (R&D) aimed at bringing alternative fuels
to market earlier at a lower cost and/or at a higher capacity (e.g., Goulder
and Schneider, 1999, Baudry, 2000, and Buonanno et al., 2000). These low-
carbon products could represent existing or entirely new energy services. In
addition, higher fuel prices may induce new production methods that require
less of any kind of fuel. Technology may also improve through learning-
by-doing (LBD) (Arrow, 1962), i.e., producers gain experience in using al-
ternative energy services or energy-conserving processes (see, e.g., Grübler
and Messner, 1998, van der Zwaan et al., 2002, IEA, 2000). Stimulation of
such activities, either directly through subsidies or indirectly through taxing
competing activities, may therefore influence the technological process.
The fact that climate policies affect technological change, gives feedback

effects to the optimal choice of policy, in at least two different ways. The first
is the implications for the timing of the abatement and the optimal carbon
tax path. Wigley et al. (1996) examine the optimal timing of CO2 emis-
sion abatement if there is a long-term stabilization goal of atmospheric CO2
concentration. They conclude that, in general, total discounted abatement
costs are minimized if the bulk of abatement takes place in the more distant
future rather than soon. There are several reasons for this, but one reason
is technological progress. In their model, new energy-efficiency technologies
will be discovered and developed exogenously over time, thus making abate-
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ment cheaper in the future. Other authors argue that this may not be true
if technological change is not autonomous but is instead induced by certain
activities like R&D investments or LBD. Abatement today may provide a
catalyst for new technologies that may reduce future costs (see, e.g., the dis-
cussion in Schneider and Goulder, 1997). Goulder and Mathai (2000) study
the timing problem for both R&D based and LBD based knowledge accu-
mulation, under both a cost-effectiveness and cost-benefit criterion. While
they do not study the effects of replacing autonomous technological change
by ITC, they conclude that the impact of ITC in addition to autonomous
technological change on the optimal abatement path, varies with the repre-
sentation of technological change. Under R&D, ITC shifts some abatement
from the present to the future, while under LBD, the impact of ITC is am-
biguous. Nevertheless, without spillover effects, ITC always implies a lower
time profile of optimal carbon taxes. However, as noted by Rosendahl (2004),
the optimal carbon tax could rise if some of the learning effects are exter-
nal to the firm. Finally, Manne and Richels (2002) find that including LBD
does not significantly alter the conclusions of timing of emissions abatement
from previous studies that treated technology costs as exogenous. However,
abatement costs can be substantially reduced.
A second important question under ITC is the optimal policy mix between

taxing carbon emissions and subsidizing new technologies due to spillover ef-
fects, see, e.g., the discussion in Schneider and Goulder (1997). If there are
no market failures apart from the externalities connected to pollution, the
cost-minimizing policy is to use carbon taxes alone as they directly target
the market imperfection. Using technology subsidies as the only policy in-
strument will give higher costs of reaching the emissions targets, as these
do not directly change the prices of carbon-based fuels. But if there are
two imperfections, pollution and a technology spillover, the theory of policy
goals and measures (Johansen, 1965) shows that the optimal policy is to use
both carbon taxes and subsidies. However, in an earlier paper (Kverndokk
et al., 2004), we found that even if there are positive spillover effects from
an existing non-polluting energy technology, there may be reasons for not
using subsidies: a subsidy to an existing energy technology may hinder new
and perhaps better technologies to enter the market. Subsidizing existing
alternative energy products may discriminate against new technologies when
spillovers from new energy products are not rewarded. Thus, in a second best
world with incomplete information about nascent technologies or with non-
optimal policy rules, subsidizing an existing technology amounts to “picking

3



a winner”. This problem is analysed more generally in the literature on path-
dependency and technological lock-in (see, e.g., David, 1985, Liebowitz and
Margolis, 1995, and Redding, 2002), and is also discussed from an energy
perspective in Grübler et al. (1999).
In this paper, we will examine both problems mentioned above; timing of

policies and the optimal choice of policy instruments for a given constraint
on accumulated carbon emissions. This is particularly important as the ulti-
mate goal of the UN Framework Convention on Climate Change is to achieve
“stabilisation of greenhouse-gas concentrations. . . at a level that would pre-
vent dangerous anthropogenic interference with the climate system” (United
Nations, 1992). However, as mentioned above, the discussion of timing has
so far been concentrated to carbon taxes and emissions abatement. But tim-
ing is also relevant for a technology subsidy, in particular if we expect new
technologies to be developed. In this case, a given tecnology may only be
profitable for a certain period of time, and benefits of a technologymay be lost
with bad timing. We, therefore, ask three questions: How should the optimal
technology subsidy evolve over time? Given that the optimal combination
of taxes and subsidies over time requires a substantial degree of foresight,
what is the cost of simpler policy rules or delays in policy implementation?
Suboptimal policy may lead to lock-in of the wrong technology, but under
which conditions may lock-in be particularly important, and should we avoid
subsidying existing technologies in fear of lock-in? While Kverndokk et al.
(2004) studied lock-in in a static model, we use a dynamic model, which
allows us to study the importance of the time of entry of a new energy tech-
nology. The questions are analysed within a simple deterministic dynamic
equilibrium model based on Manne and Barreto (2002).
The remainder of this paper is organized in the following way. In the

next two sections, we present the model and study the development and
characteristics of electricity production without any climate constraints. In
Sections 4 and 5 we discuss optimal as well as second-best policies under
climate constraints, while Section 6 focuses on the problem of technology
lock-in. Finally, we conclude.

2 A Dynamic Model with Learning

We consider a simple dynamic equilibrium model based on Manne and Bar-
reto (2002), which explores the economic cost of carbon abatement in a model
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with learning-by-doing. In this framework, there are trade-offs between car-
bon taxes and technology subsidies as a mean to comply with a carbon con-
straint.
The Manne and Barreto model is based on three electric energy technolo-

gies; two existing and one future technology. This may illustrate that energy
technologies enter as a sequence over the coming years; new technologies that
have some advantages compared to existing technologies, will probably come
into play. The technologies in this model are:

Defender (def), the average type of unit on line in the year 2000; a pre-
dominantly fossil mix of technologies, but it also includes hydroelectric
and nuclear; it is neither subject to LBD nor resource scarcity within
the relevant time horizon;

Challenger (chl), the initial challenger — the average type of carbon-free
technology available in 2000; this is high-cost but subject to learning-
by-doing (LBD); and

Advanced (adv), an advanced challenger — the average type of carbon-free
technology that might become available during this century; this is
lower-cost and also subject to the endogenous type of learning.

While Manne and Barreto consider a ”small-scale model of electricity
choices”, we reformulate the model to a partial equilibrium model. That is,
there is a fixed present value of income that can be allocated across time at a
fixed interest rate, and used either for non-electric consumption or electricity.
Both the social planner as well as electricity producers face an intertemporal
optimization problem. The modeling of the non-electric part of the economy
is simplified in order to focus on the market for electricity, as we assume the
general equilibrium effects to be of second order in our context.
We specify a representative agent who seeks to maximize discounted util-

ity of electric and non-electric consumption over a 200 year planning horizon,
subject to a budget constraint and technological constraints:
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Yjt+1 = Yjt +Xjt (7)

Xjt/(1 + δ) ≤ Xj,t+1 ≤ Xjt(1 + �) + β (8)

Xj0 = X̄j, 0 ≤ Xjt ≤ X̄jt

in which:

u(Et, Ct) represents a consumption index at period t, or the intra period
utility

Et represents electric energy demand in period t

Ct represents non-electric consumption in period t

∆ is the time preference discount factor, calibrated1 to be (1.02)2

1.05

θ is the reference value share of electric energy (set equal to 5%)

ρ is the electric energy substitution parameter (set equal to -1)

ρT is the intertemporal substitution parameter (set equal to -1)

1This is consistent with a baseline growth rate of 2% in the consumption index, an
interest rate of 5%, and an intertemporal substitution parameter of -1 (see below).
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Xjt is the electricity supply from technology j in year t, j ∈ {def,chl,adv}
Xj is initial production of electricity from technology j, j ∈ {def,chl,adv}
Xjt are bounds on electricity production for technology j, j ∈ {def,chl,adv}

pt is the present-value price of period t goods,2 equal to
¡
1
1.05

¢t
ECt equals electric energy costs in year t

M̄ is the (fixed) present value of income which may be used on electricity
or other consumption3

cjt is the unit cost of electricity from technology j in year t

cj is the static (constant) cost coefficient for technology j

cj is the initial learning cost coefficient

Yjt is the accumulated experience (measured in aggregated production) for
technology j in year t

Y j is the initial accumulated experience for technology j

γj is the learning exponent for technology j

δ is the maximum decline rate per annum which ensures technologies are not
replaced too rapidly (δ = 0.03).

� is the maximum expansion rate which ensures that new technologies are
not introduced too rapidly (� = 0.15)4

β is the introduction limit which specify how much a new technology can
produce the first year of production. The value of β is chosen to ensure
that a new technology cannot supply more than 1% of the market
during the first decade in which it is introduced.

2As mentioned in the former footnote, the interset rate is set to 5% p.a.
3M is calibrated so that the value of non-electric and electric consumption is 20 times

the value of electricity sales (i.e., electricity represents 5% of GDP).
4This implies that a new technology may not expand by more than a factor of four

during any decade ((1+0.15)10 ≈ 4).
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Table 1: Technology Parameters
def chl adv

Static cost coefficient, cj $ per 1000 kWh 40 30 30
Initial learning cost coefficients, cj, $ per 1000 kWh 0 50 10
Initial accumulated experience, Y j, trillion kWh ∞ 1 1
Learning exponent, γj n.a. -.2 -.2
First Year in which the technology is available 2000 2000 2050

The parameter values are mainly illustrative, but still representative for
computable equilibrium models. The values of δ, � and β are taken from
Manne and Barreto (2002). Introducing these parameters, i.e., limits on
expansion and decline of technologies, implies that bang-bang solutions are
avoided, and gives a more realistic transition process.
Technology cost and learning parameters, shown in Table 1, are also from

Manne and Barreto (2002).5 Note that the initial unit cost (the sum of the
static cost coefficient and the initial learning cost coefficient) of the existing
carbon-free technology (chl) is twice as high as the fossil fuel based unit
cost (def). The advanced technology, however, is assumed to be as cheap
as fossil fuels, but not available before 2050. Both carbon-free technologies
are assumed to have a learning potential that eventually can bring their unit
costs to 25% below the fossil fuel based unit cost.6 These assumptions are
of course most uncertain, and the effects of other assumptions will be tested
below. Note that the LBDmechanism in the model is in line with the learning
curve literature (IEA, 2000), except that we assume a lower bound for the
unit costs. The parameter choice for the learning exponent γj implies that
there is a learning rate of 8 per cent initially for the chl technology (i.e.,
per doubling of accumulated production), but gradually lower when the unit
costs fall. This rate is in the lower bound of the estimates from the literature.
The model gives a simple representation of the macro economy, with an

5There is no uncertainty in this model. Hoel (1978) presents a model where there is no
uncertainty about the time when a backstop technology becomes available (T), but there
is uncertainty about the cost of producing the substitute. He concludes that in this case,
risk aversion tends to reduce the socially optimal extraction of fossil fuels and increase
the competetive extraction before T. This may be an additional argument for taxing fossil
fuels, or for subsidising the alternatives.

6It may seem odd that initial experience of adv in Table 1 is positive as long as it
becomes available not until 2050. The reason is that in order to have a finite learning
effect, we must have Y j > 0.
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exogenous growth rate of 2% p.a. Consequently, in this Ramsey type of
model, both E and C and the consumption index will converge to a steady
state growth of 2% p.a.7 Moreover, when a carbon constraint is introduced,
we only consider the effects on electricity consumption. As we focus on the
electricity market, possible effects on income through production changes
are not considered here. Changes in electricity consumption affect welfare or
utility though, and the intertemporal budget constraint allows consumption
units to be transferred between time periods. Even if we have a simple rep-
resentation of the macro economy, the welfare function is useful to evaluate
different climate policies, see below.
Carbon dioxide emissions in the model are associated with electricity

production from def. Setting G0 = 0, we trace cumulative emissions (G)
through the 200 year horizon using the equation:

Gt+1 = Gt +
X
j

κjXjt (9)

in which κj is the carbon emissions per unit of electricity production by
technology j (κj = 0 for j ∈ {chl,adv}).8 Thus, for simplicity we disregard
the depreciation of carbon in the atmosphere.
A carbon emission constraint is represented by a constraint on cumulative

emissions through the horizon. The constraint is set at about 60 per cent of
the baseline level of cumulative emission over the time horizon:

Gt ≤ G ∀t ∈ {0, 200} (10)

The model is formulated and solved in GAMS9 as a mixed complementar-
ity problem10, see, e.g., Lau et al. (2002). That is, the problem is associated
with a set of Karush-Kuhn-Tucker (KKT) conditions defined in terms of the

7Note that the consumption index is homogenous in degree 1 in E and C.
8We assume that the carbon emission coefficient is constant over time.
9See http://www.gams.com/
10In theory, the model can be solved equivalently as a nonlinear optimization problem

or as a mixed complementarity problem. In practice, we find that the non-convexities
associated with learning by doing can pose substantial problems for both nonlinear op-
timization and complementarity solvers. We have found that the model presented here
can be readily solved using a recently relased version of CONOPT called CONOPT3 (see
http://www.gams.com/docs/conopt3.pdf). After having computed a first-best equilib-
rium in an optimization format, we can then solve various associated complementarity
models using PATH (see http://www.gams.com/dd/docs/solvers/path.pdf).
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shadow prices on equations (3) to (10). The complementarity formulation
is particularly interesting because it permits us to explore alternative as-
sumptions regarding the economic incentives for individual firms, which may
or may not be faced with the optimal shadow prices. We can, for exam-
ple, assume that the economic rents associated with experience may not be
captured by the innovating firm, and look at optimal or second best inno-
vation subsidies. Thus, we specify and examine the first order condition for
Xjt, which is derived from the Lagrangian associated with the maximization
problem in (1) to (10):

cjtptλ+ κjτ t+1 + πjt +
µjt+1
1 + δ

= pEt + rjt+1 + (1 + �)πjt+1 + µjt (11)

This equation introduces the following dual variables:

λ is the shadow price on the budget constraint (4).

τ t is the shadow price on equation (9), i.e., the present value of a unit of
carbon emissions in year t.

πjt is the shadow price on theXjt expansion constraint, the second inequality
in (8)

µjt is the shadow price on the Xjt contraction constraint, the first inequality
in (8)

pEt is the price of energy, i.e., the shadow price on (3)

rjt is the value of technology j experience in year t, the shadow price on (7)

The left hand side of (11) represents the social costs of producing one unit
of the specific energy technology, whereas the right hand side represents the
social benefits. The first term on the left hand side is simply the direct cost
of production, while the cost of carbon emissions is the second term. Given
that the aggregate emissions constraint relates to emissions in all periods,
the present value of a unit of carbon remains constant through the model
horizon, so the future price of carbon increases with the interest rate. The
third term represents the cost associated with expanding capacity, whereas
the last term of the left hand side represents the cost associated with future
decline limits. That is, if we produce more today, then the constraint on the
decline rate will be more restrictive in the following period.

10



Turning to the right hand side of (11), the first term represents the rev-
enues associated with electricity sales, or the marginal (money-metric) utility.
The second term represents the returns associated with increased experience
in the subsequent period, i.e., the value of learning-by-doing, while the third
term on the right hand side is the counterpart of the corresponding term on
the left hand side. That is, expanding capacity in the current period loosens
the expansion constraint in the next period. In the same way, the final term
reflects that higher production helps to satisfy the contraction constraint for
this technology in the current period.

3 No Governmental Intervention

Several of the costs and benefits shown in (11) are or may be external to
the individual energy producing firm. One obvious external cost is the cost
of carbon emissions. Moreover, increased knowledge from accumulation of
experience may occur both within the firm and through spillover effects from
other firms. Finally, the constraints on expansion and decline of a technol-
ogy could in principle be either private or public (or both). For instance,
increasing the production of a new technology could be constrained by the
capacity of skilled labour or capital in the individual firm, but it could also
be constrained by the lack of infrastructure in the economy. In the remainder
of this paper we assume that the technology constraints in equation (11) are
internal to the firm, and look at different assumptions about spillover effects
of learning, i.e., internal or external. Thus, with no governmental interven-
tion, the first order condition for a firm is given by the following equation,
where kj is a parameter between 0 and 1.

cjtptλ+ πjt +
µjt+1
1 + δ

= pEt + kjrjt+1 + (1 + �)πjt+1 + µjt (12)

Let us first consider the case where kj = 1, i.e., learning-by-doing is
occurring within the firm. An alternative interpretation could be that all
spillover effects are internalized by proper subsidies, see below. Then, only
the shadow cost of carbon is not internalized. In this case, we find from the
numerical simulations that the chl technology is not used at all and def is
gradually replaced by adv beginning in 2050. It enters the market with a
unit cost of 40, and with learning, the cost is reduced to around 32 by the
year 2100.
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Figure 1 shows the associated time path of electricity production in this
baseline equilibrium. Note that the paths are adjusted for economic growth.
Electricity prices are constant over the period 2000 to 2075. Thereafter,
for a 10 year period electricity prices rise and demand contracts. During
this period adv enters the market at the maximum rate of 15% per year,
and def contracts at the maximum rate of 3% per year. The reduction in
def production at higher electricity prices is due to the maximum decline
rate, which puts a shadow cost on def production. From 2084, electricity
prices begin to fall and demand increases, approaching the long-run (growth
adjusted) steady-state level, which is about 10% higher than before 2075.

4 Optimal Policy with a Climate Restriction

We now turn to the case where the carbon constraint in equation (10) is
properly internalized by, e.g., a carbon tax. We first consider the case where
kj = 1, i.e., all learning effects are internalized. Figures 2 and 3 illustrate
the evolution of energy costs and energy production (adjusted for economic
growth) when the economy faces the intertemporal carbon constraint. Due
to the carbon tax, see (11), the social costs of def production increases.
However, as seen from Figure 8 below, the size of this carbon tax is very
small initially, so even if def production decreases in all periods, the effect
is almost insignificant for the three first decades. Yet, the producers of the
chl technology find it profitable to enter the market around 2030 in this
policy scenario. The carbon tax increases the price of energy, and future
learning effects are also taken into account, see (11). Over the subsequent 40
years the unit cost of chl production falls from 80 to 45. As production of
the adv technology is at its maximum (given the expansion constraint) in
the baseline path until 2090, it is unchanged when the carbon constraint is
imposed. Thus, the constraint only affects chl and def production.
To further understand the development of energy supply displayed in Fig-

ure 3, we would like to study the shadow prices in (11), starting with the
value of learning. Assume that knowledge is a public good, i.e., kj = 0 in
equation (12). This implies that experience with a particular technology,
while valuable, does not provide any return to the firm generating the ex-
perience. Once one firm produces electricity, the lessons learned are freely
shared among all firms.
The optimality condition for a firm in sector j at time t may then be
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written in the following way (note that we maintain the shadow price of
carbon since we assume full internalization of this externality):

Cjtptλ+ κjτ t+1 + πjt +
µjt+1
1 + δ

= pEt (1 + sjt) + (1 + �)πjt+1 + µjt (13)

Instead of the shadow price of learning-by-doing, rjt+1, which is equal
to zero for the individual firm in this case, we have introduced a subsidy
rate sjt proportional to the electricity price.11 The reasoning for adding sjt
when rjt+1 is dropped from the equation, is that if knowledge is a pure public
good, then innovation presents a market imperfection justifying government
intervention.
If the marginal cost of public funds were unity, then the Samuelson con-

dition would define the optimal output subsidy as:

sjt =
rjt+1
pEt

(14)

It is straightforward to see that we now get the same condition in equation
(13) as in (11), and the optimal policy scenario is achieved. As discussed in
the introduction, an interesting question is how the optimal subsidy rate
should evolve over time for the two technologies chl and adv. It is easy to
show that the discounted shadow price of experience must fall over time as
long as production is positive (since we assume no depreciation of experience).
From Figure 4, we see that even the optimal subsidy rate is generally falling
over time in the climate scenario, with both subsidy rates approaching zero
with approximately exponential decay.12 Thus, in our model, the greatest
return to learning, and therefore the highest optimal subsidy, occurs when a
technology is first introduced. As experience is accumulated, the return to
subsequent increases in knowledge declines.
With reference to (13), we can compare the relative magnitude of direct

costs and benefits, innovation spillovers and the shadow prices of expansion
and contraction constraints. This comparison is provided for the chl tech-
nology in Figure 5, where we have displayed the future costs and benefits of
current production from respectively learning (rt+1), expansion ((1+�)πjt+1)

11There is no particular reason for applying a proportional rather than a specific subsidy
other than ease of communicating results. When sjt is defined as a proportional rate, the
subsidy can be interpreted as a fraction of the output price in that period.
12The common decay rate for schlt and sadvt is attributable to the learning exponent,

γj , which is assumed to be identical and equal to -0.2 for both chl and adv.
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and contraction (−µjt+1
1+δ

), all measured in relative terms compared to the
market price of electricity (pEt ) (cf. equation (11)). During the initial pe-
riod of introduction, the expansion constraint introduces a wedge between
the cost of technology inputs and the value of market outputs (including the
learning premium), and the shadow price peaks at 250% of the electricity
price in 2040. In this period the chl energy is produced mainly to prepare
for a higher chl production from about 2055. This means that chl is pro-
duced with sustained annual deficits for about 25 years in order to build up
sufficient capacity for future production. From around 2085 the sector again
operates at a competitive disadvantage, now with the adv technology.
The optimal choice of policy described here depends of course substan-

tially on the future development and introduction of carbon-free technolo-
gies. It is therefore interesting to examine how the baseline scenario and
the climate policy scenario change when we alter assumptions about costs,
learning potential and the introduction year of these technologies. First, we
have tested the effects of introducing the adv technology respectively earlier
or later in this century. If the introduction of adv is delayed until 2080, chl
is actually adopted from the same year as in the original policy scenario, i.e.
2028. However, the utilization of chl is of course prolonged and peaks about
20 years later. It is also worth noting that the subsidy rate of chl has the
same size and profile as in the original scenario, at least until about 2065. On
the other hand, if adv becomes available already in 2030, chl technology
no longer has a role in the policy scenario. This is not surprising as it does
not appear before 2028 in the original climate policy scenario. Simulations
indicate that with the chosen cost assumptions, the chl needs about 10 years
from the optimal introduction year until adv becomes available - otherwise
it is optimal to wait for the latter technology.
The initial cost and learning potential of adv is clearly equally uncertain.

In the scenarios above, we have assumed that this technology is as cheap as
fossil fuels when it becomes available. If we increase the initial unit cost by
25 per cent, i.e., to $50 per 1000 kWh, and increase the learning potential
correspondingly (so that the static cost coefficient is the same, see Table
1), we get almost the same effects both in the baseline and in the policy
scenario. On the other hand, if the adv unit cost starts at $55, it is no
longer cost effective to introduce this technology in the baseline scenario,
even though the long term energy costs would be significantly reduced. This
is due to discounting, which means that moving down the learning curve
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is too expensive compared to the discounted benefits. When we introduce
the climate restriction, however, we get more or less the same scenario as
before (see Figure 3) - adv still has an advantage compared to chl. This
is changed if we are more pessimistic about the learning potential for adv,
i.e., assume a lower bound of $40 for adv compared to $30 for chl. Even
if we assume low startup costs of adv ($50), implying that chl is slightly
more expensive when the former is introduced in 2050, it is now optimal to
go for the latter technology. In this case, the chl technology has about the
same pattern as in Figure 3 until 2070, and about the same pattern as adv
in Figure 3 from around 2090. If adv becomes available in 2040 instead of
2050, however, this technology is the preferred one, even though it has lower
learning potential. In this case the chl technology is too expensive when
adv comes into the market, and the discounted learning potential is lower
than the costs of moving further down the learning curve. This illustrates
that in the long term, it is optimal to choose just one technology within our
model framework - the challenge is to choose the right one (cf. Section 6
below). Moreover, in the all these cases, as long as it is optimal to apply the
chl technology, the optimal subsidy rate has about the same size and profile
as depicted in Figure 4.
It seems that changing the assumptions about the adv technology does

not alter the optimal subsidy rate for the chl technology, except when it is
optimal not to use chl at all. One reason is that when chl is adopted, it
is optimal to maximize its utilization for a couple of decades or so after it
is introduced (due to the expansion constraint). The benefits from learning
are, therefore, equal across the scenarios as long as the chl assumptions are
not altered. Moreover, for the chosen climate restriction, it is optimal to
wait until about 2030 before carbon-free technologies are taken into use - the
prospects of adv compared to chl then decide the allocation between these
two technologies hereafter.
If we are more pessimistic about the prospects for the chl technology,

the optimal subsidy rate falls. For instance, if we increase the lower bound
of its unit cost from $30 to $50, the initial subsidy rate decreases by about
40 per cent and falls slightly more rapidly over time. If we rather decrease
the learning exponent from -0.2 to -0.1 (corresponding to an initial learning
rate of 4 per cent), we get the same reduction in the initial subsidy rate,
but now it falls slightly less rapidly over time. In both these cases the chl
technology is delayed by 5 years compared to the original policy scenario.
There are different views on how much CO2 emissions should be reduced,
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and in a cost-benefit analysis, the prospects for carbon-free technologies are
an important factor. Within our model framework, tightening the cumulative
CO2 limit by 20 per cent implies that the chl technology is adopted 10 years
earlier. Still, the subsidy rate profile is the same as before (adjusting for the
10 years), at least for the first three decades.
To sum up the discussion of optimal policy, it is fair to conclude that the

optimal subsidy rate for chl should be falling over time, from a peak level
the first five years or so after it is adopted. Moreover, the time profile of
the subsidy rate is determined almost solely by the learning prospects of this
technology. Expectations about the adv technology, as well as the tightness
of the climate restriction, determine whether or not chl should be used at
all, and to some degree when it should be introduced into the market. The
optimal carbon tax, on the other hand, always increases by the interest rate
(cf. Section 2). Moreover, the level is almost unaffected by the prospects of
the adv technology, as long as the chl technology has the assumed learning
potential. However, if both chl and adv has less learning potential (i.e.,
$40 as their static unit cost), the optimal carbon tax doubles. Alternatively,
tightening the climate restriction by 20 per cent increases the optimal carbon
tax by 50 per cent.

5 Second-Best Policy Scenarios

The discussion in the preceding section suggests that implementation of the
optimal policy involves a substantial degree of foresight. Anticipating the
carbon emissions constraint and the introduction of adv, chl enters the
market in 2030 and loses money for two decades before breaking even. Fur-
thermore, the government pays a substantial subsidy to these firms, at rates
which initially exceed 50% of the energy price and thereafter decline as the
shadow price of learning is reduced. The perfect foresight assumption is a bit
difficult to believe given the magnitude of the transfers and the time frame.
We might, therefore, look at alternative policies, which involve a lesser degree
of clairvoyance of firms and government.13

For simplicity we restrict our consideration to subsidy policies in which
a constant rate of subsidy is paid only to chl, beginning in the first year

13It seems difficult to evaluate the merits of energy-sector R&D programs, even from an
ex-post perspective — see the National Research Council Survey on U.S. Energy Efficiency
Programs, http://usinfo.state.gov/topical/global/energy/01071801.htm.
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of the model and extending 10 years following the entry of the advanced
technology into the market.14 Although a constant subsidy rate seems to be
contrary to an optimal and falling rate, this might be more feasible from a
policy point of view. We will then use the model to see how much society
loses from such suboptimal programs, as compared with the more complex
optimal policy involving a time-varying subsidy rate. In all scenarios, the
constraint on cumulative carbon emissions is attained by an optimal carbon
tax path.
We have simulated four alternative subsidy programs in addition to the

optimal program; flat subsidy payments of 0%, 10%, 20% and 30%, beginning
in 2000 and continuing until 2060. Figure 6 displays the impacts on the
consumption index associated with each of these policies compared with no
climate policy, i.e., percentage changes in intra-period utility u(Et, Nt), see
equation (2). We observe that different subsidy payments have very different
impacts on the cost of adjustment at various time periods. The greatest
impacts occur around 2050-60, when def is being gradually replaced by
chl, cf. Figure 3. The contraction constraint implies that def intensifies its
downturn more than it would do without this constraint, leading to reduced
total energy supply. From 2055 to 2060 the optimal policy brings about a
0.6% decrease in utility, compared to 1.2% in the case of no subsidies on chl.
This is quite significant, inasmuch as the carbon restriction only affects the
electricity sector, which accounts for 5% of the GDP (see Section 2). Higher
rates of chl subsidy produce monotonically smaller utility impacts in 2060
at the expense of increased near-term losses.
Utility losses occur as a result of increasing electricity prices. In Figure 7,

we see that under an optimal policy, electricity prices increase by nearly 30%
in the years before 2060. In the absence of innovation subsidies, the increase
in electricity prices doubles to nearly 60%.
Figure 8 presents optimal carbon tax rates for the five scenarios considered

in the previous figures. As expected, the size of the tax is small initially
compared to the price of electricity. Moreover, the carbon tax is higher, the
lower the subsidy is, as both policy instruments are means to reduce carbon
emissions.
The intertemporal utility function (1) is used to evaluate trade-offs be-

tween near and long term consumption losses. Figure 9 illustrates the impacts

14We assume that corrective subsidy payments to adv will be made at the optimal rate
from 2050 onwards, see however the discussion in Section 6.
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of uniform subsidies ranging from 0 to 30%, combined with optimal carbon
taxes. It also shows the costs of the optimal policy package. It should be
noted that all welfare effects of the different policy scenarios are quite small.
There are two main reasons for this. First, as mentioned above, the climate
restriction only affects one sector constituting 5% of the economy. Second,
the climate restriction is not too difficult to deal with, given the prospects of
new technologies. Most effects are occurring in the middle of the century (cf.
Figures 6 and 7), which means that the discounted impacts are small. Nev-
ertheless, the figure shows that the social loss of choosing uniform subsidies
(compared to the optimal subsidy) may be very low, and the lowest cost is for
a uniform subsidy of 18% in our simulations. In fact, even omitting the chl
subsidy completely does not increase the costs by more than 5-6 per cent.
This assumes however that the adv technology is adopted in an optimal way.
The reason for the low impacts of choosing a uniform subsidy is that there
are introductory constraints for a new technology, which means that even
if we have very high subsidies when a new technology is first introduced, it
may not have a very high impact on the production. In our simulations, the
size of the subsidy has quite high impacts on chl production from around
2050, where the optimal subsidy is just above 20 %. Thus, the efficiency
costs of simpler policy rules may not be too high if there are introducton or
expansion constraints for a new technology.
What are the impacts of delaying action, e.g., due to political inertia?

In Figures 8 and 9 we also show the impacts of a scenario with no action
before 2030 and optimal policy thereafter. As seen from Figure 8 (scenario
entitled ’Delay’), the carbon tax is slightly increased from 2030 compared
to the optimal policy case. However, the subsidy rate is the same as in the
optimal policy case from this year on. Moreover, from Figure 9 we observe
that the social loss of this policy is even smaller than choosing the second-best
uniform subsidy. If we only delay the carbon tax until 2030, and introduce
uniform subsidies as before, we see from Figure 9 that the efficiency cost of
this delay (i.e., the difference between the two U-shaped curves) is even more
insignificant. The reason is that the optimal carbon tax starts up at low levels
and rises over time with the interest rate. These results would of course be
altered if we changed the assumptions about the learning potential for the
carbon-free technologies, or the climate restriction. Nevertheless, simulations
indicate that delaying the technology subsidy, as compared to the optimal
introduction year, is more costly than delaying the carbon tax (note that
the carbon tax is delayed for 30 years while the subsidy is delayed for only 2
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years). The reason is that the effects of delaying the carbon tax is small as
it does not matter when carbon emissions are reduced as long as we have an
accumulated carbon constraint. On the other side, delaying the subsidy has
impacts on future costs. If a subsidy to chl is delayed too long, the benefits
of this technology will be lost.

6 Technology lock-in: Picking the right win-
ner

So far we have only looked at suboptimal policy towards the chl technology.
However, it is just as reasonable to assume that new technologies like adv,
may have problems getting governmental support. As mentioned in the in-
troduction, we showed in an earlier paper (Kverndokk et al., 2004) that
subsidies to an existing technology could hinder new and potentially better
technologies, if spillovers from the latter technologies are not rewarded. Thus,
”correct” subsidy on an existing technology could in fact lead to ”picking the
wrong winner”.15 Since the analysis in Kverndokk et al. (2004) was made
within a static framework, it is interesting to examine the same question
within our present, dynamic framework. Thus, in this section we assume
that all learning effects for adv are external to the individual firm, in line
with the preceding treatment of chl.
With the main assumptions presented in Table 1, the adv technology

does not need any subsidy to enter the market, even in the baseline scenario.
Thus, we would like to examine alternative scenarios with higher initial costs,
but large learning potential. If we simply increase the unit cost of adv by
25 per cent, i.e., to $50 per 1000 kWh, we know from Section 4 that adv will
enter both in the baseline and the policy scenario, given optimal subsidies.
If such subsidies are not provided, the advanced technology never enters in
these two scenarios, and we get a lock-in of the ”wrong” technology in the
long run (def in baseline and chl in the policy scenario). However, the costs
of this lock-in is not big - intertemporal welfare is reduced by only 0.04% in
both cases. There are two main reasons for this. First, a discount rate of
5 per cent combined with late entrance of this technology means that the

15In a pioneering paper, David (1985) discusses a related problem with respect to the
design of keyboard for typewriters, whereas Grübler et al. (1999) discuss whether support
of carbon-free technologies can prevent a fossil fuel technological lock-in over this century.
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intertemporal benefits of adv are not large. Second, even chl has a large
learning potential in the long run - both carbon-free technologies have $30
per 1000 kWh as their lower bounds. Moreover, if we avoid subsidies to the
chl technology in fear of lock-in, the social losses are equally high (0.04%),
even if subsidies to adv are optimally chosen. In this case chl actually
enters 10 years later than in the main policy scenario.
If we are less optimistic about the chl technology, and more optimistic

about the adv technology, the importance of lock-in increases. For instance,
assume that the lower bound of chl’s unit cost is $40 instead of $30. More-
over, assume that the initial unit cost of adv increases to $60, with $20 as
its lower bound, and that it is introduced in 2030. Finally, assume that the
climate restriction is tightened by 20 per cent. In this case it is optimal to
wait for the adv technology, i.e., let chl remain unused even in the policy
scenario. However, if subsidies are only provided for the latter technology,
which exists from the beginning, the learning effects for the former technology
is not rewarded. Then the chl technology is introduced in 2021 in the policy
scenario, whereas adv never enters the market. The intertemporal welfare
loss of not subsidizing adv is now 0.33%, which is not insignificant as long
as electricity only constitutes 5 per cent of GDP, and most of the impact
is highly discounted. If no subsidies are given to neither of the carbon-free
technologies, the carbon tax still makes adv profitable from 2030, and we
get more or less the same outcome as in the optimal scenario. Thus, in this
situation no subsidies are clearly better than subsidies only to the existing
technology. To sum up, if we are optimistic about a future non-polluting
energy technology, including the time of arrivel, and the tighter the carbon
constraint is, the higher may the cost of lock-in of an existing technology
be. No subsidy to an existing technology may in such cases be better than
implementing a subsidy.

7 Conclusions

In this paper, we have studyed timing and the optimal choice of policy in-
struments to reach a cumulative carbon emissions goal. The discussion of
timing has so far been concentrated to carbon taxes and emissions abate-
ment. However, timing is also relevant for an energy technology subsidy
if there are positive spillover effects. Within a deterministic framework, we
have examined how the optimal combination of carbon taxes and a subsidy to
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an existing carbon-free energy technology should be. Since the optimal com-
bination over time requires a substantial degree of foresight, it is also inter-
esting to find the efficiency costs of simpler policy rules, i.e., with a different
timing of policy instruments. These problems are studied within a simple dy-
namic equilibriummodel based on Manne and Barreto (2002), which explores
the economic cost of carbon abatement in a model with learning-by-doing.
The model specifies three energy technologies, one existing fossil technology
(def), and two non-fossil technologies where one is already available (chl),
while the last one becomes available in the future (adv). This is meant to
illustrate a sequence of technologies that will arrive at different times, where
new technologies have some advantages compared to those already existing.
The greatest return to learning and, therefore, the highest optimal sub-

sidy, occurs when a technology is first being applied, but it falls significantly
over the next decades. Changing the assumptions about the timing or costs
of the advanced technology, does not seem to alter this conclusion, as long as
it is optimal to apply the chl technology. The subsidy rate is lower, however,
if the learning potential of the latter technology is less than assumed, but
it still falls significantly over time. The subsidy, combined with an optimal
carbon tax, has a big impact on the energy prices and, therefore, on the cost
of adjustment in the transition period when the chl technology takes over
the market from the fossil fuel industry.
The costs of an optimal policy are clearly lower than the costs of uniform

subsidies over time. However, the efficiency costs of simpler policy rules
may not be too high if there are introducton or expansion constraints for a
new technology, as the highest optimal subsidy occurs when the technology
is first introduced. Moreover, there seems to be small efficiency costs by
delaying the carbon tax by a few decades. The reason is that it is cost
effective to delay most of the abatement until the second half of the century,
partly because of discounting and partly because carbon-free technologies are
assumed to play an important role in the future. This could change if we were
less optimistic about our window of opportunity. Delaying the technology
subsidy may be somewhat more costly than delaying the carbon tax, as
delaying the introductory year of a new technology has dynamic impacts,
i.e., it affects future capacity and costs as well.
Finally, we have investigated the risk of technology lock-in, which might

occur if only existing technologies are supported. In an example where the
learning potential is much higher for the advanced technology, the costs of
”picking the wrong winner” could be substantial. Supporting no technology
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would in fact be preferable to supporting only the existing one. Yet, in other
cases we showed that avoiding subsidies on existing technologies, e.g., in
fear of technology lock-in, could be more expensive than not supporting the
advanced one. In conclusion, it is difficult to give a general advise regarding
technology subsidies - picking the right winner is complicated. What we can
recommend is for policy makers to acquire information about not only costs,
but learning potential of existing technologies, and realistic prospects of new,
advanced technologies including the time of introduction.
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Figure 1: Baseline Energy Supply. Per cent of total supply in 
baseyear (adjusted for economic growth) 
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Figure 2: Cost Coefficients Under Optimal Abatement  
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Figure 3: Energy Supply with Optimal Abatement. Per cent of 
total supply in baseyear (adjusted for economic growth) 
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Figure 4: Learning Premia 
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Figure 5: Intertemporal Shadow Prices for CHL  
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Figure 6: Consumption Impacts 
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Figure 7: Energy Price Impacts 
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Figure 8: Carbon Tax Rates 
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Figure 9: Economic Cost of Alternative Programs 
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