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Philipp an de Meulen, Martin Micheli, and Torsten Schmidt1

Forecasting House Prices in Germany

Abstract
In the academic debate there is a broad consensus that house price fl uctuations have 
a substantial impact on fi nancial stability and real economic activity. Therefore, it is 
important to have timely information on actual and expected house price developments. 
The aim of this paper is to measure the latest price movements in diff erent real estate 
markets in Germany and forecast near-term price developments. Therefore we construct 
hedonic house price indices based on real estate advertisements on the internet 
platform ImmobilienScout24. Then, starting with a naive AR(p) model as a benchmark, 
we investigate whether VAR and ARDL models using additional macroeconomic 
information can improve the forecasting performance as measured by the mean 
squared forecast error (MSFE). While these models reduce the forecast error only 
slightly, forecast combination approaches enhance the predictive power considerably.

JEL Classifi cation: C43, C53, R31
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1 Introduction

While real estate prices in Germany hardly moved during the recent financial

crisis they started to increase markedly in 2010. The robust economic recov-

ery, the expected expansionary monetary policy, and households’ increasing

desire for tangible assets and secure investment are potential reasons for this

increase and might put ongoing upward pressure on real estate prices in the

near future. If such real estate price increases accelerate, this may bear

macroeconomic risks. The recent financial crisis has painfully demonstrated

the effects of real estate price volatility on real economic activity. After a

decade of increasing property prices in the US, housing prices began to de-

cline sharply in 2007. As known to date, this led to tremendous deterioration

of financial institutions’ balance sheets, and triggered the subsequent finan-

cial crisis. In Germany, residential homes related mortgage debt outstanding

was about 40% of Germany’s GDP in 2009 (Financial Stability Board 2011).

Hence, even small real estate price losses could increase stress in the financial

sector which might trigger a credit crunch and push the economy into reces-

sion. Therefore, it is important to monitor real estate prices timely and to

accurately predict future developments. It is the aim of this paper to perform

these tasks, focusing on the German real estate market.

To shed some light onto the real estate market in Germany, we proceed in

two steps. Based on a new dataset provided by the internet platform Immo-

bilienScout24, we construct house price indices for four different subsegments

of the housing market, new as well as existing homes and apartments. Then,

we use additional data and different techniques to forecast house price devel-

opments in the respective market segments over the period of six month.

The underlying dataset for constructing the house price indices contains offer

prices and detailed information about the characteristics of the properties.1

Since properties can only be considered as incomplete substitutes we have

to take into account their heterogeneity in terms of e.g. quality, age and

1The use of offer prices has the advantage that they are available from the beginning
of the buying process which often takes several months. These prices provide timely
information about the housing market. However, the drawback is that offer and transaction
prices differ and that this difference may vary over time.
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location in order to construct an unbiased house price index. To calculate

a quality adjusted price change, one has to rule out the effect of changing

qualitative differences on the house price index. We account for that by us-

ing an hedonic regression approach, based on the seminal works by Lancaster

(1966) and Rosen (1974).

While there do already exist several hedonic house price indices for German

real estate markets – e.g. the HPX-hedonic of the Hypoport AG (Dübel

and Iden 2008) and the vdp-Index published by The Association of German

Pfandbrief Banks (vdp) (Hofer 2008) as well as the index constructed by

Deutsche Bundesbank (Deutsche Bundesbank 2011), based on data provided

by the BulwienGesa AG on 125 German cities – these indices often suffer from

a low time frequency, substantial data delays, a lack of necessary informa-

tion on property price determining characteristics or potential revisions. In

turn, house price data provided by the internet platform ImmobilienScout24

provides us with a large amount of information both on house prices and

property characteristics. Moreover, the data is available without any appre-

ciable time lag, and the large number of observations allows us to construct

an adjacent hedonic house price index on a monthly basis, which is not sub-

ject to index revisions. Hence, using the data of ImmobilienScout24, timely

information about price movements in the housing sector is available. To

attain information on future real estate prices we forecast the development

of these indices.

Our selection of an appropriate forecasting approach is guided by the exist-

ing literature on house price forecasting and by data limitations. Forecasting

house prices has gained renewed attention in empirical studies because of the

recent collapse of house prices in the US. Almost all modern forecasting tech-

niques, like ARIMA, ARDL, VAR, VECM, Bayesian VAR, Bayesian factor

augmented VAR, DSGE and model combination approaches, have been used

(Chen and Yu 2010; Gattini and Hiebert 2010; Gupta et al. 2009; Larson

2010; Rapach and Strauss 2007). Since only subgroups of models have been

tested in a coherent framework so far, no model appears to be clearly superior

to others. However, at least two lessons can be learned from these studies.

Firstly, using additional economic variables improves the forecasting perfor-
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mance of an autoregressive model. Secondly, Gupta et al. (2009) find that

a BVAR with ten variables outperforms BVARS with 120 variables. These

authors draw the conclusion that only a few fundamental variables are im-

portant for house price developments. In our forecasting exercise the model

selection is restricted by the fact that house price data is only available since

2007. Because of these relatively short time-series, we decided to start our

forecasting exercise with ARDL and VAR models as well as forecast combi-

nations using a relatively small number of additional economic variables.

The outline of the paper is as follows: In the next section we describe the

dataset and outline the construction of the house price indices based on he-

donic price functions. In section 3 we present our forecasting models and

compare the results of the different forecasting techniques. Section 4 con-

cludes.

2 Index Construction

2.1 The hedonic regression approach

In general, hedonic price indices base on the notion that a good’s value is

determined by its observable characteristics expressed by the hedonic price

function (Lancaster 1966; Rosen 1974; Triplett 2004; Maurer et al. 2004).

By regressing house prices on the respective houses’ characteristics, we can

decompose property prices into different price determining components, with

the estimated coefficients measuring the marginal effects of the respective

characteristics on the corresponding house prices. Controlling for these char-

acteristics is essential to make all individual properties comparable. Addi-

tionally, taking into account the heterogeneous attributes of properties, time

fixed effects will be employed to measure the effect of the time the price an-

nouncement was made.2

To take into account that the coefficients may vary over time we slightly

deviate from an de Meulen et al. (2011) and employ a True Adjacent Pe-

2For a detailed discussion on the construction of the employed house price index see
an de Meulen et al. (2011). On the theory of hedonic price indices see Brachinger (2002).
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riods Price Index. Therefore, we split our sample of T periods into T − 1

subsamples, each consisting of 2 adjacent periods. To allow for time-variant

coefficients, the hedonic price function (1) is estimated separately for each

subsample s = 1, 2, . . . , T−1. Hence, we conduct T−1 cross-section analyses.

However, to control for the effect of time in each of these single regressions,

we add a time dummy γs
i which equals zero for property i observed in the re-

spective first period of the subsample and one, otherwise. Such an approach

is referred to as the True Adjacent Periods Price Index (Brachinger 2002).

A representative hedonic price function for the adjacent periods t and t + 1

is given by the following regression equation:

ln psi =
J∑

j=1

βs
jX

s
ji + τ sγs

i +
K∑
k=1

μs
k + εsi . (1)

s refers to the subsample of observations advertised either in period t or

t + 1, where t ∈ T − 1. ln psi denotes the logarithm of the announced price

of property i in periods t or t+ 1. Xs
ji reflects the realization of the j’s price

determining variable of house i offered in periods t or t+1. εsi is a zero-mean

error term. It is possible that a certain property occurs at several points in

time, since an advertiser is likely to continue offering her property until it

is sold. As this might lead to correlation in the error term, the calculation

of standard errors will be based on a robust covariance matrix of the error

term clustered at a regional level. To account for the effect of a property’s

location on its price, we include a set of K regional dummy variables.3 The

regression model further controls for the advertisement duration, since prices

of properties with longer advertisement duration tend to be reduced over

time.

The construction of the house price indices is based on house price data

provided by the internet platform ImmobilienScout24. Our sample consists of

an unbalanced panel of nationwide monthly observations on house prices and

corresponding property characteristics for 58 periods from January 2007 to

October 2011. Data on individual house prices and their respective attributes

3The regional classification coincides with the division of municipalities in Germany.
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are derived from property offers individual advertisers place on the internet.

Summary statistics for all variables are shown in Table 1.

To take into consideration the potential heterogeneity of different housing

market segments, Equation (1) is estimated separately for the four different

real estate categories: for new as well as existing apartments and houses.

The respective samples consist of 1, 228, 071 observations on new houses,

6, 571, 228 observations on existing houses as well as 832, 969 and 6, 450, 082

observations for new and existing apartments, respectively.

2.2 Regressors

The regressions for the four categories are based on different sets of variables.4

For single apartments we include a property’s age, the logarithm of its living

space measured in m2 as well as its number of rooms. Furthermore, the set of

control variables consists of several dummy variables including information

on the availability of a cellar, an escalator, a garden, a balcony as well as

a built-in kitchen. A further dummy variable is included which equals one

if the property is rented and zero otherwise. Last, another set of dummy

variables controls for the property’s category5 and current condition as well

as missing information on properties’ age6.

With the hedonic price function of new and existing homes, we again include

houses’ age, their logarithmic living space and surface area, the number of

rooms, information on the availability of a cellar as well as different dummies

describing the categories and condition7 of offered houses.8 For new homes,

4The regression results for the hedonic price equations are available upon request.
5We divide properties’ categories into high- and low-quality objects, with the latter

being omitted from the regressions, thus chosen as the reference group.
6New apartments are categorized into those being firstly occupied and those objects,

that lack any information on their condition, with the latter being chosen as the reference
group. With existing apartments, we group objects with an overall good and bad condition,
with the former left out from the regression.

7As with apartments, new houses are categorized into those being firstly occupied and
those objects, that lack any information on their condition, with the latter being chosen
as the reference group. Accordingly, existing houses are grouped into those which are in
good and bad condition, with the former left out from the estimation.

8Categorization is done with respect to detached houses, terraced houses and other
types of houses, with terraced houses being omitted from the regressions.
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an additional dummy variable is included, which is equal to one if the house

is still under construction.

2.3 Index Construction

Based on the estimation results of Equation (1) for the four categories, we

calculate the corresponding house price indices. Since property price indices

are to assess the quality adjusted price inflation of the respective property

category over time, we make use of the respective T −1 estimated coefficients

τ s ∀ s = 1, . . . , T −1 to construct the indices. Note that, taking into account

the heterogeneous attributes of properties, τ s measures the effect of time

on the house price level. We refer to the estimated coefficients as τ̂ s. The

antilogarithm of τ̂ s estimates the inflation of the house price level between t

and t + 1, while keeping the quality of houses constant. Accordingly, eτ̂
t+1

estimates the house price inflation between t+1 and t+2. Multiplying eτ̂
t+1

with eτ̂
t

then gives an estimate of the inflation between t and t + 2, which

reflects the index value of period t+2. In general, the index value of a certain

period l ≤ T is then constructed as follows:

l−1∏
k=1

eτ̂
k

.

While τ̂ t is an unbiased estimator of τ t, eτ̂
t

is a biased estimator of the

antilogarithm of τ t. To correct this bias, we add one-half of the variance of

τ̂ t to the estimated coefficient τ̂ t.9 Moreover, to normalize the index series,

we multiply each corrected value by 100, with the initial value of the series

being set to 100. Then, the normalized and corrected index value of a certain

period l ≤ T is constructed by

100 ·
l−1∏
k=1

e(τ̂
k+

1

2
σ̂2

τk
) . (2)

Figure 1 shows the price indices for the four categories of properties, calcu-

lated according to Equation (2). The price indices are in line with already

9See Goldberger (1968), Kennedy (1981), Teekens and Koerts (1972).
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Figure 1: Housing price indices

Jun 07 Jun 08 Jun 09 Jun 10 Jun 11
85

90

95

100

105

110

115

(a) New Houses

Jun 07 Jun 08 Jun 09 Jun 10 Jun 11
85

90

95

100

105

110

115

(b) Existing Houses

Jun 07 Jun 08 Jun 09 Jun 10 Jun 11
85

90

95

100

105

110

115

(c) New Apartments

Jun 07 Jun 08 Jun 09 Jun 10 Jun 11
85

90

95

100

105

110

115

(d) Existing Apartments

existing indices mentioned in Section 1, see e.g. Deutsche Bundesbank (2010).

It can be seen that among the segments of new buildings, the price level did

apparently not suffer from the Great Recession in 2008 and 2009. For new

houses as well as new apartments the price index has steadily increased since

2007. Moreover, in both segments, the price increase even accelerated in

2010. For new houses this did not change until recently, while the price in-

dex of new apartments started to decrease since May 2011. In contrast to new

buildings, price indices for existing apartments and houses decreased between

January 2007 and January 2010 before prices raised during 2010. As with

new buildings, however, price inflation of houses did not continue in 2011

while prices even accelerated slightly for existing apartments. The different

price developments of apartments and houses might be due to a demand shift

in favor of apartments. The ongoing socio-economic trend towards a smaller
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household size on average could be the reason for stronger price increases

of apartments. Whether these developments will last or vanish in the near

future will be subject of Section 3.

3 Forecasting Real Estate Prices

3.1 Forecasting Approach

As a natural starting point, we choose a simple autoregressive (AR) model

as our benchmark to obtain forecasts of the development of the house prices.

We compute the six month ahead forecast (h = 6) recursively, starting with

h = 1, applying the following autoregressive function

yt+h = α0 + α1δjan +

ly∑
j=1

βjyt+h−j + εt+h , (3)

where yt+h is the predicted logarithm of the house price level in t+ h based

on data available until period t, with h = 1, ..., 6. yt+h is explained by its ly

lagged values, where ly is optimally chosen according to the Schwarz Informa-

tion Criterion (SIC). Remarkably, each year in January, indices significantly

increase. We conjecture that this may be due to the fact, that the number of

offers is typically low in December – especially between Christmas and New

Year’s Day – and increases substantially in January. To control for this effect,

we include a dummy variable δjan for the January of each year. Finally, εt+h

denotes the forecast error.

Starting from the AR(ly) model, we control for 26 additional macroeconomic

variables to potentially enhance the forecast accuracy, see Section 3.3. In-

deed, Rapach and Strauss (2007), among others, have shown that accounting

for additional variables improves accuracy of house price forecasts in other

countries. To compute out of sample forecasts, we split the available sample

with T = 58 observations into an in-sample period of I = 36 observations

and an out-of-sample period of length O = 22. With a forecast horizon of

six month, this allows us to evaluate 16 forecasts. We apply two different

econometric models. Firstly, we recursively run ARDL regressions separately
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using one of the 26 additional variables, xi:

yt+h = α0 + α1δjan +

lyi∑
j=1

βjyt+h−j +

lxi∑
j=1

γjxi,t−j+1 + εt+h . (4)

Secondly, we calculate the six month ahead forecasts using vector autore-

gressive (VAR) models. We stick to the same procedure as with ARDL,

estimating a bivariate VAR model for each indicator of the following form:

(
yt+h

xt+h

)
=

(
α1
0

α2
0

)
+

(
α1
1

α2
1

)
· δjan+

lyi∑
j=1

(
θ11j θ12j

θ21j θ22j

)
·

(
yt+h−j

xt+h−j

)
+

(
ε1t+h

ε2t+h

) (5)

Again, lyi denotes the optimal lag length determined according to SIC. This

gives us 26 additional forecasts for each period.

3.2 Forecast Combination

In a next step we combine the information of these various forecasts by pool-

ing them. The literature has shown that forecast combination can enhances

forecast accuracy considerably (Clemen 1989). We use three different types

of combination techniques, similar to Rapach and Strauss (2007). A detailed

discussion on forecast combinations can be found in Timmermann (2006).

Firstly, we employ simple combination approaches such as mean, median,

and trimmed mean of our single variable six month ahead forecasts of the

level of the real estate price levels. To compute the trimmed mean, we drop

the lowest and highest five percent of our computed forecasts. We do this for

both, the ARDL and the VAR forecasts.

Secondly, the forecasts are weighted with the forecast error of previous peri-

ods, see Stock and Watson (2004). We make use of two different weighting

strategies, which represent the two extremes of weighting to previous forecast

errors. We construct the individual forecast’s weight from the previous period
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only. The weights are given by the inverse of the fraction of the respective

individual variable’s mean squared forecast error in the previous period to

the sum of mean squared forecast errors of all forecasts in the previous pe-

riod. In addition, we do not only consider the previous period but compute

the single weights from the forecast errors of all past periods.

Thirdly, we adopt the cluster approach (Aiolfi and Timmermann 2006). The

single variable predictions are clustered into three groups, depending on their

previous period’s forecasting performance. Using only the best cluster, the

forecast is the mean of the single equations’ forecasts.

3.3 Explanatory Variables

As mentioned above, we refer to 26 potential predictors of the German real

estate market. Among the set of variables included, there are 16 sentiment

indicators by the European Commission. These indicators are based on con-

sumer surveys asking for e.g. financial and economic situations of household

as well as planned housing-related purchases and savings.10 These indicators

cover a wide range of economic information households base their consump-

tion decisions on. Due to the fact that in Germany most residential real

estate is owned or commissioned by households it is therefore likely that

these indicators contain information on future house price developments.

In addition, we include three ifo indicators into our forecast models, which

comprise the sentiment of German construction enterprises.11 In contrast

to household survey data covering the demand side, these variables provide

information on the supply side of the German real estate market.

To not bias the house price forecast by the selection of potential predictors,

10In detail, these indicators are: Financial situation, last 12 month; Financial situation,
next 12 month; General economic situation, last 12 month; General economic situation,
next 12 month; Major purchases planned, last 12 month; Major purchases intended, cur-
rently; Price trend assessment, last 12 month; Price trend expectations, next 12 month;
Savings planned, next 12 month; Savings intended, currently; Statement on financial sit-
uation of household; Consumer confidence; Unemployment expectations, next 12 month;
Intention to buy a car within the next 12 month; Purchase or build a home within the
next 12 month; Home improvements over the next 12 month.

11German Business Climate, Construction Industry; German Business Sentiment, Con-
struction Industry; German Business Expectation, Construction Industry.
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the set of sentiment indicators, which refer to private sector expectations, is

complemented by macroeconomic data to have a broad-based and balanced

selection of variables. Among the variables included, we differentiate between

macroeconomic price data, which provides direct information on the housing

price level as well as real construction data and the unemployment rate po-

tentially affecting housing supply and demand, respectively.12

To simulate a real time analysis we only include information that is available

at the 10th of the respective next month.

3.4 Forecasting Results

Table 2 reports the mean squared forecast errors (MSFE) for the benchmark

AR model for all categories. To evaluate the forecasting performance of the

single ARDL and VAR models with one additional variable, we compute the

ratios of the respective models’ MSFE to the MSFE of the AR process. These

figures are reported in Table 2. A ratio smaller than one indicates a forecast-

ing performance superior to the one of the AR process. With respect to the

chosen out-of-sample period, the AR model predicts price developments in

the housing stock accurately: the MSFE is only 0.71 index points. In turn,

price developments of new homes can not be explained that well, reflected

by a MSFE of 4.78 index points.

With regard to additional variables included in the analysis, only few enhance

the forecasting performance substantially and none of them does so for all

segments and all model specifications. However, the expected financial sit-

uation, which enhances forecast accuracy for all VAR specifications and all

specifications in the apartment segments, seems to add relevant information

to the forecasting equation. The forecasting performance can also be im-

proved by including information on planned major purchases and intended

savings as predictors. To test whether additional variables increase the ex-

planatory power significantly, we make use of the modified Diebold-Mariano

test. Table 2 reports the related p-values in squared brackets. Among the

12Consumer price; Consumer price, Housing rent (net); CDAX share price index; Interest
rate of new mortgages; New orders, Construction; Building permits.
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variables included, households’ intended major purchases and savings highly

affect future price developments in the real estate market. On the contrary,

information on households’ past and expected future general economic situ-

ation does not significantly improve the forecast of real estate prices. More-

over, neither the unemployment rate nor households’ assessment of the past

and future general economic situation seems to enhance the forecasting per-

formance.

To improve the forecasting performance, we combine the various forecasts as

described in section 3.2. The results are reported in Table 3. They are in

line with the literature on forecast combination. Simple techniques increase

forecast performance considerably. However, applying more sophisticated

approaches further enhances predictive power. Particularly, those methods

putting weight on the latest available forecast performance are significantly

superior to the AR model. For the cluster approach the AR model is outper-

formed for all specifications. For six out of the eight forecasting approaches,

the performance is significantly superior to the AR model on the 90% signif-

icance level.

4 Conclusions

The aim of this paper is to measure and forecast real estate prices in Ger-

many. As there is no widely accepted real estate price index in Germany

we first construct an index based on a dataset by ImmobilienScout24, Ger-

many’s largest internet platform for real estate prices. We construct true

hedonic price indices for four categories of the housing market. Due to the

extensive dataset, we are able to allow for time variation in the valuation of

objects’ characteristics over time.

Next, we predict the developments of the different price indices within the

next six months. In order to do so, we run out of sample forecasts and

evaluated the forecasts using the MSFE. Our findings suggest that the AR

process can hardly be outperformed by individual models. Out of the 26

potential predictors included, only information on the financial situation of

households, major purchases planned, and intended savings seem to entail
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useful information on future housing prices.

However, the forecasting performance can further be increased using differ-

ent forecast combination approaches. Simple combination approaches such

as the mean or the median only slightly improve the performance. More

sophisticated techniques as the cluster approach by Aiolfi and Timmermann

(2006) substantially increase the predictive power, especially if weights are

assigned according to the previous period’s forecast errors only. The MSFE

is decreased for all categories and both model approaches, for six out of eight

approaches the predictive power is superior to the AR model on the 90%

significance level.
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