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1 Introduction

A substantial number of studies on a variety of sensory stimuli have shown that
people’s sensory experiences are determined not only by bottom-up processes
(that is, through the impact of external stimuli on individuals’ sensory organs),
but also by top-down processes, such as expectations and prior desires. The
evidence for such joint effects is strikingly broad. Studies have shown that
top-down processes affect responses to visual stimuli (Biederman, 1972; Palmer,
1975), assessments of a person’s ability (Darley and Gross, 1983; Jones et al.,
1968), judgments of extended events (Brief et al., 1993; David et al., 1997), the
enjoyment of a film (Klaaren, Hodges, and Wilson, 1994; Geers and Lassiter,
2005), and cigarette preferences (Friedman and Dipple, 1978). Friedman and
Dipple (1978), for example, manipulate the brand name of identical cigarettes
across subjects, and find that males (females) enjoy smoking the cigarettes more
when the cigarettes have a masculine (feminine) name. Since changing the
name of the cigarettes does not change the bottom-up inputs from smoking the
cigarette, this result implies that top-down processes (such as expectations or
concerns for one’s image) must affect perception in some way.

In the realm of food and drink, expectations-triggering information, gener-
ally in the form of brand names or labeling, affects preferences for, among other
items, cola (McClure et al., 2004), turkey (Makens, 1965), seltzer (Nevid, 1981),
beer (Allison and Uhl, 1964), nutrition bars (Wansink et al., 2000), coffee (Ol-
son and Dover, 1978), yogurt and cheese spreads (Wardle and Solomons, 1994),
and vanilla ice cream (Bowen et al., 1992).1 Most of these studies measure the
importance of top-down processes by comparing a control treatment, in which
individuals are given no information about the stimulus prior to experiencing
it, with an experimental treatment, in which individuals receive information
or some other kind of cue for expectations prior to sampling the stimulus. In
the classic study by Allison and Uhl (1964), for example, subjects in the con-
trol treatment sample various beers without brand labels, while subjects in
the experimental treatment drink the beer from labeled bottles. Allison and
Uhl find significant differences in preferences for the same beer between the
two treatments. Again, the stimulus itself, and hence its bottom-up influence
on perception, is held constant between the treatments; thus, the difference in
preferences between the two treatments implies that top-down processes must

1For even more studies, including many that focus on the efficacy of various advertising
techniques, see the review by Deliza and MacFie (1996).
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somehow change evaluation of the stimulus.
However, despite the seemingly ubiquitous importance of top-down processes

to perception, the usual design in these experiments does not identify exactly
how top-down processes change individuals’ observations and/or judgments.
There are two general ways that information or expectations could play a
role. First, it may be that top-down processes act indirectly on perception
and decision-making by clouding the memories of an experience, creating an
experimental demand effect, or creating a need for image consistency. The ev-
idence from Allison and Uhl (1964), for example, could easily be explained by
one of these mechanisms. That is, it could be that subjects tried to choose
the “right” beer when they knew the brands, in an attempt to please the ex-
perimenter; or, subjects may have choosen the brand that they generally buy,
so as to maintain consistency with their self-image. Numerous studies have
shown, by giving individuals information that triggers top-down processes after
the subjects are confronted with a stimulus, that top-down processes do affect
sensory perception indirectly through one of these channels (Snyder and Ura-
nowitz, 1978; Cohen, 1981; Stangor and McMillan, 1992; Cowley and Janus,
2004).2 However, these designs do not prove that top-down processes have only
an indirect impact, since they do not include a treatment in which subjects
receive information before they experience the stimulus.

Top-down processes may also influence perception indirectly by changing
the level of attention or intensity of search during an experience. One example
of how this might occur is the affective expectation model (AEM), developed
by Wilson and Klaaren (1992), which states that affective expectations induce
a readiness to perceive an experience as being positive or negative; the theory
then posits that, when actually faced with the experience, people may substitute
expectations for paying close attention to the attributes of the stimulus (so as to
conserve observation and mental-processing resources). Thus, if the true valence
of the experience differs from the expected valence, then the AEM predicts that
people will sometimes fail to exert the necessary effort to detect the discrepancy.
For example, if subjects are told that a movie is awful, when watching it they
may not evaluate its true merit as carefully as they would if they were given no
information about the movie prior to viewing it. In fact, if subjects have negative
expectations for an experience, it seems plausible that they might actively exert
effort to avoid perceiving the actual attributes of the experience. In the Allison

2Although these studies focus on the memory explanation, their designs generally cannot
rule out as explanations demand effects or the need for image consistency.
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and Uhl (1964) beer study, for example, subjects with negative expectations for
a beer based on its brand may have swallowed it very quickly or tried to ignore
their perceptions of its taste in order to avoid the anticipated negative flavor.

The AEM therefore suggests that experiencing relatively unknown or am-
biguous stimuli will result in incorrect assimilation of the experience with ex-
pectations more often than experiencing known stimuli will, since more effort
is required to perceive the true nature of a stimulus when it is unfamiliar. A
few empirical studies have found support for this claim by showing that proxies
for ease of detection are correlated with sensitivity to expectations.3 However,
the evidence for this specific prediction of the AEM is not yet definitive, since
these studies cannot rule out the possibility that ease of detection may be en-
dogenously tied to expectations. That is, it could be the case that individuals
who can more easily observe the details of some stimulus also have preset ex-
pectations about the stimulus.

Alternatively, expectations may directly influence the perceptions that peo-
ple have when presented with a stimulus (Lee, Frederick, and Ariely, 2006). For
example, in the Allison and Uhl (1964) study, the brand information may have
actually set subjects’ taste buds and/or taste processing centers to respond dif-
ferently to the beer in the experimental treatment than in the control treatment.
This hypothesis has strong implications for decision-making theory. It states
that the interpretation of an experience—as determined by individuals’ sensory
organs and the part of the brain that interprets signals from these organs—may
change without any change in attention to, or uptake of, the stimulus, when
information is provided before observation. Under this hypothesis, individuals
have not overlooked anything when their perceptions are drawn toward their
expectations (as is assumed in the AEM); their brains are simply primed to
experience the stimulus differently. In the context of decision-making theory,
this direct-effect hypothesis suggests that an individual’s correct interpretation
of the stimuli around him depends, in part, on his state of mind.

Lee, Frederick, and Ariely (2006), Hoch and Ha (1986), and Braun-LaTour
and LaTour (2005) provide some evidence in favor of the direct-effect hypothe-

3Geers and Lassiter (2005) find that experience with a stimulus (in their case, a movie
clip), which should allow for easier detection of discrepancies between expectations and ex-
perience, is associated with lower sensitivity to expectations. Deliza, MacFie, and Hedderley
(1996) find that pre-measured ability to rate sweet and bitter solutions is associated with
lower sensitivity to expectations when subjects taste similar solutions, while Deliza, MacFie,
and Hedderley (2003) find that higher Need For Cognition scores predict lower sensitivity to
superficial packaging features of passion-fruit juice.
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sis,4 although only Lee, Frederick, and Ariely (LFA) choose the third hypothesis
as an explanation of their results. Partly because Hoch and Ha (HH) and Braun-
LaTour and LaTour (BL) were not focused on testing this hypothesis, all three
of these papers have issues that potentially confound their ability to separate
the two hypotheses. This paper critiques the methodology and evidence in those
studies, focusing on LFA, and conducts a new field experiment that attempts to
address some of the simpler issues that arise in their designs. The results of this
experiment very weakly support the conclusion drawn in LFA that top-down
processes can affect perception directly. Specifically, I find very preliminary
evidence supporting LFA’s findings for men, but not for women, implying that
any effect of top-down processes depends on individuals’ characteristics and/or
context. In other words, the results in this paper suggest that the type of situ-
ation in which top-down processes might have an effect is somewhat restricted.
However, even this conclusion stands on weak ground, because of the particular
difficulty in distinguishing direct effects from indirect effects through attention
and search channels. A number of other design challenges and confounding
explanations, some of which are addressed in this paper, are outlined below.
In short, the difficult question of whether perceptions are directly altered by
context-generated top-down processes is likely far from resolved.

My discussion of these issues is organized into five additional sections. The
next section outlines the general design framework used to test the indirect-
and direct-effect hypotheses and discusses the main issues complicating the sep-
aration of these hypotheses. Section 3 identifies the problems in LFA, BL, and
HH’s designs; section 4 describes this paper’s experimental methodology; sec-
tion 5 presents the results; and section 6 concludes with an in-depth discussion
of how future experiments might solve the issues raised throughout this paper.

2 Design Issues

LFA, HH, and BL use three between-subjects treatments that arguably test
whether expectations5 change perceptions directly. In the first treatment (re-
ferred to as the “before” treatment henceforth), subjects receive expectations-

4See also Levin and Gaeth (1988) and Marks and Kamins (1988), although these papers
have a somewhat different focus and thus lack good control conditions.

5The rest of the paper will focus on how expectations influence perceptions, since this is
the top-down channel addressed by LFA, HH, BL, and the field study presented here. While
the analysis may apply to other top-down processes as well, such extension is beyond the
scope of this paper.
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generating information before they sample some stimulus and then are asked to
provide feedback on the stimulus. In the second treatment, subjects receive the
same information after they sample the stimulus, but before they are asked to
provide feedback (the “after” treatment). In the third treatment (the control
treatment), subjects receive no additional information about the stimulus that
they are asked to sample.

Based on the previously cited studies, which employ either a before treat-
ment or an after treatment, both treatments may alter reported experiences.
In particular, any difference between the after treatment and the control treat-
ment may be due only to indirect effects of expectations on perception that
occur after the experience is over. That is, in the after treatment, there can be
no effect of expectations on perceptions during the uptake of the stimulus. The
before treatment includes these post-experience indirect effects, as well as the
effect of expectations on the experience itself, including changes in attention
or search effort. Thus, if the before treatment changes behavior significantly
more or differently than the after treatment (compared with the control), then
expectations must somehow affect perception during the experience, either by
changing the degree of attention paid to the experience or by actually changing
perceptions directly.

This design seems effective at separating post-experience indirect effects from
indirect effects through attention and effort channels, and direct effects. How-
ever, distinguishing between these latter two mechanisms is much more difficult.
To eliminate changes in attention as an explanation, one must be able to control
how much attention is paid to the sensory experience, which seems difficult to
do. This study does not address this problem head-on, although the conclusions
offer some potential solutions.

Apart from the confounding influence of attention, there are a number of
underlying design details that have potentially important effects on the results
of this type of experiment. First, it is important to ensure that subjects do
not glean unintended information from the descriptions of the stimuli in the
after and control treatments. If stimuli are given suggestive names or placed in
informative context and these characteristics interact with the information given
to subjects in the before treatment, then the information that subjects effectively
obtain from the before treatment will be different from the information in the
after treatment. Such differences could lead to variation in responses between
the before and after treatments. Ideally, in order to narrow in on the indirect-
effect and direct-effect hypotheses, the names and context of the stimuli should
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give subjects as little information as possible, to minimize the possibility of
introducing this confounding influence.

Second, in conducting the experiment, it became clear that the after treat-
ment was difficult to administer. In a pilot study, subjects were told before expe-
riencing the stimulus (in all treatments) that the experimenter wanted to know
which of two samples they preferred. However, this made it difficult to ensure
that the release of information in the after treatment occurred after the sub-
jects had finished experiencing the samples but before they had expressed their
preference, since many blurted out their preferences before they were prompted
(even when they were specifically told to wait until asked before stating their
preference). Thus, in order to ensure that individuals would not reveal their
preference prematurely in the main study, the experimenter informed subjects
in all treatments that they would be asked a question after they had sampled
the stimuli, but they were not told ahead of time what the question would be.6

Third, heterogeneity across individuals may generate misleading results with
this type of design. The basic intuition behind this argument is that using differ-
ences in aggregate percentages to compare choices in the three between-subjects
treatments can overlook differences in how the treatments affect different indi-
viduals. These treatments involve at least four different factors that may vary
across subjects. First, individuals may differ in the valence of their expectations
resulting from the same information. In this experiment, for example, which asks
subjects to sample full-strength lemonade and diluted lemonade, many subjects
probably formed different expectations for one sample versus the other when
they learned the contents of the samples. Second, individuals’ responses to ex-
pectations may depend heterogeneously on their valence. For example, some
subjects may respond more strongly to negative stimuli than others. Third,
some subjects may respond more strongly to information in the before treat-
ment relative to the after treatment, while others may respond more strongly
to information in the after treatment. Finally, subjects may simply differ in
their blind response to the stimulus. Correlations among these four sources of
heterogeneity, as well as their potential interactions with the timing of the pro-
vision of information in the experiment, could generate almost any pattern of

6Another way to fix this problem would be to tell participants what they would be asked,
but to leave them alone in a room to do the sampling and have them receive information and
record their answers on paper. Without anyone to talk to, subjects would be unable to verbally
commit to a preference before receiving information in the after treatment. Unfortunately,
my recruiting method, as outlined in section 4, did not allow for this procedure. I discuss
other possible solutions to this problem in the conclusions.
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results. Section 3 offers an example of how LFA’s results could be generated by
individual heterogeneity.

The best way to control for individual heterogeneity across these character-
istics would be to incorporate a within-subjects design. However, since the dif-
ferent information timing in the three treatments essentially requires a between-
subjects design, a second-best solution is to try to measure as many individual
characteristics as possible (such as Need For Cognition scores, as in McClure
et al. (2004)) and to control for them in the data analysis as proxies for in-
dividual heterogeneity in the experiment. In this study, in order to obtain a
sufficient sample size, each subject engaged in the experiment for only a few
minutes. However, subjects did complete a short survey asking for their gender,
age, and lemonade-preference/experience data in order to allow for some testing
of whether individual characteristics matter for the sensitivity to information
in the before and after treatments. As noted below in section 5, the results
confirm the earlier evidence that information sensitivity is heterogeneous across
individuals. More specifically, males and females exhibit a very different pat-
tern of preferences across the three treatments in the data. Thus, individual
characteristics do seem to predict different information sensitivities in the be-
fore and after treatments, suggesting that (unless a within-subjects design can
be devised) future research should attempt to control for as many individual
characteristics as possible when studying this issue.

These issues, along with some possible solutions, are described in more detail
in the conclusion.

3 Literature Critique

In their study, LFA ask participants to sample two beers (one normal, one
with balsamic vinegar added) and choose which they prefer. In addressing
whether changes in attention can explain their results, LFA claim that it is
unlikely that participants spent more or less time or attention on tasting the
two beers when they knew their contents, since this is a very simple activity.
BL generally take a more agnostic view on this psychological issue and focus
instead on the simple question of whether the timing of learning information
changes the importance accorded to it relative to the importance of the stimulus;
however, the sensory experience in BL’s study—tasting a sample of orange juice
tainted with water, vinegar, and salt—is also quite simple. HH use a more
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complex stimulus: comparing many different brands of shirts. In fact, they
note that participants in the before treatment spend more time examining the
shirts than participants in the other two treatments do.7 Thus, it seems unlikely
that HH can determine whether expectations change attention or instead have
a direct effect on perception. Whether either LFA or BL distinguish between
these two possibilities is also debatable. Particularly in LFA’s study, it may be
that subjects actually exerted effort in the before treatment to avoid tasting
the vinegar-tainted beer, since most had a negative expectation for this beer’s
flavor.8 The concluding section addresses this issue in more detail, since the
field experiment employed here relies on the same argument that LFA make
against attention as a confounding explanation.

BL do not aim to answer the questions raised here and, perhaps for this
reason, they also have a seriously complicating design problem not discussed in
section 2. At the beginning of the reporting stage in BL’s experiment, subjects
must try to identify the orange juice that they originally drank from among five
similar samples of orange juice. Although the ability to identify the treatment
juice may be a useful measure, this test unfortunately changes the important
sequencing of experience and information in the before and after treatments. By
adding an extra period of experience (albeit a complicated one with five similar
samples) following the before, after, and control treatments, BL give another
opportunity, in all treatments, for information to have an impact during the
experience. Ignoring this issue, BL do find results consistent with the conclusion
that information directly changes perception. However, given the importance
of this design issue, their evidence remains only suggestive.

Thus, I will focus on the study by LFA, which was designed to determine
whether expectations change perceptions and, therefore, suffers from the fewest
limitations to addressing this question. However, LFA’s experiment still includes
some of the confounding design features described in section 2.

First, in LFA’s experiment, before subjects sample the two beers, they are
told that the unmodified beer is “regular Budweiser” (or Sam Adams) and that

7This result differs from that posited by the AEM. However, the information given to
participants in HH was an exaggeration, stating that J. C. Penney shirts were of very high
quality. If participants were somewhat familiar with the quality of different brands of shirts,
such information may have caused confusion and led them to examine shirts more carefully.
Alternatively, HH argue that individuals engage in “hypothesis testing” when they have ex-
pectations about an experience.

8LFA ask a separate sample of individuals whether adding vinegar to beer would make it
taste better or worse. Within this sample, 80 percent thought that plain beer would taste
better.
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the beer with vinegar added is “MIT brew.” In the before and after treatments,
they are also told (before and after sampling, respectively) that MIT brew con-
tains a few drops of balsamic vinegar. However, as discussed in section 2, the
first step—telling the subjects the names of the two beers—may activate addi-
tional top-down processes that differ between treatments and thus muddle the
management of information timing between treatments. For example, it may be
that subjects in the after and control treatments have positive expectations for
a beer (with unknown contents) named MIT brew, particularly in comparison
with Budweiser or Sam Adams, while subjects in the before treatment, who
know that MIT brew is simply Budweiser or Sam Adams with vinegar added,
have negative expectations for the MIT brew. The relative nature of these ex-
pectations is important, since subjects must choose between the two beers. In
fact, LFA note that many of their subjects complained that Budweiser doesn’t
deserve to be called beer, suggesting that its name actually could create nega-
tive expectations for individuals in the after and control treatments compared
with their expectations for the mystery MIT brew. Under this logic, LFA’s find-
ing that a much smaller percentage of subjects prefer MIT brew in the before
treatment than in the after or control treatments is not surprising (see Figure 1
for a comparison of preferences across LFA’s three treatments). As described in
section 4, this issue of extra information is one that I address in my experiment,
by using the same generic name for both lemonade samples in all treatments.

Second, regarding the difficulty in administering the after treatment, it is
unclear exactly what procedure LFA used for their treatments. However, given
the subtleties involved in this aspect of the design, differences in when subjects
knew what they would be asked may explain some of the discrepancies between
our results.

Third, although LFA do not measure any individual characteristics, indi-
vidual heterogeneity in expectation valence, sensitivity to expectation valence
and the timing of receipt of information, and blind preferences may all impact
their results. For example, it seems plausible that some subjects would expect
vinegar-tainted beer to taste better (especially if they don’t really like the reg-
ular beer) and that some would expect it to taste worse (which is what LFA
intended their subjects to think).9 That is, the information provided may not
have the same valence across individuals. Additionally, individuals probably

9As mentioned in an earlier footnote, LFA actually find that 80 percent of a separate
subject pool felt that adding vinegar to beer would make it taste worse. This result leaves a
non-trivial 20 percent who felt that vinegar would enhance the beer’s flavor.
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have different sensitivities to information and the timing of receipt of infor-
mation. Finally, while the majority of individuals in LFA’s sample preferred
vinegar-tainted beer when tasting the beers blind, 40 percent still preferred
regular beer. By themselves, these heterogeneities do not weaken LFA’s con-
clusions. However, interactions among the three may create problems. That
is, subjects’ sensitivity to information may depend not only on the timing of
information, as LFA assume, but also on the valence of the information and on
the subjects’ blind preference between the two beers (as well as on interactions
among the three factors). It is not difficult to construct interacting relationships
among the effects on sensitivity of these three factors (valence, timing, and blind
preference) that could generate results similar to LFA’s without supporting their
conclusions.10

Such relationships may not be the most likely explanation behind LFA’s re-
sults, but they are not impossible. In fact, Deliza and MacFie (1996) review
literature showing that individual variation in pre-information confidence levels
(with respect to the judgment task), need for closure, investment in the task,
levels of self monitoring, and scores on the Private Body Consciousness test
all correlate with the effect of information on preferences. The evidence cited
above concerning the AEM model also shows that the sensitivity of perceptions
to information generally depends on the specific characteristics of individuals.
Thus, if these heterogeneities also correlate with the expected valence of the
information, all that is necessary to generate the confounding relationships de-
scribed above is for these individual differences to correlate with the information
effects differently in the before and after treatments. Looking at the multitude
of relevant personal characteristics, this combination of correlations does not
seem to be very far-fetched.

The next section discusses the details of my methodology, which is designed
10Consider the following hypothetical: Assume that individuals who expect vinegar-tainted

beer to taste worse assimilate their experience to this expectation in the before and after
treatments, while those who expect the vinegar-tainted beer to taste better are affected by
information only in the after treatment. Then, moving from the control to the after treatment,
there should be some preference shift from vinegar-tainted to regular beer, due to the effect of
information acting on the group for whom vinegar has negative valence, and some preference
shift in the opposite direction, due to the effect of information acting on the group for whom
vinegar has positive valence. These effects may balance each other somewhat. However,
if the positive-valence group is not affected by information in the before treatment, then
the preferences may shift in favor of regular beer in the before treatment. This pattern
could generate results very similar to LFA’s, and it does not assume that anyone is more
strongly affected by information in the before treatment than in the after treatment. Such
an example is not entirely implausible, as asymmetries between responses to negative and
positive information are common (for an oft-cited example, see the evidence on loss aversion
concerning hypothetical risk questions in Kahneman and Tversky (1979)).
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to address, at least in part, the issues described in this and the previous sec-
tion. Section 5, focuses specifically on how the differences between this paper’s
methodology and LFA’s may have led to the differences in our results.

4 Methodology

The subjects in this study are volunteers who passed by a free lemonade stand on
a bike/walking path near Davis Square, in Somerville, MA. Eighty individuals
were recruited during a few August and July afternoons using a sign reading,
“Free Lemonade! Participate in a brief research study.”11 Only 75 subjects are
included in the summary statistics presented in section 5, since five could not
choose between the two samples of lemonade that they were offered.12 Two more
individuals are also excluded from the regressions that control for individual
characteristics after failing to answer all of the survey questions.

The experimental procedure is based on that used by LFA, with some minor
modifications designed to address the issues raised in section 3. When individ-
uals expressed interest in participating in the study, they were told that they
would taste two small samples of lemonade (about two ounces each). Both
lemonade samples were made from frozen concentrate, one according to the
recipe on the can, and the other with the same recipe, but with four ounces of
extra water per 28 ounces of regular (that is, recipe-based) lemonade. To en-
sure that the subjects did not receive extraneous information through the names
given to the two lemonades, both were simply called “samples of lemonade” in
all three treatments.13

In the before treatment, subjects were told, before tasting, that one sample
11In order to encourage participation and to control loosely for temperature effects, the

experiment was conducted on days with a forecasted high temperature of over 80 degrees
Fahrenheit. Although the design suggests a bias toward subjects who really like lemonade,
many subjects did not realize that the study involved tasting lemonade (that is, they thought
the lemonade was a reward given for participation). Some of these subjects actually declined
the offer of lemonade before they were informed that sampling the lemonade was required.

12Including these individuals in the summary statistics and the regressions does not change
the general conclusions drawn from the analysis.

13If subjects suspected that the two samples were different in the after and control treat-
ments, they may have felt that the experimenter was trying to deceive them, perhaps leading
to increased attention during the sampling process in order to validate this hypothesis (see the
earlier footnote concerning the study by Hoch and Ha (1986)). However, this outcome seemed
worth risking in order to elminate any confounding information effects, since “lemonade” is
also arguably a general term that describes varying types of lemonade. Anectodal evidence
confirms this claim: no subjects explicitly suspected this type of deception, although many
seemed unsure whether the lemonade samples were the same or different, suggesting that they
received no information from the names of the two samples.
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was regular lemonade and that the other was slightly diluted; in the after treat-
ment, this information was given immediately after tasting. Subjects in all three
treatments were told, before tasting, to sample as much of the two lemonades as
they wanted and that they would be asked a question when they were finished.
As described in section 3, in order to control the timing of subjects’ responses in
the after treatment, it was important that subjects not know exactly what they
would be asked. Otherwise, subjects tended to give their responses before they
were told the difference between the two samples in the after treatment.14 Fi-
nally, once subjects stated that they were finished sampling, they were told the
difference between the two samples in the after treatment and, in all treatments,
were asked which sample they preferred.

After completing the experiment, subjects filled out a short questionnaire
that asked for their age, their gender, how many times they drink lemonade per
week (on average), and how much they like lemonade (on a one to seven scale).
Women are oversampled somewhat (47 women to 33 men in the full sample), and
most of the individuals in the study are under 30 years old, drink lemonade less
than twice a week, and like the taste of lemonade. Although these questions do
not completely address the heterogeneity concerns raised above, they do allow
for tests of individual heterogeneity in the information effects among the three
treatments by looking at whether differences among treatments in decision-
making differ according to the measured individual characteristics. Additionally,
the chosen pair of stimuli (lemonade and diluted lemonade) has valences that
are probably quite variable across individuals, creating good potential for such
heterogeneity.

5 Results

In order to assess the treatment effects in this design, this section follows LFA
and compares the proportions who chose each of the two samples of lemonade
between treatments. Perhaps because of the differences between the design used
here and LFA’s, this experiment did not generate the same general distribution
of choices among the three treatments (see Figures 1 and 2). LFA’s results show
that information in the after treatment moves preferences slightly toward regular

14Some subjects asked directly what they should be looking for when sampling. The same
request was repeated to these individuals, asking them to try as much as they wanted of each
one and stating that they would be asked a question afterwards. This procedure may have
confused some subjects, but it was necessary to ensure consistency in the after treatment.
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beer, while information in the before treatment does so significantly. In contrast,
information in the after treatment in this experiment increases choices of diluted
lemonade, while information in the before treatment has essentially no effect
compared with the control treatment. Specifically, 50 percent of individuals in
the control treatment and 53.8 percent of individuals in the before treatment
preferred the diluted lemonade, compared with 60 percent of individuals in the
after treatment. Although the proportion choosing the diluted sample is a bit
higher in the after treatment, none of the pairwise differences among the three
treatments are statistically significant. Thus, information seems to have no
effect on preferences in the before treatment and very little (if any) effect on
preferences in the after treatment. The regressions in Table 1—both with and
without demographic and lemonade-preference controls—confirm the lack of an
information effect in either treatment.15

From a simple perspective, these results may be due to the basic differences
between the lemonade experiment and LFA’s. By giving subjects no extraneous
information about the lemonade samples in the control treatment, one poten-
tially spurious generator of differences among the treatments was eliminated.
Therefore, one possible conclusion to draw from these results and LFA’s is that
the differences between the before and control treatments observed by LFA are
mostly due to this extra information, rather than to the presence and timing of
information. The procedure here may also differ somewhat from LFA’s in that
subjects were not told the question that they would be asked before tasting the
lemonade. It is unclear whether this could have generated substantially differ-
ent results between our studies, although this design was necessary to ensure
consistent application of the after treatment.

These two procedural differences may explain a lot of the differences between
our results, but it is worth noting that the results in this paper for the before and
control treatments are somewhat unexpected, given the large body of literature
showing an effect of information on preferences when the information is provided
before the sensory stimulus (see the discussion in section 1). Although surpris-
ing, this difference actually provides some indirect support for the hypothesis
that information effects are individually heterogeneous. The information in this
experiment did not have a clear valence,16 while the information given in most

15All regressions in Tables 1 and 2 are linear probability models. Using a probit specification
instead does not change the results substantially.

16Although diluted lemonade may seem unappetizing to many, someone taking a break
from a jog to participate in this study might very well have had a positive expectation for the
diluted sample.
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of the experiments referenced earlier had an intended valence. If individuals
with different valences for the information had different (blind) preferences for
the two lemonades or were affected differently by the information in this study,
then these varying preferences or information effects could easily have led to
the observed non-result. In LFA’s study and other studies, the information was
designed to be strongly negative, meaning that the effect of negative informa-
tion should dominate and create observable differences between the information
treatments and the control treatment.17

Since the data include a few personal characteristics, it is possible to run
a simple test of whether heterogeneity explains the non-result. The logic in
this test is that, if individual heterogeneity in valences or information effects
correlates with any of the individual variables that were measured, then these
variables can proxy for the underlying heterogeneity in the experiment. The
results of the regressions suggest that male and female subjects seem to be-
have differently in the experiment. As suggested by the significant coefficient
on the male dummy in the second regression model in Table 1, a higher propor-
tion of men (67.7 percent) than women (45.5 percent) prefer diluted lemonade
(p = 0.029, unpaired t-test18). Interestingly, this difference does not hold across
treatment groups. As shown in Figure 3, a much larger proportion of men than
women prefer diluted lemonade in the control and before treatments (for the
control treatment difference, p = 0.045; for the before treatment, p = 0.018),
while an equal percentage (60 percent) of both men and women prefer diluted
lemonade in the after treatment.19 Although gender is only a proxy for indi-
vidual heterogeneity in the information effects across treatments, these results
suggest that heterogeneity is in fact present. Probably because of the small size
of the sample, regression analysis does not yield definitive evidence in support
of this conclusion (see the tests for different treatment effects by gender in Table
2). Still, the summary-statistic results, coupled with the previous evidence cited
above, suggest that individual heterogeneity can explain the lack of an overall
information effect in this experiment and confound the results of this study.

17It is important to note, however, that individual heterogeneity can still play a confounding
role in LFA’s results, as described in section 3. Also, as mentioned above, the strong negative
valence in LFA’s design may have caused subjects to exert effort—for example, by drinking
the vinegar-tainted beer quickly—to avoid experiencing the beer’s actual flavor.

18All p-values given in this section are generated using unpaired t-tests.
19It is important to note that bad luck through random assignment into the three treatments

resulted in only five male subjects participating the after treatment (against 20 women) and
only eight women participating in the control treatment (against 16 men). A more even
sampling may have generated a clearer comparison, particularly in the regression analysis.
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Finally, it is worth noting that the pattern of male responses actually matches
LFA’s results quite closely (see Figures 1 and 3). Although in this study the
across-treatment differences for males are not significant, and, based on the is-
sues raised to this point (including the sample size), it seems overly ambitious
to claim that these results are conclusive, still, confirmation of the finding that
information does affect perceptions directly, even if only in a greatly restricted
context (for example, in the context “males sampling diluted lemonade” or
“people tasting beer with vinegar added”), would be an important result. That
is, it is possible that LFA simply found a special example where information
has strong direct effects. This study’s results for males suggest that other such
examples may exist.

6 Conclusions

This paper calls attention to a number of issues working against the current
design of tests of whether information truly changes perceptions. Such a result
could have major implications for decision-making theory, since it implies (un-
der standard utility maximization, at least) that an individual’s state of mind
determines the nature and strength of the perceived stimuli to which the in-
dividual responds in maximizing his utility. With an individual’s potentially
fluctuating state of mind already leading to variable preferences over time, such
a theory may be very hard to model and understand fully. It appears that it is
quite difficult to show concretely that top-down processes directly change sen-
sory uptake. This study, like those of LFA, HH, and BL, offers some evidence
that information can have such an effect, but none of these studies can rule out
all of the confounding explanations discussed here. These explanations include
extraneous information, difficulties in designing the after treatment, individual
heterogeneities, and attention effects, and there are probably others that have
not been considered.

Although the design of the experiment reported in this paper mostly ad-
dresses the problems of extra information and after-treatment design, solving
these problems completely may not be very difficult. Instead of trying to name
stimuli generically as done here, a technique that may lead to confusion or sus-
picion about whether the stimuli are truly different, one could have subjects
experience the stimuli in a manner that eliminates the need to explain to them
beforehand what to expect in the after and control treatments. For example, the

16



stimulus could be a movie preview at a campus screening that would require no
explanation; subjects would simply observe the preview passively without any
name or context being assigned to the preview. A similar design could elimi-
nate issues with the after treatment. If subjects in the movie-design study were
given paper (or computers or cell phones for text messaging) and directed by
instructions on the movie screen to record their responses without speaking to
anyone, they would have little opportunity to reveal their preferences before the
information could be given.

However, the issue of individual heterogeneity is probably more difficult to
solve. The results of this study show very different choice patterns for men ver-
sus women across the three treatments, suggesting that heterogeneity really is
a problem for this design. As discussed earlier, a within-subjects design would
overcome this issue easily, but does not seem feasible, since giving subjects
information more than once would inherently ruin the timing of information.
Perhaps the best solution might be to measure as many characteristics as pos-
sible so as to control for them when measuring the information effects. A more
creative solution might be to use a within-subjects design, but to use multiple
stimuli (for example, beer, lemonade, and wine) and to ensure that each subject
receives a different stimulus in each treatment. If the stimuli were randomly as-
signed across the three treatments, such a design could potentially control for
heterogeneous interactions between information valence and sensitivity to infor-
mation and information timing. One final possibility would be to control for
heterogeneity in information valences by asking individuals, after the experi-
ment, the valence that they associated with the information. In order to get
an accurate response, one could use, for example, political propaganda as the
stimulus, and political leanings (which would be unlikely to change during the
experiment) as a proxy for the information valence.

Beyond all of these difficult issues, controlling for differences in attention
and search effort may be the hardest. Using all of the design improvements
employed so far, subjects might still choose to pay more or less attention to a
stimulus in the before treatment than in the after or control treatments, as the
affective expectation model predicts. HH actually observe such differences in
the before treatment (although in a manner opposite to the AEM predictions);
their subjects spend much more time examining the stimulus when they have
already received the information than in the after and control treatments. Sim-
ilarly, Petty, Cacioppo, and Schumann (1983) show that information effects on
attitudes depend greatly on the subjects’ level of involvement in the experience.
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These attention effects are difficult to control for, but a first attempt might
be to raise the subjects’ level of involvement as high as possible or simply to
encourage subjects to pay very close attention to the experience. Attempting to
maximize attention in one of these two ways seems to be the simplest approach
to getting similar attention levels from all subjects across treatments.

This question of subjects’ attention levels seems to be the most difficult to
deal with, although the other issues raised should not be neglected either. As
Deliza and MacFie (1996) and LFA have noted, more research on information
effects is needed before one can draw definitive conclusions. In particular, fur-
ther study may alert us to better methods of controlling for attention levels and
for the other issues discussed here. One possible avenue for new research would
be to use brain-imaging tools, such as functional magnetic resonance imaging
(fMRI), in order to determine which parts of the brain are most active during
each stage of the three treatments (for a discussion of this type of research, see
Camerer, Loewenstein, and Prelec (2005)). It is difficult to say whether such
imaging could address all of the issues raised in this paper, but it could certainly
suggest which of the potentially confounding factors are most relevant.

At the very least, a larger body of results using different stimuli and mea-
surement techniques should offer some preliminary bounds on the possible range
of situations in which top-down processes can change perception directly. As
evidenced by the many confounding issues discussed in this paper, this question
is not simple, and its solution may require a variety of approaches. However,
its implications are important.
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Figure 1: Results from LFA

 
 

Notes: Figure taken from LFA. The three sets of bars 
represent three variations in LFA's study used to 
elicit preferences between their two beer samples. 
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Figure 2: The Effect of Information on Preferences For Diluted Lemonade
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Figure 3: The Effect of Information on Preferences by Gender
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Table 1: Main Regressions

(1) (2)
Before treatment 0.038 0.104

(0.144) (0.139)
After treatment 0.100 0.229

(0.144) (0.158)
Male 0.287**

(0.130)
Age –0.002

(0.006)
Times per week 0.023

(0.040)
Like lemonade –0.077

(0.053)

r2 0.007 0.105
N 75 73

Notes: ** indicates significance at the 5 percent level. The dependent variable
in both regressions is equal to one if the subject preferred the diluted lemonade
and equal to zero if they preferred the full-strength lemonade. The specifications
shown are linear probability models; probits yield similar results. The variable
“Times per week” is based on categorical responses. Subjects could answer that
they drink lemonade less than once per week, one to three times per week, four
to six times, or more than seven times. The ranges are coded as 0.5, 2, 5, and
7 in the regression. “Like lemonade” is a variable ranging from one to seven,
where one means that the subject does not like lemonade at all, and seven means
that the subject likes it a lot.
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Table 2: Interaction Regressions

(3) (4)
Male*Before treatment 0.175 0.145

(0.198) (0.191)
Male*After treatment –0.025 –0.040

(0.251) (0.274)
Female*Before treatment 0.125 0.129

(0.212) (0.203)
Female*After treatment 0.350* 0.359*

(0.205) (0.197)
Male 0.375* 0.387*

(0.212) (0.206)
Age –0.002

(0.007)
Times per week 0.021

(0.039)
Like lemonade –0.083

(0.051)

Are male/female profiles p = 0.369 p = 0.400
significantly different?
r2 0.107 0.132
N 75 73

Notes: * indicates significance at the 10 percent level. The dependent variable
in both regressions is equal to one if the subject preferred the diluted lemonade
and equal to zero if they preferred the full-strength lemonade. The specifications
shown are linear probability models; probits yield similar results. For indepen-
dent variable definitions, see Table 1. The test for whether the male and female
treatment effects are different is a joint comparison of the pairs of before- and
after-treatment coefficients by gender.
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