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Abstract 

We consider an overlapping generations model with two production factors and two 
types of agents in the presence of financial intermediation and its application to the 
Russian default of August 1998. The paper focuses on the analysis of the consequences 
of a sudden negative repayments shock on financial intermediation capacity and 
consequently on the economy as a whole. The model exhibits a ‘chain reaction’ 
property, when a single macroeconomic shock can lead to the exhaustion of credit 
resources and to the subsequent collapse of the whole banking system. To maintain the 
capability of the system to recover, regulatory intervention is needed even in the 
presence of the state guarantees on agents’ deposits in the banks (workout incentives). 
We compare the results for an intermediated economy with those derived under the 
assumption of a market economy, and draw some broad conclusions on the 
consequences of the crises, which are contingent on the financial sector structure.  
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1 Introduction 

The relationship between the domestic financial system and the economy has attracted a 
lot of attention in the economic literature for many years. This literature includes the 
seminal contribution by Goldsmith (1969) as well as the money-growth literature of 
the 1960s, in particular, Gurley and Shaw (1960), Tobin (1965) and Patrick (1966). The 
1970s witnessed a renewed interest in this relationship after the influential works of 
McKinnon (1973) and Shaw (1973), and those associated with financial repression 
literature. In the 1990s a new group of empirical studies using large cross-section 
datasets emerged with a particular focus on the empirics of the finance-growth 
relationship. See Fry (1988), Wachtel and Rousseau (1995), Hermes and Lensink 
(1996), Arestis and Demetriades (1997), Levine (1997), World Bank (2001), 
Demirgüç-Kunt and Levine (2001), Green and Kirkpatrick (2002), Wachtel (2004) and 
Mavrotas (2005a), among others, for a comprehensive review of this literature.1 

Two important developments in the 1990s were also partly responsible for the revived 
interest in the finance-growth relationship. First, the emergence of a new group of 
countries, i.e., the transition economies of the former Soviet Union, in the early 1990s 
raised a spectrum of new policy issues regarding the specific problems and challenges 
these economies face, particularly with regard to the reforms needed in their banking 
systems to improve the overall transition process to market economy. The second 
important development is related to the Asian financial crisis in July 1997 which 
revealed inter alia that weak financial institutions and unregulated monetary systems 
may cause substantial financial instability with tremendous social and economic 
implications for the countries involved. In recent years, the same issue has been 
discussed further in connection with the Russian financial crisis in 1998 (as well as the 
Brazilian crisis in 1999). 

A substantial number of transition countries have undertaken considerable financial 
reforms over the last decade. These reforms included the privatization of banks in 
certain cases, liberalization of the financial market, as well as efforts to build the 
capacity of central banks and financial authorities to conduct prudential regulation and 
supervision of the liberalized financial systems. The experience of many transition 
economies in recent years seems to suggest that transforming the financial structure of 
an economy is a complex process which necessitates a thorough understanding of all the 
interactions between financial sector reforms and the economy (Mavrotas 2005b). At 
the same time, the Asian financial crisis clearly suggests that whilst financial 
liberalization may be desirable, the process must be correctly regulated, which requires 
building institutional capacity—a costly, though important, process (Stiglitz 1999).  

A relevant issue is the comparison of market-based and bank-based financial systems. 
This is particularly important for both developing countries and countries in transition. 
As Bolton (2002) notes, these countries face a challenging issue, namely, how to set up 
their financial systems, which type of financial system to adopt, and what kind of 
financial system would most efficiently promote economic development and growth. 

                                                 
1 See also Mavrotas and Son (2005) for a recent empirical study on the finance-growth nexus using 

dynamic panel data analysis.  
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In this paper we employ the main features of the overlapping generations model (OLG) 
with financial intermediation (Vinogradov 2003) to study the consequences of an 
external shock, such as the default of the Russian government in August 1998, on the 
economic system. 

The 1998 default in Russia had three main effects. First, foreign debts were frozen, 
which was a signal for international investors to exit the Russian financial markets. This 
resulted in a sharp decrease in prices in the stock and other financial markets. Second, 
the default on domestic bonds created huge losses for major players in the Russian state 
obligations market (GKO—Gosudarstvennye Kratkosrochnye Obligatsii, state short-
term bonds). These were primarily banks which in turn defaulted on deposits. Third, 
general panic led to a sharp devaluation of the Russian rubble, consumer prices 
skyrocketed, and real wages fell. Attempts by the authorities to control the situation (by 
fixing exchange rates and threatening ‘inspections and penalties’ for firms who 
increased prices) did not help, and the recovery process lasted several years with severe 
implications in both the social and economic spheres.  

In view of the above, the purpose of this paper is to study whether the financial system 
could be structured so as to lower the financial burden borne by the population, and 
whether the consequences of default could be avoided through other types of 
government intervention. As a theoretical background, we intend to use the OLG-model 
of macroeconomic development with financial sector, which can be either market-based 
or intermediation-based. An OLG-setting can be applied for the study of short periods, 
under the assumption that long-lived agents are rather myopic, and make decisions in 
each period only for the next period of their life instead of maximizing life-long utility. 
This seems to be valid in the case of ignorance regarding the future and the 
impossibility of predicting for more than one period, which is exactly the case in a crisis 
situation. This is supported by the observation that in Russia in the 1990s the duration of 
long-term loans did not exceed three years (and in the worst case even a six-month loan 
was considered to be long term, whereas short-term loans were granted for less than one 
month). The main feature of the model used in the present paper is an unpredictable 
shock, which influences the asset side of the bank’s balance sheet, or directly the 
earnings of the population in the case of a market-dominated system. As in the case of 
the Russian default, this shock deteriorates balance sheets and leads to a decrease of the 
real wages of the population. As a regulation measure we assume state guarantees on 
deposits, which prevent bank runs (large-scaled deposit withdrawals).2 Under this 
assumption, we consider two additional interventions: liquidity injection to keep the 
banking system stay solvent,3 and deposit rate ceiling, which creates a positive bank 
marge (difference between return on assets and interest on liabilities)—to cover 
negative capital of banks. Under these circumstances, the bank-based system can 
recover after a shock and reallocate the burden of the shock to several periods, whereas 
                                                 
2 In fact, deposit withdrawals were forbidden immediately after the default in Russia. The government 

assisted with ‘restructuring’ deposits, after introducing guarantees on deposits in state-controlled 
Sberbank (Savings Bank) which forced depositors to transfer their savings from ‘unsafe’ banks to the 
‘safe’ Sberbank, which however imposed withdrawal limits. This made bank runs effectively 
impossible. 

3 As usual we define solvency as the ability to meet (current) obligations (in contrast to bankruptcy) 
which means negative bank capital. In a static setting these concepts would coincide. However in a 
dynamic setting, a bankrupt institution (with negative capital) can still be solvent due to newly 
acquired funds from next generations. 



 

3 

the market-based system leads to a huge burden to be borne by the people in one period 
but does not provide intertemporal risk-smoothing. We can conclude that the banking 
system does not accelerate recovery after a crisis, but can smooth the shock among 
several generations (several periods), which may be more desirable in terms of poverty 
reduction.4 The paper is also of great policy relevance to other transition economies and 
to those developing countries which have experienced similar shocks in recent years.5 

The rest of the paper is structured as follows: section 2 describes the model and defines 
the macroeconomic shock; section 3 discusses the properties of the general equilibrium 
in the model and its evolution after the shock; section 4 compares the case of the pure 
market economy to that of an economy with financial intermediation. Regulatory 
measures are the subject of section 5 whereas section 6 analyses their effects in the 
intermediated economy. Section 7 discusses some empirical facts of the 1998 Russian 
crisis in order to compare them with the predictions of the theoretical model. The final 
section concludes by drawing some broad policy implications. 

2 The model 

2.1 Agents and decisions 

Consider an economy with the population living for two periods and consisting of two 
groups: workers and entrepreneurs. The whole population is distributed at the interval 
[0,1], and the subinterval [0, p) belongs to workers, leaving [p,1] for entrepreneurs, so 
that p  is the share of workers in this generation.6 The entrepreneurs can only operate 
their firms as they acquire some experience in the first period of their lives, so that the 
whole generation is only workers when young. The young generation works, consumes 
and saves. The old generation consumes (if workers) or produces and consumes (if 
entrepreneurs). All workers are therefore endowed with one unit of labour in each 
period, and the entrepreneurs possess equal entrepreneurial skills, which they apply in 
the second period of their lives, so that there is no heterogeneity among workers and 
entrepreneurs. This setting is similar to that of Gersbach and Wenzelburger (2003), who 
also consider a macroeconomy with financial intermediation and shocks. 

All agents of generation t have identical intertemporal utility function u(ct,ct+1), which 
satisfies standard assumptions regarding monotonicity and concavity. Time-index 
denotes the beginning of the period, so that generation t is born at the moment t when 

                                                 
4 In fact, as we show later in the analysis of liquidity injections, the lender of last resport can help the 

system to recover just as quick as in the case of the market, namely through a subsidy. This can be an 
extension in the case of a fairly priced insurance system, where the subsidy will be a payout for a 
‘stabilization fund’, which is created through previously made contributions of the banks. We do not 
explore this in the current paper; we use instead a broader term ‘liquidity injections’ (Rochet 2004 
uses the term ‘liquidity assistance’). 

5 A relevant issue is capital flight associated with financial instability. On this see Harrigan, Mavrotas 
and Yussop (2002) and Hermes, Lensink and Murinde (2004). 

6 We assume here for simplicity that the share of workers in each generation is fixed. This does not, 
however, seem to be crucial, as the same results can be obtained with the market-side switching as in 
Gersbach and Wenzelburger (2002a, 2002b). 
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the period t begins, is young until the moment t+1, is old in the period t+1, and dies at 
the moment t+2, which ends the period t+1. 

All agents when young solve the intertemporal utility maximization problem, which 
determines their consumption ct and savings et in period t. The agents have perfect 
knowledge about the wage rate wt+1 and interest rates d

tr  and c
tr  on deposits and credit 

correspondingly. 

The optimization problem of the workers is given by: 

( )
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Potential entrepreneurs solve their respective utility maximization problem: 
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where e
t 1+Π  denotes their expected profit in the period t+1. Note that there is no 

uncertainty about production. The only expected term in the expected profit could be the 
equilibrium wage rate in the next period. However as the entrepreneurs have perfect 
knowledge about their aggregate future demand for labour and as they know that the 
aggregate labour supply in the next period is exactly 1 (the whole young generation 
works), they have perfect knowledge about wt+1. Therefore, their profit expectations are 
always true. 

Note as well that in an equilibrium ( ) D
t

d
t

e
t er+≥Π + 11 , and hence no problem of 

switching from entrepreneurs to depositors arises (as e.g. in Gersbach and 
Wenzelburger 2002a, 2002b). Indeed, if ( ) D

t
d
t

e
t er+<Π + 11  then the entrepreneurs 

prefer to act as savers/creditors, and the credit supply is strictly positive under zero 
credit demand (no entrepreneurs want to invest). We come to the discussion of the 
equilibrium later. 

Entrepreneurs run firms when old, and the production technology of these firms is given 
by ( ),, 11 ++ tt lkf  where =+1tk  physical capital for production in period t+1 and =+1tl  the 
amount of labour used for production in the period t+1. All entrepreneurs have access to 
the same production technology (so that there is no heterogeneity among entrepreneurs), 
and maximize their expected profits, thus defining both 1+tk  and 1+tl . In period t 
potential entrepreneurs apply for credit It to finance their investment, which is needed to 
acquire capital stock 1+tk , so that t

E
tt Iek +=+1 . 
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The profit maximization problem is then: 

( ) ( )( )
11 ,11111 max1,

++

→−−+− +++++
tt lktttt

c
ttt lwekrlkf  (3) 

and the solution of this problem for any level of savings te  appears as: 
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Note that the solution of the profit maximization problem does not depend on the 
amount of savings accumulated by the entrepreneurs since it determines the amount of 
capital stock needed to run the firm, but not the amount of borrowed capital. Given this 
optimal choice of production factors, the utility maximization problem of entrepreneurs 
determines their savings level: 
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so that savings of the entrepreneurs are given by: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

+−
+

+

c
ttt

E
t rwwee ,, 1  (7) 

The properties of the solutions of the above optimization problems are taken as standard 
results of microeconomic analysis.7 

2.2 Intermediation and interactions 

Financial intermediation is presented in the economy through banks, who collect 
savings from workers in the form of deposits, and offer credit to entrepreneurs to 
finance their demand for credit. As derived above, the demand for credit is given by the 
excess of the optimal capital level for the production technology over the accumulated 
entrepreneurial savings (which play the role of own funds of the entrepreneurs). 

                                                 
7 To prove these properties it suffices to find respective derivatives of the implicit savings and factor 

demand functions, given by the first-order conditions. Of course, the standard assumption regarding 
the impossibility of corner solutions applies. 
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Collection of deposits Dt starts in period t, when the workers of generation t  save the 
amount D

te . At the end of period t entrepreneurs apply for credit tI  to start their 
business (run firms). Entrepreneur payouts to banks take place within period t+1 and 
amount to ( )t

c
tttt IrlkfB )1();,(min 111 += +++ . In the equilibrium, the profit of 

entrepreneurs can only be positive, hence it can be written t
c
tt IrB )1(1 +=+ . 

There is no other storage technology in the economy so that the value of deposits made 
with the banks is equal to the value of aggregate savings of the workers: .D

tt peD =  In 
period t+1 banks have to repay ( ) D

t
d

t erp +1  to all depositors. 

Entrepreneurs require credit from the banks to finance their investment demand and we 
assume that there is no credit rationing so that no credit application is rejected,8 and 

.1
E
ttt ekI −= + 9 Investment (in production technology) takes place at the end of 

period t .10 Within period t+1 all entrepreneurs repay the banks ( ) 11 +− tBp  as defined 
above. 

If in the period t+1 total repayments from entrepreneurs to banks do not cover the total 
obligations of the banks, banks experience deficit. Deficit is transferred in the next 
period and can be defined recursively as: 

( ) ( ) D
t

d
tttt erpBpdd +−−+= ++ 11 11  (8) 

If in some period we observe that 01 >+td , we shall call it bank surplus. This equation 
indicates that the new bank surplus is the amount which the banks possess after 
deducting the deposit repayments from the total accumulated surplus of the previous 
period and the credit repayments received from the banks’ debtors. Or, the new deficit is 
equal to the uncovered gap, which results after having covered the previous gap and 
paid out the deposits from the credit revenues of the current period. 

Banks operate in a competitive environment so that neither deposit rates d
tr  nor credit 

rates c
tr  differ and we omit any indexes corresponding to individual banks, taking 

interest rates as uniform in the market. Moreover, in this competitive environment, 
either banks set credit and deposit interest rates equal (see e.g., Gersbach 2003 for a 

                                                 
8 Indeed, the homogeneity of entrepreneurs implies that their credit applications are similar, and there is 

no criterion according to which some applications should be rejected. 

9 Capasso and Mavrotas (2003) develop a model of information asymmetries in the credit market in 
which the high costs of processing bank loan applications might obstruct investment in mature sectors. 
Their point of departure is that the efficiency of the banking system can have a profound impact on 
real resource and investment allocation directly (by reducing the amount of resources channelled to 
the credit market) as well as indirectly (by affecting entrepreneurs’ investment decisions). 

10 This can be also viewed as though entrepreneurs of generation t  create their production facilities 
along the period t, investing in total kt+1, so that the investment process is concluded at the end of the 
period t. This means that all credit is allocated by the banks in period t under interest rate c

tr . 
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discussion of the case with market-side switching)11 or take them equal as given by the 
market so that in pure competitive environment t

c
t

d
t rrr ==  (see e.g., Baltensperger and 

Jordan 1997).12 

Banks are owned by all agents in the economy in equal shares, and the ownership is 
transferred to subsequent periods (future generations) through bequests, hence a stock 
market for bank shares is not considered. Dividend payments could shift intertemporal 
budget constraints in the utility maximization problems solved by the agents, but we 
assume them to be negligibly small, and they are not presented in optimization problems 
(1) and (2) of the agents above.13 

2.3 Macroeconomic shock 

The economy is assumed to experience a macroeconomic shock, which influences the 
deficits of the banks, with which they start the period t+1. We assume that the shock 
creates the deficits in the banks proportionally to the amount Bt repaid by the 
entrepreneurs, which induces the following change in the equation (8):  

( ) ( ) D
t

d
ttttt erpBpqdd +−−+= +++ 11 111  (8΄) 

In the absence of the shock ( ) ( ) D
t

d
tt erpBp +=− + 11 1  otherwise banks’ profits are not 

zero, which is a contradiction to the perfect competition assumption. As a result we can 
reformulate the equation (8΄): 

( ) 111 )1(1 +++ −−−= tttt Bpqdd  (9) 

The shock parameter 1+tq  has the following distribution: 

⎩
⎨
⎧

=<
≠

= ∗+ τ
τ

tq
t

qt  if1
 if1

1  (10) 

                                                 
11 As noted earlier, the framework of the current paper can be extended to cover the case of 

heterogeneous agents, with entrepreneurs deciding on applying for credit to invest or deposit with the 
banks, depending on their (entrepreneurs’) respective quality. 

12 Competition in the banking sector implies that the profit of banks equals zero, which induces the 
equality between the two interest rates. 

13 This point deserves some further discussion. Indeed, if we assume that the capital of the banks is 
negligibly small, all agents will receive infinitely small dividend payments, so that they do not 
influence consumption-saving decisions. Putting another way, we could also assume that the banks 
belong only to depositors, and in this sense resemble mutual funds so that there is no capital, which 
would differ from the deposits. Equally we could assume that dividend payments are made at a rate 
equal to deposit interest rate, so that bank capital could be considered equivalent to deposits. It is 
important to note that (possible) dividends are paid only in the case the banks work with a surplus, so 
that dt > 0, otherwise any possible bank profit is used to cover deficit. As we focus here on the case 

0≤td , dividend payments do not play any role in the model. 
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Equation (9) can be rewritten for the period 1+τ : 

( ) ( ) 111 )1(1)1(1 +
∗

+
∗

+ −−−=−−−= ττττ BpqBpqdd   

since τd  is zero before the shock. 

The shock is effectively unpredictable so that banks do not create any reserves against 
the shock. Recall from (8) that without the shock, deficits of the banks would be:  

( ) ( ) 011 11 =+−−= ++
Dd erpBpd ττττ   

and hence we can write equivalently:  

( ) ( ) D
t

d
t erpqd +−−=+ 11 *

1τ  (11) 

We assume that the shock is exogenously given and directly influences bank deficits. 
The case of production shock is considered in Vinogradov (2003), where three degrees 
of shock are introduced: insignificant production shock, which leaves entrepreneurs still 
able to repay their obligations; significant production shock, which influences 
repayments to banks, but does not influence wage repayments to workers; and extreme 
shock, which reduces repayments to banks to zero and leaves workers underpaid. If no 
shock happens (q = 1), then bank deficits remain at zero level. If the production shock 
destroys the economy (q = 0), then deficits of the banks are equal to the entire amount 
due to depositors ( ) D

t
d

tt erpd +−=+ 11 , exactly as in (11). 

Transfer of the shock from production technology directly to deficits simplifies 
exposition and allows us to study the case of nonproduction shocks. One example of 
this could be a sharp decrease in stock market prices, which reduces the value of bank 
assets below the value of liabilities, and leads to deficits. Since we do not explicitly 
model the stock market, and have no securities on the assets side of the banks’ balance 
sheets, we assume that the exogenous shock influences deficits directly. Introduction of 
the stock market would possibly give a more reasonable explanation of the shock (e.g., 
how agents form their expectations), but would still leave us with an exogenous 
disturbance exactly as in the case of a deficit shock, and would not qualitatively change 
the results. For an alternative shock treatment, see the Appendix.  
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3 Markets and equilibrium 

So far, the model describes two markets: one for capital and one for labour. We define 
the [temporary] equilibrium14 in the economy in any period t  as a price vector 
{ }∗

+
∗∗

1,, t
c
t

d
t wrr  and an allocation { }∗∗∗

+
∗
+

D
t

E
ttt eelk ,,, 11  under parameters { }tt dw , , 

which guarantee that: 

1. The capital market is cleared, i.e., aggregate demand for capital equals its aggregate 
supply: ( ) ( ) E

tt
D
tt epdpekp −++=− + 11 1 . In other words, aggregate demand for 

credit equals aggregate supply:  

( ) ( ) ( )( ) ( ) t
d

tt
D
t

c
ttt

E
tt

c
tt drwperwwewrkp +=−− +++ ,,,,1 111  (12) 

2. Labour market is cleared, i.e., aggregate demand for labour, which is created by old 
entrepreneurs, is met by the aggregate supply of labour created by the old workers 
and the whole young generation (both young workers and young entrepreneurs, 
who have not yet started their businesses):  

( ) ( ) 1,1 1 =− +t
c
t wrlp  (13) 

3. Agents have no incentive to make changes in their choices (this condition is met by 
the optimal choice of agents). 

 

Proposition 1. The general equilibrium, given by definition above, exists and 
is unique for any period 0>t . It can be represented in the ( )tt rw ,1+ -plane 
with an intercept of LM-line and CM-line, depicting equilibria in markets for 
labour and for capital, respectively. LM-line and CM-line are characterized 
with 

0 and 
111

<
∂
∂

∂
∂

>
∂
∂

+++ t
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t

t

LM
t

t
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t

w
r

w
r

w
r  (14) 

Proof: For the proof see Vinogradov (2003) ■ 

3.1 Analysis of the equilibrium 

The above proposition allows us to represent the general equilibrium in terms of two 
lines in the ( )tt rw ,1+ -plane: LM depicting equilibria in the labour market and CM 
depicting equilibria in credit market. Note also that changes in the deficit level influence 
                                                 
14 Obviously, given the initial conditions ( )00 ,dw  and the definition of deficits (9) we can determine the 

whole equilibrium path { }∞∗
+

∗∗
01,, t

c
t

d
t wrr as well as the deficits path ∞

+ 01td , which would correspond 

to the standard intertemporal general equilibrium concept. 
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only the CM-line, and not the LM-line, although general equilibrium would differ for 
different values of dt. Increase in deficits (or equivalently decrease in surplus, i.e. dt falls 
below zero) increases equilibrium interest rate as defined by the credit market for any 
wage level 1+tw  so that CM-line shifts upwards in ( )tt rw ,1+ -plane: 

0<
∂

∂

t

CM
t
d

r  (15) 

Proposition 2. The equilibrium interest rate and the equilibrium wage level 
depend on the deficits in the banking sector so that the equilibrium interest 
rate increases and the equilibrium wage level decreases with an increase in 
deficits (fall in surplus): 

0;0 1 >
∂

∂
<

∂
∂ ∗

+
∗

t

t

t

t
d

w
d
r

 (16) 

Proof: According to (15) and due to the independence of the labour market 
equilibrium from the deficits in the banking system, the equilibrium interest 
rate and wage level are determined by the movement of general equilibrium 
point along the LM-line, as shown in Figure 1. Since both CM- and LM-lines 
are continuous, this reasoning will be valid for any possible combinations of 
interest rate and wage level, which proves the statement. ■ 

 

The effect on the general equilibrium of banks deficits falling below zero is shown in 
Figure 1. Since the slope of CM-line can be either negative or positive (but never 
smaller than the slope of the LM-line, see Equation 14), both cases are presented here. 

 

Figure 1 
Effect of an increase in banks’ deficits  

( ↓d , i.e. the banks experience greater lack of funds) on general equilibrium 
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3.2 Evolution of the economy 

The sequence of events in the economy under the assumption of financial 
intermediation is presented in Figure 2:  

Figure 2 
Sequence of events in the intermediated economy 

 

 

 

3.2.1 Before the shock 

If τ<t , the shock parameter q is always q = 1. The economy sets the equilibrium with 
zero deficits in the banks. This equilibrium is stationary until a shock occurs. 

The system of equilibrium conditions (12-13) together with the definition of deficits (8) 
determines a dynamic system with respect to w and d: ( ) ( )11,, ++→Φ tttt dwdw  with the 
map ( )tt dw ,Φ  given implicitly by the system of equations: 
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 (17) 
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Proposition 3. The dynamic system (17) has a steady state (stationary) with 
0=d and ww ˆ= , which does not depend on the initial conditions. 

Proof: The map for deficits in (17) together with the credit market 
equilibrium condition (12) for period t  implies: 

t
d

tt drd )1(1 +=+   

which under a positive deposit interest rate is true if: 

ddd tt ===+ 01   

The first part of the statement is hence proved. 

Now consider the modified map ( ) ( )0,0 tt ww Φ≡Φ : 

( )
⎩
⎨
⎧

=−
=−

Φ +
D
tt

t
t peIp

lp
w

)1(
1)1(

: 1
0  (18) 

with the rest defined as in (17). To prove the existence of the stationary point, 
it suffices to prove the existence of a solution to: 

( ) ttt www =Φ=+ 01   

Substituting 1+tw  instead of tw  into the labour demand, credit demand and 
savings functions in (18) reduces the problem to the case of market 
equilibrium. The slope of LM-line remains unchanged, since it depends only 
on 1+tw , and the slope of LM-line is always flatter than that of the LM-line 
(see 14), so that the general equilibrium exists for any value of tw , and in 
particular for some value ŵ , for which the condition ( ) ww ˆˆ0 =Φ  is met. By 
construction, this steady state does not depend on initial conditions. ■ 

 

Consider now the evolution of the economy after the shock 1<= ∗qq , that  
is, for τ≥t . Banks experience in this case deficits 

( ) ( ) ( ) ,011)1(11 <+−−=−−−= ∗∗
+

Dd erpqBpqd ττττ  with which they start the period 
1+τ . A change in deficits ( d  falls from 0=τd  to a level 01 <+τd ) causes CM-line to 

shift upwards (for any wage level credit market will clear with a higher interest rate), so 
that the change in general equilibrium is given by the LM-line, and the equilibrium wage 
level 2+τw  is lower than ττ ww =+1 . At the same time the equilibrium interest rate 
increases from τr  to .1+τr  No new shocks and no changes in the behaviour of the agents 
occur. Further dynamics of the deficits in banks is given by: 

( )( )( ) ( ) D
k

d
k

E
kk

c
kk erpekrpd ++++++++ +−−+−= ττττττ 111 11  (19) 

Since the credit market is in equilibrium (12), and since ∗
−+−+−+ == 111 k

d
k

c
k rrr τττ  due to 

the competition in banking sector, we obtain: 
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( ) kkk drd +
∗
+++ += τττ 11  (20) 

which is valid for any .Nk ∈  As soon as 0>∗
+krτ , deficits in banks deteriorate until the 

banking system is bankrupt, i.e. D
kkk pedd +++ −== τττ . This last condition means that 

deficits in banking system are completely covered with newly accumulated deposits so 
that no new credit can be granted, and hence banks obtain zero repayments at the end of 
the period, and can no longer meet their obligations with respect to deposits. 

Corollary 1. Intermediated economy with long-lived banks and guarantees 
on deposits experiences a collapse of the banking system in the absence of an 
appropriate regulation in a finite number of periods. 

4 Pure market economy 

Consider now the case of the market economy, where savers (depositors) have direct 
access to the firms (entrepreneurs), and therefore no intermediation in the fund-
channelling occurs. The sequence of events in a pure market economy is presented in 
Figure 3. 

The economy without intermediation (i.e. pure market economy) exhibits the same 
equilibrium as in the case of intermediated economy with zero deficits in banks. Indeed, 
in a pure market economy, the aggregate demand for credit 

( )E
ttt ekpIp −−=− +1)1()1(  equals the aggregate credit supply D

tpe  and since no 
intermediaries are presented here, there is no space for deficits in market equilibrium. 
The equilibrium at the labour market does not depend on intermediation, and is the 
same as in the intermediated case. Interest rate on savings in the pure market economy 
is equal to the credit interest rate t

c
t

d
t rrr == , since they circulate in the same market. 

 
Figure 3 

Sequence of events in the pure market economy 
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Temporary general equilibrium in the pure market economy in any period t  is hence 
defined as a price vector { }∗

+
∗

1, tt wr  and an allocation { }∗∗∗
+

∗
+

D
t

E
ttt eelk ,,, 11  under 

parameters { },, tt dw  which provide that: 

1. The credit market is cleared: ( )( ) D
t

E
tt peekp =−− +11 ;  

2. The labour market is cleared: ( ) ( ) 1,1 1 =− +t
c
t wrlp ;  

3. Agents have no incentive to make changes in their choices (again, this condition is 
met by the optimal choice of agents). 

Proposition 4. A general equilibrium in the market economy, given by the 
definition above, exists and is unique for any period 0>t . 

Proof: The proof of the proposition follows from the existence of equilibrium 
for intermediated economy. It has only to be noted that td  now represents 
(consistent with its definition) the difference between the actual and expected 
credit repayments from old entrepreneurs to old workers, and is always zero in 
the absence of shocks. ■ 

 
Without shocks the equilibrium in a pure market economy reaches its steady state as in 
the case of intermediated economy. If a shock occurs, creditors are not repaid in full,15 
and experience deficit tt pBqd )1(1

∗
+ −−= . This affects the result in a following 

manner: 

1. Old workers, who acted as creditors, obtain less repayment than expected, and their 
consumption in the shock period is less than needed to achieve the planned utility 
level. The extreme case 0=∗q  would leave old workers with zero consumption in 
the shock period. 

2. Young workers do not suffer if we consider a payments shock only.16 Saving 
decisions of the young generation repeat those of the old in the preceding period, so 
that the equilibrium persists. 

3. After the shock the system stays at the steady state, so that the only part of 
population to suffer from the shock, are old workers. The loss in consumption is 
exactly tt pBqd )1(1

∗
+ −−= . 

                                                 
15 This can be understood as though the shock appears when the repayment goes through the payments 

system, which is not explicitly modelled here. 

16 In the case of a production shock it is possible that young workers obtain reduced wage repayments, 
which would change their savings decisions. If this happens, the savings in the after-shock period are 
lower than in steady state, and consequently the interest rate is higher than in the steady state. As a 
result, the shock affects some subsequent periods, and the recovery to the steady state lasts for several 
periods. For further details see Vinogradov (2003). 
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Corollary 2. A market-based economy recovers to the steady state within one 
period after the shock, leaving the burden of the shock completely on savers 
of this period. 

5 Regulation 

Collapse of the intermediated economy after a shock underlines the need for regulatory 
intervention to avoid the collapse of the banking system. We consider two possible 
regulatory interventions:  

1. Liquidity injections to banks, 

2. Setting a deposit rate ceiling. 

In both cases we assume banks to be credible institutions (possibly under guarantees by 
the regulator) so that the question of credibility and bank runs does not arise. 

5.1 Liquidity injections 

Let us assume that the regulator possesses a stock S  of liquid funds, which can be 
accessed only by banks experiencing deficits and are not used otherwise. If deficits 
occur ( 0<td ), banks can apply for one-period credit from the regulator. The regulator 

charges an interest rate sr to the applicants. This is a general formulation, setting 
1−=sr  corresponds to the case of subsidy. The total amount of credit granted by the 

regulator in period t  has to cover the deficits in the banking sector and is therefore: 

⎩
⎨
⎧

≥
<−

=
0 if0
0 if,

t

tt
t d

dd
S  (21) 

The regulator credits banks (provides them with liquidity assistance) at the end of 
period t. This liquidity injection covers deficits accrued in period t. The banks repay at 
the end of the period t + 1 in total amount of t

s Sr )1( + . 

The equilibrium condition in the credit market (12) changes to: 

( )( ) tt
D
t

E
tt Sdpeekp ++=−− +11  (21) 

To complete the description we assume that the interest (if any) gained on such liquidity 
injections is used to increase the stock S . Therefore, we leave aside all possible fiscal 
distortions (taxes and income redistribution) and focus only on the bailout effect of such 
intervention. 
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5.2 Deposit rate ceiling 

The regulator sets deposit rate ceiling dregd rr =  when the capital adequacy ratio is not 
fulfilled (surplus accumulated in the banks is smaller than a certain fraction α  of the 
total banks’ assets):17 

( )( )E
ttt ekpd −−< +11α  (23) 

In this case, either credit rates are below the ceiling, so that no bank is interested in 
setting the deposit rate above the credit rate, and hence the situation is similar to the 
case without regulation with ;∗== rrr dc or credit rate (interest rate determined by the 
credit market) is above the ceiling, which means that the deposit rate is fixed: 

( )cdregd rrr ,min=  (24) 

Fixing the deposit rate makes the deposit supply dependant only on the wage level. The 
deposit market is still in equilibrium (all deposits supplied are acquired by banks). This 
does not change the conclusion regarding the existence and uniqueness of general 
equilibrium. 

The above definition of general equilibrium is valid for the regulated case as well. 
Moreover, the equilibrium condition for the labour market is not disturbed by 
introducing the regulation since depends only on credit interest rate: 

( ) ( ) 1,1 1 =− +t
c
t wrlp  (25) 

The equilibrium condition in the credit market simplifies to: 

( ) ( ) ( )( ) ( ) t
dreg

tt
Dc

ttt
Ec

tt drwwperwwerwkp +=−− +++ ,,,,,1 111  (26) 

The right-hand side of (26) is no longer dependant on the credit interest rate. Obviously 
equilibrium credit rate is negatively related with the regulated deposit rate, since the 

left-hand side of (26) negatively depends on the credit rate: .0<
∂

∂
dreg

c
t

r

r  This is easily 

explained by the fact that decreasing the deposit rate leads to less bank deposits, and 
therefore to a lower supply of credit, which becomes more expensive in order to hold 
the equilibrium. In other words, setting the regulated deposit rate at a level below that of 
the unregulated equilibrium, increases the credit interest rate and hence makes banks’ 
profit margin positive (since in unregulated case the rates are equal). Graphically this 
corresponds to an upward shift of CM-line as soon as the regulated deposit interest rate 
is set below the equilibrium level, similarly to the effect of deficits in the banking 
system, which is depicted in Figure 1. 

 

                                                 
17 This is again a general formulation. In the economy considered here, bank surplus is zero due to 

competition, therefore the deposit rate ceiling is introduced from the beginning. 
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6 Intermediated economy: regulated dynamics 

Let us now assume that the economy has settled in the steady state with dt = 0. Consider 
how the above mentioned regulatory interventions affect the economy after the shock 
and whether the interventions prevent the collapse of the economy (bankruptcy of the 
banking system), which happened in the unregulated case. 

6.1 Liquidity injections 

Assume that the payments shock creates deficits in the banking system in period τ  so 
that the banking system starts period 1+τ  with deficits 01 <+τd . Credit market 
equilibrium condition (22) implies: 

( )( ) 111121 +++++ ++=−− τττττ Sdpeekp DE  (27) 

Since a subsidy (credit) from the regulator covers exactly the deficits, 11 ++ −= ττ dS , 
the equilibrium in the credit market remains unchanged, and hence credit interest rate 
and wages stay at their stationary levels. Further change in deficits is given now by: 

( )( )( ) ( ) ( ) 1111212 1111 +++++++ +−+−−+−= τττττττ Srerpekrpd sDdEc  (28) 

Now, two scenarios are possible:  

1. Liquidity injection does not change (for whatever reason) profit expectations of the 
banks. Expected profit of the banks for period 2+τ  is then: 

( )( )( ) ( ) 0111 111212 =+−−+−=Π ++++++
DdEce erpekrp ττττττ   

The expected profit is equal to zero due to competition in the banking sector. This 
implies: 

( ) ( ) 112 11 +++ +=+−= τττ drSrd ss  (29) 

Hence, with 0>sr , deficits in the banking sector deteriorate further. Unrestricted 
continuation of the policy of liquidity injections repeats the steps described above, 
and, as in case of unregulated dynamics, collapse is unavoidable. The banking 
system becomes bankrupt. The stock of liquid funds S  cannot be exhausted since 
starting period 2+τ  deficits in the banking system are exactly the indebtedness of 
the banks to the regulator. As a result, the ‘liquidity’ injections do not actually 
require a transfer of liquid funds, but rather take the form of ‘virtual’ credit, which 
results only in an accumulation of unpaid interest. Setting 0=sr  allows to 
postpone the collapse without an accumulation of this kind of debt. But in any 
event, such a forbearance policy18 does not create any incentive for the banks to 
repay their debt to the regulator, because they expect deficits to be covered 

                                                 
18 Recall that banks are bankrupt since their assets are below their liabilities. 
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repeatedly by new liquidity injections from the regulator without restrictions, and 
do not anticipate repayments in profit expectations.19 

2. Liquidity injection changes the profit expectations of banks. Expected bank profit 
for period 2+τ  is then: 

( )( )( ) ( ) ( ) 01111 1111212 =+−+−−+−=Π +++++++ τττττττ Srerpekrp sDdEce  

Zero expected profit (due to competition) implies that the banks set the deposit 
interest rate below the credit interest rate (which is fixed by the credit market 
equilibrium) as soon as 1−>sr . The new level of deficits in banking system is 
then:  

02 =+τd  

At the same time, the amount of deposits in the banking sector decreases due to a 
decrease in deposit interest rate ( DD ee ττ <+1 ) and credit market is cleared with 

higher credit interest rate for any wage level: ( )( ) DE peekp 1121 +++ =−− τττ . This 
corresponds to the upward shift of CM-line and new equilibrium is achieved at the 
level cc rr ττ >+1 , 12 ++ < ττ ww . 

In period 2+τ  the economy returns to the steady state since competition implies:  

( )( )( ) ( ) 0111 222323 =+−−+−=Π ++++++
DdEce erpekrp ττττττ  

and therefore the equality between deposit and credit interest rates  
dc rr 22 ++ = ττ . 

The above discussion leads to the following conclusions: 

Corollary 3. Liquidity injections after a payments shock can have different 
effects depending on the arrangements: 

1. The forbearance policy of the regulator, in which the banks believe to be 
credited and are credited each time they face deficits, either postpones 
the collapse (if injections are made in form of credits with zero interest 
rate) or prevents the collapse (in case of the subsidy). In both cases the 
burden of payments shock is borne by the regulator. 

2. Short-term crediting with sufficient restrictions on further access for 
banks to the liquid funds of the regulator shifts the profit expectations of 

                                                 
19 The case of subsidy ( 0<sr ) would prevent collapse but requires substantial changes in the model to 

meet budget constraints: up to now it was assumed that there were no external inflow of funds into the 
economy. 
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the banks and prevents a collapse. The burden of the payments shock is 
borne by the population in the period following the shock: depositors 
receive deposit interest at rates below credit interest rate. At the same 
time they receive lower wages due to a fall in production, which also 
leads to lower consumption level of entrepreneurs. 

6.2 Deposit rate ceiling 

If the banking system starts with zero deficits, intervention rule (23) is fulfilled, and 
regulation is introduced from the beginning. If cdreg rr > , the deposit interest rate will 
be equal to the credit rate ∗== rrr dc  so that regulated dynamics yields the same 
results as the unregulated case. After the shock, however, credit interest rate increases, 
as shown for the case of unregulated dynamics, and at some point the inequality 

cdreg rr <  will be met. As a result, the deposit rate is fixed by the regulation.20 

Assume that this happens at τ=t  so that dregd
k rr =+τ ( Nk ∈ ). The dynamics of the 

deficits in banks is then given by: 

( )( )( ) ( ) D
k

dregE
kk

c
kk erpekrpd +++++++ +−−+−= τττττ 111 11  (30) 

Due to the condition cdreg rr <  and credit market equilibrium condition (12) we can 
write: 

( ) ( ) D
k

dregc
kk

c
kk errpdrd ++++++ −++= τττττ 11  (31) 

To reduce deficits, i.e. to achieve kk dd +++ > ττ 1 , it is necessary that: 

c
kD

k

kc
k

dreg r
pe
drr +

+

+
+ <⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
+< τ

τ

τ
τ 1  (32) 

The simplest way to meet this criterion is to set 0=dregr . However, this sharp measure 
is needed only in case the system nears bankruptcy, that is, when ( ) D

kk ped ++ →− ττ .  
In all other cases this criterion can be met with strictly positive values of deposit rate 
ceiling. Since equilibrium credit interest rate increases with the deterioration of bank 
deficits, the deposit rate ceiling can be established at the level of stationary credit 
interest rate, observed in the pre-shock economy: 

0=
=

d
cdreg rr . 

Corollary 4. An economy with appropriately chosen (in sense of inequality 
32) deposit rate ceiling recovers after the shock to a steady state with 0=d . 

                                                 
20 Of course if the deposit rate ceiling is not set too high: critdreg rr < where critr  provides that 

( )critD
t rped ,⋅−= . This is the critical value of the market interest rate, under which the banking 

system is actually bankrupt, and no further development occurs. 
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7 The Russian crisis of 1998 

First, we review the Russian economy in the pre-crisis period in order to check whether 
the principal assumptions of our model are satisfied. We consider the years 1998 and 
1999 to fully represent the situation before and immediately after the August 1998 
financial crisis. For comparison, we also consider the years upto 2003 in order to 
determine how the Russian financial system developed after the crisis. Second, we draw 
some conclusions on possible scenarios of macroeconomic development after the 
default. 

7.1 Justification of theoretical assumptions 

As Table 1 shows, in 1998 and 1999 the market for corporate bonds was strictly 
dominated by the market for credit from the banking system to enterprises and by the 
market for state short-term obligations. Two main features are revealed: (i) the share of 
market-based finance is very small in funding the private sector, which is mostly done 
through the banking system, and (ii) the market for state bonds is much more developed 
than the market for corporate bonds, although it is not the primary source of finance for 
the government, which also relies on the banking system including monetary 
authorities. These two features are mostly associated with the absence of credit histories 
of enterprises, quite common in transitory countries. 

The year 1999 indicates a shrinking market for government bonds, which are mostly 
replaced by indirect finance through the banking system and monetary authorities. This 
immediate reaction of the markets to the default develops further and, in 2003, leads to 
a diminished market finance for the government and almost nonexistent credit from the 
monetary authorities. Bank finance is the leading source both for government and 
enterprises. This is the first stylized fact that is relevant for our model. Enterprises are 
financed primarily by banks; the role of financial markets for private securities is 
negligible, and the Russian economy can be described as bank-dominated. 

Considering banking sector in 1998, we note the second stylized fact of the Russian 
financial system (Figure 4). Banks obtain domestic funds primarily in the form of 
deposits and own capital. All other domestic sources of funds are relatively small. An 
important assumption in our model is that banks have no shareholders capital. Violation 

Table 1 
Financial markets and instruments in the Russian Federation in 1998–2003 

(end of the year, billion roubles) 

 
Corporate 

bonds 
Bank credit to 

enterprises State bonds 

Credit from monetary 
authorities to RF 

government 
Bank credit to 

government bodies

1998 20.7 300.2 387.1 483.5 263.7 

1999 28.6 445.2 266.9 496.2 445.3 

2000 38.9 763.3 184.2 264.2 532.7 

2001 67.2 1191.5 160.1 193.2 588.7 

2002 108.9 1612.7 217.0 193.7 696.0 

2003 157.6 2299.9 314.6 31.7 742.8 

Source:  BEA (2004: Tables 17, 18, 20). 
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of this assumption would not lead to a difference between credit and deposit interest 
rates if dividend payments offer shareholders the same return as deposits. Another result 
based on this assumption is related to the concept of deficits, which the banks 
experience in the event of payments shock. As capital serves as a cushion against shock 
(insufficient repayment leads to a reduction of the capital, not necessarily to deficits), 
we can expect that the consequences of default are partially smoothed out by the capital 
cushion. 

Figure 4 
Financial sources of the banks in the Russian Federation in June 1998 

Deposits
50%

Capital
23%

Credit from other 
financial 

institutions
1%

Government 
accounts

3%

Foreign liabilities
17%

Money market 
funds
6%

Source:  CBRF (1999: Table 1.9). 
 

 

 

Figure 5 
Securities in financial portfolios of the banks in the Russian Federation in June 1998 

State bonds
84%

Other bonds
1%

Foreign stocks
0%

Municipal bonds
4%

Other stocks
4%

Shares
1%

Other
1%

Bonds of domestic
financial

institutions
1%

Foreign bonds
3%

Stocks of domestic
financial

institutions
1%

 
Source: CBRF (1999: Table 4.3.5). 
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The third stylized fact concerns the Russian financial system on the eve of the financial 
crisis. Banking securities portfolio is not diversified and is concentrated mostly in state 
bonds. More than 84 per cent of the banks’ securities portfolios consist of state bonds 
two months before the crisis (Figure 5). Recall that we have not introduced state 
obligations as an investment opportunity for the banks in our model. Instead, we have 
considered the production sector with no diversification assumed. This allowed us to 
consider the direct influence of the shock on production capacities (through credit 
markets). According to the Central Bank of the Russian Federation (CBRF), total bank 
credit to enterprises in June 1998 amounted to 198 billion roubles compared to 163 
billion roubles invested in state securities (CBRF 1999: Tables 4.3.1 and 4.3.5). Hence, 
the credit channel still plays a significant role in transferring the shock to the production 
sector. 

At the same time, the huge share of state bonds in the securities portfolios of the banks 
explains why the government default can be considered a shock factor for the banking 
system. A decrease in bond prices leads to a decrease in the return for banks. This 
corresponds to what we call a ‘payments shock’. Although enterprises repay their debts, 
the banking system still faces deficit caused by an external factor. In this case, the 
external factor is the state bonds. Their devaluation leads to a sharp reduction in the 
book value of the banks’ assets, and results in a shortage of funds needed to repay on 
deposits. 

And finally the fourth stylized fact: bank deposits dominate household savings, but 
other strategies exist. The structure of savings is given in Figure 6. Three main savings 
components can be noted: (i) domestic (rubble) cash, (ii) deposits with the banking 
system, and (iii) foreign cash as the principal substitute for deposits. The share of 
securities is negligibly small. Hence, our assumption of deposits being the only storage 
technology available to households is not far from reality. At the same time we can 
expect alternative storage technologies to provide again a kind of a cushion against the 
shock if the banks cannot repay deposits in full. 

Figure 6 
Structure of savings in June 1998 
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7.2 Developments after the default 

Our model predicts four possible scenarios for a bank dominated economy: 
(i) deterioration of the economy and collapse of the banking system if no regulatory 
measures are implemented after the shock; (ii) delay of the real effect of the payments 
shock if repeated unrestricted liquidity injections are implemented by the regulator; 
(iii) relatively quick recovery of the economy, leaving the burden of the payments shock 
on depositors, who are underpaid on their deposits if short-term liquidity injections are 
used; and (iv) longer lasting recovery, which smoothes the negative consequences of the 
payments shock over several periods if a regulatory measure is chosen that allows banks 
to enjoy profit from interest rate margin (e.g., deposit interest rate ceiling considered 
above). The CBRF intervened immediately after the crisis in August 1998 with the 
following measures (see Thießen 2000): 

1. allowing banks to draw on their reserves to make payments; 

2. supporting off-sets of liabilities between banks; 

3. providing ‘stabilization credit’ to problematic banks; 

4. guaranteeing deposits in the state-owned Sberbank and stimulating the transfer of 
deposits from other banking institutions to Sberbank. 

In total the central bank increased its lending to commercial banks in the ten months 
since June 1998 almost six times in real terms. These measures correspond largely to 
the liquidity injections studied in the model above, so one would expect a relatively 
quick recovery. But this was not the case, as it could be predicted with our model in the 
case of restricted short-term liquidity injections. We would rather argue that the cause 
was the forbearance policy adopted by the CBRF. The authorities suggested a bank 
restructuring strategy only by the middle of 1999, ten months after the crisis. The 
development of principal banking indicators in real terms (consumer price index for 
1 July 1997 taken for 100 per cent) in the aftermath of crisis is shown in Figure 7. As 
can be seen, the amount of real credit (RF government plus enterprises) experienced a 
reduction immediately after the crisis, as did the amounts of deposits and banking 
capital, to stabilize in approximately three months. Apart from that, the figure reveals a 
significant increase in the banks’ foreign assets and foreign debts, as well as an increase 
in credit from monetary authorities. We can expect that stabilization of total credit was 
achieved by ‘pumping up’ the banking system through credit from monetary authorities 
(which supports our conclusion regarding CBRF’s forbearance policy). 

The development of real interest rates is quite interesting (Figure 8). As expected, the 
absence of regulatory measures, which would create a positive profit margin, results in 
nearly equal real interest rates, and only from mid-1999 onward does the interest rate 
margin begin to increase. However both interest rates fall, although our model predicts 
them rather to rise (if there is a shortage of funds in the market) or to stay stable (if there 
are continuous liquidity injections on the part of the regulator, as was the case). A 
possible explanation for this fact is the scarcity of credit granted by banks, and their 
unwillingness to perform credit operations, causing credit rationing, a fact not 
considered in the model. If this is the case, interest rates are not determined by a market 
equilibrium condition, and do not respond to the shock. 
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On the other hand, we calculated real interest rates, using announced nominal rates and 
the actual rate of inflation instead of the expected rate of inflation. If the expectations 
are not rational, they usually underestimate future inflation during a period of 
accelerating inflation. As a result, calculated real rates can move in the opposite 
direction to the theoretical projection.  

Figure 7 
Banking indicators in Russia in real terms in the aftermath of the crisis 
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Figure 8 

Real interest rates in the aftermath of the crisis 
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Figure 9 
Consumer price index (1July 1998 = 100%) 
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Finally, the nominal discount rate of the central bank was fixed at the annualized level 
of 60 per cent from 24 July 1998 till 9 June 1999 (CBRF 1999: Table 2.2). Given the 
inflation dynamics (see Figure 9) this resulted in a sharp fall of the real discount rate, 
which caused other real interest rates to fall as well. 

According to the BEA (1999), the real income of the population decreased in the 
aftermath of the crisis by about 20 per cent, which is consistent with the predictions of 
our model. However the burden of the crisis was significantly alleviated by the fact that 
there was an alternative storage technology available to the depositors, namely US 
dollars, which are widely used in Russia as a mean of saving. This is a crucial difference 
between our model and the situation in Russia before and after the default of 1998. 

Comparing the results of our model with available data on the financial crisis in Russia 
in 1998, we can draw the following broad policy implications: 

1. The existence of a developed financial market and market-oriented financial system 
would accelerate recovery after a sharp macroeconomic shock. However, from an 
institutional perspective, establishing market-oriented financial systems is a much 
more difficult task, especially in emerging and developing economies. A banking 
system is relatively easy to establish, but needs proper regulation and intervention 
mechanisms in case of crises to avoid collapse. With a market-oriented financial 
system, the burden of a crisis is borne by the population immediately after the 
macroeconomic shock, and to alleviate this burden other (perhaps fiscal) measures 
may be necessary. 

2. The banking system allows for postponing and smoothening of the negative effects 
of a crisis. Postponement can be achieved through liquidity injections, and the 
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smoothening through regulatory intervention that leads to positive profit margins 
for the banks. In the first case, the burden of the crisis can be shared by depositors 
and the regulator, and in the second case it is shared among several generations of 
population. 

3. Additional storage technology (e.g., foreign currency to accumulate the savings of 
the population) provides a cushion against the negative effects of a crisis for the 
population. 

8 Concluding remarks 

We have presented a dynamic model that incorporates both labour and capital markets 
and describes the role of financial intermediation in the evolution of the economy after a 
macroeconomic shock. From the analysis, it follows that deposit insurance itself cannot 
prevent macroeconomic collapse; these results are in line with the empirical findings of 
other studies.21 This result is valid even if deposit insurance (bailout guarantees) does 
not change the risk incentives of banks (since there is no possibility for shifts in 
investment decisions of the banks in our model). The model provides a tool for analysis 
of the regulatory interventions in order to study their efficiency in recovering the system 
after a shock. 

We find that a market-dominated system would provide a quicker recovery after the 
shock, but would leave the burden of the crisis on one generation. On the other hand, a 
bank-dominated financial system can follow several different scenarios. First, in the 
absence of regulation, the banking system can collapse since covering deficits through 
newly accumulated deposits resembles a financial pyramid, and the indebtedness of the 
banking system grows from period to period. Second, liquidity injections from the 
regulator can postpone the collapse. This has important policy implications for poverty 
reduction in countries experiencing financial crises because crises, when they result in 
recession, affect macroeconomic stability and thus contribute to higher unemployment 
and poverty.22 Liquidity injections through appropriate regulatory policies may help to 
substantially reduce the detrimental impact of a crisis on the population. Third, a 
regulatory measure, which would create profit opportunities for banks (such as deposit 
rate ceiling) gives rise for smooth recovery, where the burden of the crisis is 
disseminated over several generations of the population. 

 

 

                                                 
21 For example, Demirgüç-Kunt and Detragiache (2000) question whether deposit insurance increases 

banking system stability; Barth, Caprio and Levine (2000) raise the same question with respect to 
regulation and ownership. Further empirical evidence on bank insolvencies and crises can be found in, 
for example, Caprio and Klingebiel (1996) and Arteta and Eichengreen (2000). 

22 This is a critical issue for developing countries in the light of post-Monterrey initiatives to encourage 
the flow of private capital to developing countries and its effective use for investment and pro-poor 
growth. 
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Appendix: Variation of the macroeconomic shock 

So far we have assumed that the economy suffers from a macroeconomic shock qt+1, 
which influences the deficits of banks in period t + 1. 

The only endogenous source of a change in deficits could be insufficient repayment 
from entrepreneurs to the banks: if the shock 1<∗q  happens in period ,11 +=+ τt  
repayments to the banks are  

( )( )tt
c
tt ekrB −+< ++ 11 1ˆ  (A1) 

We assume that the shock is exogenously given and influences the ability of borrowers 
(entrepreneurs) to pay the debt. In Vinogradov (2003), which considers a negative 
production shock, entrepreneurs are the first to suffer from the shock. This is caused by 
a priority of payments: entrepreneurs should first pay wages to workers. After having 
deducted wage repayments from the revenue, entrepreneurs repay their debts to the 
banks. If they can do this in full, and the profit is still positive, entrepreneurs can use the 
rest for consumption in the second period.  

Now we assume that entrepreneurs have an option to default on their bank obligations. 
One possible explanation for this would be that the shock does not influence production 
directly, but influences the decisionmaking of entrepreneurs who overestimate their 
expected profit in a way23 
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This changes24 optimal decisions of entrepreneurs: 
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which means that changing q from q = 1 to 1<∗q  leads ceteris paribus to an increase in 
capital demand, labour demand and savings of entrepreneurs. In addition, as the new period 
starts and actual production stays at the level ( )11 , ++ tt lkf , entrepreneurs first repay first 

workers ( )( )11111 ,,minˆ
+++++ = ttttt lkflwW . The possibility of default now changes the 

priority of repayments, so that entrepreneurs deduct from their net revenue ( ) Wlkf tt
ˆ, 11 −++  

                                                 
23 This can be considered as an expectation of technological breakthrough, and the suggested expected 

production technology is a variation of AK-production function. We introduce qA 1=  and leave 
shock parameter q below unit to make the results tractable and comparable with Vinogradov (2003). 

24 Over-estimation of expected profit could also appear in a way 
( ) ( )( )[ ]11111

1
1 1,

1 ++++++ −−+−=Π
+ tttt

c
tttq

e
t lwekrlkf

t
. In this case, decisions of entrepreneurs with 

regard to the capital and labour demand remain unchanged, and only the savings decision is 
influenced: an increase in expected profit requires from entrepreneurs to increase their savings, which 
would lead to a downward shift of CM-line and consequent decrease in both equilibrium interest rate 
and equilibrium wage rate immediately before the deficits appear in the banks. 
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the amount dedicated for their consumption ( )( )e
ttttt WlkfC 11111 ;ˆ,minˆ
+++++ Π−= ,  

where ( ) ( )( ) 11111
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The rest is obtained by the banks as debt repayment ( ) 11111
ˆˆ,ˆ

+++++ −−= ttttt CWlkfB . 
Assuming that the shock influences only banks, that is, ( )1111 , ++++ < tttt lkflw   

and ( ) e
ttttt lwlkf 11111 , +++++ Π>− , we obtain 111

ˆ
+++ = ttt lwW , e

ttC 11
ˆ

++ Π=  and 
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. This equation tells us, that the repayment 
to banks from entrepreneurs is insufficient and leads to deficits in the banking sector. In 
this sense it is equivalent to (A1). 

This case differs from the one considered in the paper in that interest rate and wages 
start to change one period before deficits appear in banking sector. Further development 
is still driven by the dynamics of deficits. As the shock is still exogenous, and the 
driving force is concentrated in banks’ deficits (which dynamics is not influenced by the 
nature of shock) we have transferred the influence of the shock directly to deficits in the 
paper to simplify the exposition. 


