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Abstract   Integrated Assessment Models (IAMs) couple representations of the natural climate 
system with models of the global economy to evaluate climate and energy policies. Such 
models are currently used to derive the benefits of carbon mitigation policies through estimates 
of the social cost of carbon (SCC). To remain tractable these models often utilize highly 
simplified representations of complex natural, social, and economic systems. The authors 
consider three prominent IAMs, DICE, FUND, and PAGE, and compare their highly simplified 
temperature response models to two upwelling diffusion energy balance models that better 
reflect the progressive heat uptake of the deep ocean. They find that all three IAMs fail to fully 
capture important characteristics in the dynamics of temperature response, especially for high 
equilibrium climate sensitivities. This has serious implications given these models are often run 
with distributions for the equilibrium climate sensitivity which have a positive probability for 
such states of the world. The authors find that, all else equal, the temperature response model in 
FUND can lead to estimates of the expected SCC that are 10–75% lower than those derived 
using more realistic climate models, while the models in DICE and PAGE lead to expected 
SCC estimates that are 10–110% and 40–260% higher, respectively. 
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1 Introduction

Integrated Assessment Models (IAMs) couple representations of the natural climate
system with models of the global economy to capture interactions that are important
for the evaluation of potential climate and energy policies. In this paper we focus
on the class of IAMs commonly used to evaluate the social benefits of climate
mitigation policies. These models typically link highly simplified representations
of the climate system and the economy to estimate the social welfare lost due to
climatic change as a result of anthropogenic greenhouse gas emissions (GHGs). In
many cases the level of simplification has been driven by a need to ensure that the
“model is empirically tractable” (Nordhaus and Boyer, 2000). Despite the potential
dangers associated with the over simplification of highly complex natural, social,
and economic systems, to date there has been very little rigorous examination of
how it effects the policy prescriptions derived using this class of IAMs.

The important work of van Vuuren et al. (2011) and Warren et al. (2010) are
the exception and provide a careful examination of the climate modules within
this class of IAMs through inter-model comparisons with more complex mod-
els, including three-dimensional Atmosphere-Ocean General Circulation Models
(AOGCMs). These studies provided a comprehensive look into the climate models
contained within IAMs, examining in detail the links between emissions and atmo-
spheric concentrations, concentrations and radiative forcing, and radiative forcing
and temperature among other aspects of the models. Their findings suggest that
the highly simplified climate models within these IAMs produce results that are
different than those of more complex models and, as the authors note, may be large
enough to have an effect on important policy analysis tools such as the social cost
of carbon (SCC) Warren et al. (2010). This work expands upon these studies in
two important ways: first we extend the analysis to examine whether these sizable
differences are exacerbated when the models are run in Monte Carlo simulations
that consider parameter uncertainty, and second we quantify the effects of these
differences on the SCC.

These highly simplified climate models within IAMs are typically designed
and calibrated so that when given central parameter estimates their results match
those of more complex climate models (Nordhaus and Boyer, 2000). However, it
has become widely accepted that when considering the benefits of GHG mitigation
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policy, parametric uncertainty (e.g., Morgan and Dowlatabadi, 1996, Hope, 2008)
and in particular the positive probability of parameters lying well above their
central values (e.g., Newbold and Daigneault, 2009,Weitzman, 2009) is an issue of
extreme importance. In response this class of IAMs is commonly run using Monte
Carlo simulations to derive the expected benefits, given distributions around crucial
but highly uncertain parameters. This naturally begs the question of whether the
simplified components of these reduced form models behave reasonably when
parameter values are relatively far away from the mode.

One of the most critical and uncertain parameters in these IAMs is the equilib-
rium climate sensitivity, typically defined as the change in the equilibrium mean
global and annual surface temperature, ∆T2× [C], that would result from a sus-
tained doubling of atmospheric CO2 over its pre-industrial level. Estimates of
the parameter, whether through empirical studies or AOGCM simulations, are ex-
tremely noisy and the distribution tends to be heavily skewed towards the high end
(Roe and Baker, 2007, Knutti and Hegerl, 2008). The Intergovernmental Panel on
Climate Change (IPCC, 2007) suggests that ∆T2× is “likely” between 2 C and 4.5
C, “very unlikely” to be less than 1.5 C, while noting that there remains a positive
probability of values above 6 C. Therefore when these IAMs are run under Monte
Carlo simulations to derive the expected benefits of climate mitigation policies,
there will be draws of the equilibrium climate sensitivity that lie relatively far from
the mode.

The simple climate models within this class of IAMs typically use the equi-
librium climate sensitivity to define the long-run temperature anomaly within the
system given the current level of radiative forcing, and then assume a transient
temperature response proportional to the current distance from this long-run equi-
librium. This approach is akin to assuming a world covered by a single well
mixed ocean layer (Shine et al., 2005). As a result this method for modeling the
temperature response may not capture important features of system’s temporal
dynamics. For example, the progressive uptake of heat by the deep ocean has
important implications for the transient temperature response, particularly at high
values of equilibrium climate sensitivity (Baker and Roe, 2009). Therefore, in this
paper we proceed with a careful investigation of the transient temperature response
functions within this class of IAMs and their ability to adequately capture the
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temporal dynamics of climate change particularly at high values of the equilibrium
climate sensitivity.

We focus specifically on a suite of three prominent IAMs commonly used to
estimate the social cost of carbon. These include the Dynamic Integrated model of
Climate and the Economy (DICE, Nordhaus (1993), Nordhaus and Boyer (2000)),
the Policy Analysis for the Greenhouse Effect (PAGE, Plambeck and Hope (1996),
Hope (2006)) model, and the Climate Framework for Uncertainty, Negotiation,
and Distribution (FUND, Tol (1997), Narita et al. (2010)). To better understand
the simplifications made by the model developers we compare the structure of
these IAM’s temperature response functions with an upwelling diffusion energy
balance model that represents the heat uptake of the deep ocean. We then conduct
a series of simulation experiments to consider the impact of these simplifications
on the temporal dynamics of temperature response when the equilibrium climate
sensitivity is defined by a highly skewed distribution. These experiments are
extended to consider the potential impact of the temperature response model on
the SCC. We find that all else equal the temperature response function in PAGE
can lead to estimates of the expected SCC that are 40–260% higher than those
derived with more realistic climate models such as the commonly used Model for
the Assessment of Greenhouse-gas Induced Climate Change (MAGICC, Wigley
and Raper, 1992, Wigley, 2005). The response function included in the DICE
model can result in expected SCC estimates 10–110% higher, and the response
function in FUND can lead to expected SCC estimates that are 10–75% lower.

To provide additional background Section 2 presents a brief overview of the
equilibrium climate sensitivity. The section also introduces the feedback notation
used throughout this paper which allows for easier inter-model comparisons.
In Section 3 we introduce a simple upwelling diffusion energy balance model
to represent the response of global average surface temperature to changes in
radiative forcing. This model is not intended to capture all of the complexities of
climate system, but instead serves as a method of building intuition behind both
the choices of IAM developers and the potential problems of over simplification.
Within this framework we then consider the specifics of temperature response in
the current versions of three IAMs: DICE, PAGE and FUND. In Section 4 we
compare the different models of the temperature response under common scenarios
and assumptions about climate sensitivity uncertainty, followed by an analysis of
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what these differences might mean for estimates of the SCC. Section 5 provides
our concluding remarks.

2 Modeling Uncertainty in Climate Sensitivity

The equilibrium climate sensitivity represents the long-run steady-state mean
global and annual surface temperature anomaly, ∆T2× [C], that would result from a
sustained change in radiative forcing, ∆Q2× [W/m2], equivalent to that produced
by a sustained doubling of atmospheric CO2 over its pre-industrial level, such that
given a constant λ [C m2/W],

∆T2× = λ∆Q2×. (1)

To provide the reader with intuition as to why the distribution for ∆T2× is typi-
cally assumed to be highly skewed towards the upper end we briefly discuss this
aggregate measure of climate response in terms of uncertainty regarding climate
feedbacks following Hansen et al. (1984) and Roe and Baker (2007). Recasting the
discussion of equilibrium climate response in these terms will also allow for easier
comparison between IAMs by setting aside small model differences regarding
assumptions about the radiative forcing associated with a sustained doubling of
atmospheric CO2, ∆Q2×.

Absent of climate feedbacks, that is assuming a constant albedo and emissivity
for the earth, the constant lambda will be equivalent to the reference (or grey-
body) climate sensitivity λ0 = 0.32 [C m2/W] as derived from the law of energy
conservation and the Stefan–Boltzmann law (Roe and Baker, 2007). In other
words, a sustained doubling of CO2 in the atmosphere would lead to a increase
in the temperature of around 1.2 C. However, the albedo and the emissivity will
be effected by the rise in temperature resulting from the increased atmospheric
stock of GHGs. For example, the increased temperature will allow for an elevated
presence of water vapor in the atmosphere, thereby trapping a greater amount
of outgoing radiation and leading to a further increase in the temperature. The
presence of predominately positive feedback effects such as changes in water
vapor, cloud radiative forcing, and the albedo effects of ice melt suggest that on net
λ > λ0 (Mitchell, 1989). As a first order approximation it may be assumed that
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these feedback effects are linear in the temperature anomaly and independent such
that (1) can be expanded to represent the change in global equilibrium temperature,
∆T2×, as

∆T2× = λ0∆Q2×+ f ∆T2×, (2)

where f represent the aggregate strength of the feedback effects. From (2) it may
be seen that

∆T2× =
λ0

1− f
∆Q2×, (3)

such that λ = λ0/(1− f ).
Uncertainty around the equilibrium climate sensitivity stems in large part from

uncertainty regarding the magnitude of the climate feedbacks (Bony et al., 2006).
Roe and Baker (2007) suggest that this set of additively separable feedback effects
may be assumed to each have a strength, that when uncertain, is governed by
a normal distribution. Therefore the aggregate feedback effect f will also be
distributed normally, with mean f̄ and standard deviation σ f . The probability
density function for the equilibrium climate sensitivity will then have the form

p(∆T2×) = φ

(
1− λ0∆Q2×

∆T2×

∣∣∣∣ f̄ ,σ f

)
λ0∆Q2×

(∆T2×)
2 , (4)

where φ(·) is the normal probability density function. Even though the aggregate
feedback strength is assumed to be normal, the inverse relationship with ∆T2×
results in a distribution for the equilibrium climate sensitivity that is heavily skewed
towards high values, a feature common in estimates of the parameter’s density
function (Roe, 2009).1

For this paper we have calibrated the parameters of this distribution to match
the Intergovernmental Panel on Climate Change summary that ∆T2× is “likely”
between 2 C and 4.5 C, “most likely” to be around 3 C, while noting that there
remains a positive probability of values above 6 C (IPCC, 2007). Throughout this

1 We note that an analogous argument for the shape of the equilibrium climate sensitivity distribution
can be made based on empirical observations as well (e.g., Armour and Roe, 2011).
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Figure 1: Probability Density Function for Equilibrium Climate Sensitivity

paper we use the specification f̄ = 0.61 and σ f = 0.17, which implies a median
equilibrium climate sensitivity of approximately 3 C and a 66% confidence interval
of approximately 2 C to 4.5 C. The probability density function of the equilibrium
climate sensitivity parameter given this specification is shown in Figure 1.

By characterizing the equilibrium climate response to changes in radiative
forcing in terms of the constant of proportionality λ instead of ∆T2×, the parameter
of interest no longer depends on the value of radiative forcing associated with a
sustained doubling of atmospheric CO2, ∆Q2×. This helps provide for a cleaner
comparison between model specifications since the three IAMs considered in this
paper exhibit slight differences with regards to their assumptions about ∆Q2×.2

2 For the model versions examined in this paper FUND 3.5, DICE 2010, and PAGE 2002 the values
of ∆Q2× within the IAMs are set to be 3.71, 3.8, and 3.71 W/m2 respectively.
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3 Modeling the Temperature Response

While the reference climate sensitivity and feedback strength provide a character-
ization of the long-run impacts of a change in radiative forcing on temperature,
additional specification is necessary to define the dynamic response of the climate.
In this section we present a simple climate system based on the upwelling diffusion
energy balance model of Baker and Roe (2009) to represent the response of average
global and annual surface temperature to changes in radiative forcing. The model
is not intended to capture all of the complexities of the climate system found in
larger AOGCMs, but is designed to explicitly represent one of the key physical
processes that will control the average global surface temperature over long time
scales in a tractable manner. It also serves as an ideal framework to discuss the
simplifications that led the IAM developers to their specifications of the transient
temperature response function in DICE, PAGE, and FUND.

3.1 Simple Upwelling Diffusion Energy Balance Model

The original model of Baker and Roe (2009) assumes a global ocean with a mixed
layer that exchanges heat with the atmosphere and a deep ocean. We consider
a slight extension to this framework in order to improve the initial dynamics of
temperature response by including the presence of land using the same approach
as Lindzen and Giannitsis (1998). This results in system, henceforth denoted
as UDEB, where a well-mixed upper layer at the ocean surface of depth h [m]
exchanges energy with the atmosphere, a deep ocean of depth D [m], and a
representation of the earth’s land mass. Figure 2 provides a diagram depicting this
simple system.

The temperature anomaly for the portion of the globe covered by land, as
measured by the difference from the initial level and denoted T Land

t [C], is defined
by balancing the energy entering the system at time t, as measured by the radiative
forcing ∆Qt [W/m2], with the layer’s thermal radiation and net energy transfer to
the ocean’s surface layer. Following Lindzen and Giannitsis (1998) the coupling
of the land and ocean is defined by a simple linear term that is proportional,
by a factor ν [W/m2/C], to the difference in their respective mean temperature
anomalies. Therefore given an assumed heat capacity, CLand [W·s/m2/C], for the
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Figure 2: Simple Climate Model

land covering a fraction of the globe equal to, ALand , the temperature anomaly
T Land

t is defined by the energy balance requirement

CLand
dT Land

t

dt
= ∆Qt −

1− f
λ0

T Land
t −ν

(
T Land

t −T Ocean
t

)
, (5)

where T Ocean
t [C] denotes the mean temperature anomaly measured as a difference

from the initial level for the mixed layer at the ocean’s surface.
The mean temperature anomaly for the ocean mixed layer, T Ocean

t , is defined
in a similar manner except for the addition of the surface layer’s interaction with
the deep ocean. In other words, T Ocean

t is defined by balancing the energy entering
the system at time t, as measured by the radiative forcing ∆Qt [W/m2], with the
mixed-layer’s thermal radiation, net energy transfer to the deep ocean, and net
energy transfer with the land. The mixed-layer is assumed to have a heat capacity
of COcean [W·s/m2/C] and thermal conductivity κ [W/m·C]. The mean temperature
of the mixed layer, T Ocean

t , is then defined by the energy balance requirement

COcean
dT Ocean

t
dt = ∆Qt − 1− f

λ0
T Ocean

t +ν
ALand

1−ALand

(
T Land

t −T Ocean
t

)
+ κ

∂T Ocean
t,z
∂ z

∣∣∣
z=0

, (6)

where T Ocean
t,z [C] is the temperature anomaly of the deep ocean at time t and depth

z. Following Baker and Roe (2009) vertical heat transfer through the deep ocean is
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defined by an upwelling diffusion process with a vertical diffusivity χ [m2/s] and
an upwelling velocity w [m2/s], both of which are assumed constant throughout
depth and time. The vertical diffusion of temperatures in the deep ocean satisfies
the condition

∂T Ocean
t,z

∂ t
= χ

∂ 2T Ocean
t,z

∂ z2 −w
∂T Ocean

t,z

∂ z
. (7)

The mean global and annual surface temperature as measured by a change from the
initial level, Tt [C], is defined as the area weighted average of the land and mixed
layer temperatures, such that Tt = ALandT Land

t +(1−ALand)T Ocean
t .

When implementing this model we follow Baker and Roe (2009) in defining
the heat capacity of the mixed layer of depth h = 75 m as COcean = ρCph where
ρ = 103 kg/m3 is the density of the water and Cp = 4218 W·s/kg/C is the heat
capacity of the water, in addition to assuming κ = 620 W/m·C, w =−1.3×10−7

m2/s , and D = 4,000 [m]. Following Lindzen and Giannitsis (1998) we assume
ALand=0.3, ν = 2.83 W/m2/C, and that the heat capacity of the land is 30 times
smaller per unit area than the mixed layer, such that CLand =COcean/30. Following
MAGICC version 5.3 we set χ = 2.3×10−4 m2/s (Wigley, 2005). We note that
there is uncertainty surrounding some of these parameters, but based on sensitivity
analysis using the ranges presented in Baker and Roe (2009) we have found the
general results of this paper to hold under alternative values.

We solve the model numerically using an explicit Euler method with 20
intra-annual times steps and spatial steps of 75 m in the deep ocean, along with
the assumption of a zero-flux boundary condition at the ocean floor.3 We also
include heat transfer from the surface to the ocean’s deepest point to represent
bottom water formation bringing surface anomalies to depth following Hoffert et al.
(1980) and Baker and Roe (2009). The specifics of the discrete approximation are
presented in the Appendix A. We note that for a given climate feedback factor and
path of radiative forcing the projections of temperature anomalies from the UDEB

3 The choice of a first order explicit Euler solution was made to reduce the computational burden
when implemented within the Monte Carlo simulations of the next section. In comparison with
other implicit second order numerical methods such as Crank-Nicolson the difference between the
solutions is negligible for the purpose of this paper.
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model are in line with those of the MAGICC model, a point that is illustrated in
later sections.

3.2 DICE

The latest version of DICE as described in Nordhaus (2010) models temperature
response to changes in radiative forcing in a way that can viewed as a two box
simplification of the upwelling diffusion energy balance model discussed in Section
3.1. The system distinguishes between an upper box representing a single global
surface layer approximating both the upper ocean mixed layer and land, and a
second box representing the deep ocean. The equation identifying the average
global and annual temperature anomaly, Tt , in the combined upper ocean/land box
may be interpreted as a discrete time version of (6) with a time step of one year
and a mixed layer depth of ĥ = 360 [m], such that

Tt+1 = Tt +
s

ρCpĥ

[
∆Qt −

1− fa

λ0
Tt +κ

(
Tt −T O

t
)

D/2

]
, (8)

where s is the number of seconds in a year, T O
t [C] is the mean temperature anomaly

for the deep ocean, and κ and D are as defined above. The diffusion of heat through
the deep ocean is defined by a simplified representation of (7), such that

T O
t+1 = T O

t +δ
(
Tt −T O

t
)
, (9)

where the net rate of diffusion δ = 0.05 is said to be chosen to match the results
of other climate models (Nordhaus, 2007a). The temperature response model in
DICE may therefore be seen as making two major simplifying assumptions relative
to the UDEB model in Section 3.1: the land and upper ocean may be represented
as a single “well mixed” layer and the deep ocean may be represented as a single
well mixed layer also.

3.3 FUND

The integrated assessment model FUND uses an even simpler approach to ap-
proximating the temperature response than that of the DICE model. In the FUND
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model, version 3.5, the earth is modeled as if its covered uniformly by a well mixed
single-layer ocean with heat capacity CGlobe. There is no explicitly modeled deep
ocean and no distinction made between land and sea on the earth’s surface. In this
case the mean global and annual temperature anomaly is defined by a simplified
version of (6)

CGlobe
dTt

dt
+

1− f
λ0

Tt = ∆Qt . (10)

A discrete time version of (10) with a time step of ∆t may be rewritten as

Tt+∆t = Tt +ω

(
λ0

1− f
∆Qt −Tt

)
. (11)

This matches the form of the temperature response function currently used in the
FUND model, assuming a time step of one year (Narita et al., 2010). Essentially
the mean global and annual surface temperature anomaly is modeled as a mean
reverting process in which the mean represents the equilibrium temperature that
would be reached given a sustained forcing equal to the current level ∆Qt . The
constant ω defines the rate of mean reversion, such that given a sustained change in
the level of radiative forcing the half life in terms of reaching the new equilibrium
is ln(2)/ω years. Equation (10) provides a simple definition of ω based on the heat
capacity of the system and the feedback parameter, however using this approach
would over estimate the rate at which the system is approaching equilibrium due
to absence of vertical heat transfer within the ocean. Recognizing this issue the
model developers do not use this direct interpretation instead opting to calibrate
the parameter to better match the output of more complex global climate models.
In FUND version 3.5 the IAM developers also recognize the dependence of ω on
the feedback parameter and model the rate of mean reversion as

ω =
1

max
(

ξ1 +ξ2
λ0

1− f ,1
) , (12)

where ξ1 ∼ N
(
−31.90,0.122

)
and ξ2 ∼ N

(
130.91,0.102

)
, which according to the

model documentation (Anthoff and Tol, 2010) is calibrated to match temperature
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rise for the IS92a scenario of Kattenberg et al. (1996).

3.4 PAGE

In PAGE2002, the latest version of the Policy Analysis for the Greenhouse Effect
(PAGE) model, the developers take a similar approach to that used in FUND,
where the temperature response is modeled based on the assumption of a single
“well mixed” surface layer (Hope, 2006).4 Therefore PAGE also utilizes the
temperature response function in (11), with the main difference between the the
two models stemming from the calibration of the constant defining the rate of mean
reversion.5 While FUND is careful to include the components of the equilibrium
climate sensitivity, PAGE instead opts to model ω as 1− e−1/κ , where κ is an
uncertain parameter from a triangular distribution with a mode of 50, minimum
of 25, and maximum of 75 (i.e., PAGE does not include an analog of equation (12)).

4 Implications for Temperature Change Projections and the SCC

The different specifications for the temperature response, as described in Sections
3.1–3.4, have significant implications for the projection of future temperature
anomalies and in turn the estimates of climate change damages and resulting
policy prescriptions. To build an understanding about the general differences of
these models in practice we start with a highly controlled experiment in which the
climate system is subjected to a sustained radiative forcing equivalent to a doubling
of atmospheric CO2. By eliminating as many moving parts as possible this first
exercise provide general insight into the effects of the different modeling choices
on projections of future global and annual mean temperature anomalies. We

4 At the time of this writing PAGE2002 is the most recent version of the model to appear in the
peer-reviewed literature. While a new version of the model PAGE2009 is under development, the
component of the model discussed here remains the same as in PAGE2002 according to personal
communication with the model’s developer.
5 We note that in practice the PAGE models considers spatial variation in the temperature anomaly
for eight geographic regions, where the climate response varies across regions due to differences in
the level of tropospheric aerosol emissions. However, for the purpose of this paper we ignore this
facet of the model as it does not alter our main findings and provides for more compact notation and
easier inter-model comparisons.

www.economics-ejournal.org 12



conomics: The Open-Access, Open-Assessment E-Journal

then extend this analysis to consider the case of a given business-as-usual (BAU)
socio-economic-emissions scenario typical of the way in which these models are
used. Finally we couple the BAU scenario and temperature response models to
well cited damage functions from the literature to examine the implications of
these inter-model differences for computing the SCC.

4.1 Temperature Dynamics for a Sustained Forcing

To better understand the differences between the temperature response models
discussed in Section 3 we consider an experiment in which each model is used to
derive temperature change projections for a sustained radiative forcing equivalent to
a doubling of atmospheric CO2 concentrations, ∆Qt ≈ 3.7 W/m2 ∀t (IPCC, 2007).
Uncertainty in the feedback factor that determines equilibrium climate sensitivity is
represented by f ∼N

(
0.61,0.172

)
, as described in Section 2. All other parameters

are defined as above, where all model specific uncertain parameters are set to their
median so that the following results may be more easily interpreted.6

Figure 3 shows the results of a Monte Carlo simulation in which 10,000
projections for the temperature response to a doubling of atmospheric CO2 were
computed for each temperature response model (UDEB, DICE, PAGE, and FUND),
taking draws from the climate feedback distribution. The solid line represents the
expected path of the temperature anomaly computed over all runs and the shaded
area represents the 95% confidence interval for the frequency distribution generated.
For comparison the dashed line denotes the path for the median case of f = 0.6
which represents an equilibrium climate sensitivity of around 3 C. We begin by
considering the difference between the temperature response functions along this
path representing a single model run (dashed line). This portion of the experiment,
that is with an implied equilibrium climate sensitivity around 3 C, is very similar
to the one carried out by van Vuuren et al. (2011) and despite differences in the
model vintages we find very similar results.7 Initially, that is over the first 10–20

6 If model specific uncertain parameters are allowed to vary the primary results due not differ, and
any differences in the plots presented are negligible.
7 The work of van Vuuren et al. (2011) considered DICE2007, PAGE2002, and FUND 2.8. In this
paper we utilize the most recent versions of the papers to appear in the published peer reviewed
literature: DICE2010, PAGE2002, and FUND 3.5.
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years, the temperature response models from the three IAMs project much slower
warming than the UDEB model, while suggesting much higher levels of warming
in the long term (which we define as over 100 years out). This finding is consistent
with the results of the model comparison completed by van Vuuren et al. (2011),
particularly for the PAGE and FUND models.

These two time scales relate to the initial rapid warming of the thin mixed
layer and then the slow adjustment of the deep ocean in the long term. The
highly simplified temperature response models from the three IAMs have limited
flexibility making it difficult for them to capture both the relatively rapid warming
in the short-term followed by a slower adjustment over the long term. Therefore it
appears that these highly simplified model have been calibrated in an attempt to
split the difference between the two time scales. As mentioned above, Figure 3
shows a much slower response by the DICE, PAGE, and FUND models over the
first 10–20 years compared with the UDEB model. Looking further out, the three
models from the IAMs project a temperature response of around 2.5 C after 100
years and get within a negligible distance of the equilibrium temperature anomaly
by the end of 250 years shown. This projected warming over the longer term
is significantly faster than has been suggested by AOGCMs where typically 2/3
of warming occurs within a century and reaching equilibrium requires at least a
millennium (Hansen et al., 2008). The work of van Vuuren et al. (2011) found
similar results for the PAGE and DICE models, were the projected temperature
anomaly came within close proximity to the equilibrium climate sensitivity within
a comparable time horizon. Worth noting is that when they tested a previous
version of the temperature response model within FUND it did not come as close
to reaching it’s equilibrium climate sensitivity within the time horizon as we have
found using FUND version 3.5.

The faster than expected temperature response over the longer term time
horizon, as projected by the models currently used in IAMs, is particularly evident
when considering the uncertainty surrounding climate feedbacks and in turn the
equilibrium climate sensitivity. This is because higher temperature changes at the
ocean’s surface as a result of stronger climate feedbacks will increase the heat being
transferred to the deep ocean, essentially dampening the initial effect of increasing
radiative forcing as discussed by Baker and Roe (2009). The result of this effect
may be seen in Figure 3a where the simple UDEB model projects a change of
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(a) UDEB Temperature Response Model
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(b) DICE Temperature Response Model
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(c) PAGE Temperature Response Model
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(d) FUND Temperature Response Model

Figure 3: Temperature Response to a Sustained Doubling of CO2

The figures represent the projected temperature response to a sustained radiative forcing of ∆Qt =3.7
W/m2 ∀t. The only difference between the runs is the temperature response model and its associated
parameters outside of those that define the equilibrium climate sensitivity. All model specific param-
eters are held constant at their median values and the implied equilibrium climate sensitivity is drawn
from the distribution described in the text. The solid line represents the mean temperature response
based on a Monte Carlo simulation with 10,000 draws for the climate feedback parameter which
determines the equilibrium climate sensitivity and the shaded area represents the 95% confidence
interval for the simulation. The dashed line represents a single run at the median implied equilibrium
climate sensitivity of 3 C.
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just under 6 C after 250 years at the 97.5th percentile, which is associated with an
equilibrium climate sensitivity of around 12 C. By failing to include an explicit
representation of the vertical transfer of heat through the ocean, the temperature
response models from the IAMs miss this characteristic and therefore within the
250 time horizon modeled forecast large temperature anomalies at the upper end
of the distribution plotted in Figure 3. This is most evident by the fact that the
temperature response model from PAGE reaches the equilibrium temperature
anomaly within 250 years even at the 97.5th percentile, as seen in Figure 3c.

The temperature response function in the FUND model does partially incorpo-
rate this type of behavior by forcing the rate of mean reversion to depend on the
equilibrium climate sensitivity, though in a somewhat ad-hoc fashion. As a result
of the inverse relationship specified, at higher values of the equilibrium climate
sensitivity the time required to reach equilibrium will be greater. Specifically the
rate of mean reversion defined by (12) implies that the half life associated with
reaching equilibrium is proportional to 1/(a+b∆T2×), where ∆T2× is the equilib-
rium climate sensitivity. However, as shown by Hansen et al. (1985) the half life is
more likely proportional to 1/∆T 2

2× when considering temperature changes over
the next couple of centuries. Therefore the FUND model has difficulty modeling
the dynamics of temperature response during the time frame typically considered
in policy analysis.

The DICE model with its “two box” representation of the ocean does allow
for some transfer of heat to the deep ocean and therefore endogenously captures a
portion of this correlation between the rate of atmospheric/upper ocean temperature
response and the level of equilibrium climate sensitivity. However, the choice of
representing the entire deep ocean as a single well mixed layer prevents the model
from capturing this correlation in a robust fashion. At the 97.5th interval the DICE
model projects warming over 20% greater than that of the UDEB model.

4.2 Impact of Temperature Response Function on the SCC

The tendency for the temperature response models within these IAMs to initially
underestimate the rate of temperature change and then overestimate the expected re-
sponse in the long run could have serious implications for their policy prescriptions.
We therefore consider the effect this particular modeling choice has on estimates of
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the SCC, which represents the primary way these IAMs currently enter the policy
debate. The SCC denotes the present value of the future damages that would arise
from an incremental unit of CO2 (typically one metric ton) being emitted in a given
year. In principle, the SCC summarizes the impacts these additional emissions
would have, through their effect on climate change, on all relevant market and
non-market sectors, including agriculture, energy production, water availability,
human health, coastal communities, biodiversity, and so on. As such, estimates of
the SCC play an important role in assessing the benefits of policies that result in
reductions of CO2 emissions.

While each IAM estimates the SCC in a slightly different fashion, the general
structure, and the one followed by the recent U.S. Interagency Working Group on
the SCC, has a similar set of steps (USG, 2010).

1. Draw uncertain parameters from their defined distributions.

2. Estimate the path of radiative forcing along an exogenous emissions path.

3. Use the temperature response function and radiative forcing path to project
the transient temperature change.

4. Compute the welfare loss associated with the temperature change.

5. Perturb CO2 emissions by one metric tonne in a given year and repeat steps
2–4.

6. Compute the SCC as the net present value of the additional loss of aggregate
consumption along the perturbed path.

7. Repeat steps 1–6 within a Monte Carlo simulation to derive the expected
SCC.

To capture the change in the SCC that arises from varying assumptions regarding
the transient temperature response we fix the components of all steps except for
step number 3. Before presenting the results we briefly discuss the assumptions
made for each of these steps in turn. When feasible we choose similar assumptions
to those used by the U.S. Interagency Working Group on the SCC in order to align
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this exercise as close as possible with the process currently used to compute the
SCC for U.S. federal policy analysis. However, it is important to note that this
simple exercise is not attempting to derive specific estimates of the SCC for use in
policy analysis and is only intended to demonstrate the relative impact that different
specifications of the temperature response model can have on the SCC.

As was done in Section 4.1, the number of moving parts is reduced by setting
all uncertain parameters at their medians except for the climate feedback parame-
ter. The distribution for the feedback parameter is defined as f ∼ N(0.61,0.172)
following Section 2, a specification which is in line with the one used by the U.S.
Interagency Working Group on the SCC. To project socio-economic conditions
and emissions into the future we follow the U.S. Interagency Working Group on
the SCC and use exogenous projections developed as part of the Stanford Energy
Modeling Forum study number 22 (EMF-22), specifically we use the reference
scenario from the MiniCAM modeling effort Calvin et al. (2009).8 Since the
EMF-22 scenarios were only computed to 2100 and the SCC is typically computed
using longer time horizons we extend the scenario to 2300 closely following the
method used by the U.S. Interagency Working Group on the SCC. Specifically,
the global population projection is extended by assuming that the growth rate will
decline linearly starting in 2100 until it reaches zero in 2300. The growth rate of
per capita economic output is assumed to decline linearly from the 2100 level to
zero in 2300. The industrial CO2 emissions projection is extended by assuming that
the carbon intensity (CO2/economic output) growth rate will continue to decline
after 2100 at the same rate it averaged between 2090 and 2100. The net CO2
emissions from land use change is assumed to decline linearly starting in 2100 until
it reaches zero in 2200, and all other emissions are assumed to remain constant
after 2100.9 To derive the additional radiative forcing above year 2000 levels

8 The SCC working group considers four other scenarios from the EMF-22 exercise, however, for
readability we focus on a single scenario, noting that the specific scenario chosen is not crucial for
our results.
9 The U.S. Interagency Working Group on the SCC used the assumption that non-CO2 radiative
forcing remained constant after 2100, however they did not specify this assumption in terms of
emissions projections. One interpretation would be that in year 2101 all non-CO2 emissions drop
instantaneously to the rate of decay for their atmospheric stocks. Since such a strong discontinuity
in emissions at this arbitrary point in the future seems unlikely we instead make the simplifying
assumption that all non-CO2 emissions remain constant after 2100. However, we note that the choice
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along this exogenous emissions scenario we use MAGICC version 5.3 to keep
the assumptions regarding atmospheric gas cycles constant across the different
temperature response models.10 To represent the path of historical radiative forcing
used to initialize the climate models we consider a basic piecewise linear function
where the year 2000 level is determined by a simple energy balance equation, the
draw of climate feedback strength, and currently observed anomalies following
Andreae et al. (2005) and Kiehl (2007). The goal of this approach is to ensure that
for each draw of the feedback parameter the path of historical radiative forcing is
consistent with current observations. Full details of this approach to initialization
are presented in Appendix B.

To standardize the damage function across the temperature response models
and maintain the transparency of this experiment we consider three commonly
cited damage functions from the literature. While the damage functions within
each of these IAMs differs considerably, one of the most important characteristic
for the purposes of this paper is the shape of the function with respect to mean
global and annual temperature anomaly. Therefore we consider three specifications
of the damage function which differ substantially in their curvature and magnitude,
in order to consider the sensitivity of our results to this feature. In all cases we
consider damages, Dt [2007 $], to be proportional to aggregate consumption, Ct

[2007 $], which is based on economic output as projected by the MiniCAM EMF-
22 scenario and a constant savings rate of 22%, a rate that is consistent with the
assumptions of the U.S. Interagency Working Group on the SCC. The general
structure for the damage function is

Dt =

[
1− 1

1−m(Tt)

]
Ct , (13)

where m(Tt) is a polynomial with respect to mean global and average temperature
anomaly.

of assumptions regarding post-2100 non-CO2 emissions does not effect the general results of this
paper.
10 When running MAGICC we use the default parameter values but turn off the carbon cycle feedback
effects in order to derive paths of radiative forcing that are independent of the equilibrium climate
sensitivity.
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The first two specifications considered for the polynomial are that of the
DICE2007 model, m(Tt) = 0.0023888T 2

t , as proposed by Nordhaus (2007a) and
that of Weitzman (2010) who presents a much more “reactive” damage function,
m(Tt) = 0.0023888T 2

t +0.0000051T 6.754
t . The third case is one that was inspired

by the overall shape and magnitude of the FUND damage functions in version
3.5 of the model. The FUND model contains 16 regions each with a multiple
damage functions that separately consider impacts to agriculture, forestry, water
resources, energy demand, mortality and morbidity, in addition to other categories.
In estimating damages the model considers not only changes in the mean global
and annual temperature anomaly, but also changes in sea level, atmospheric carbon
concentration, and the rate of climate change. It is therefore clear that all of the
complexities modeled within FUND cannot be represented easily by the simple
functional form in (13). However, since the goal of this paper is not to provide
specific estimates of the SCC for use in policy analysis but instead to investigate
the implications of utilizing different forms of the temperature response model,
the most important characteristic is the overall shape of the relationship between
aggregate global damages and the temperature anomaly. For that purpose we derive
a polynomial, m(Tt) =−0.007457Tt +0.002685T 2

t −0.000100T 3
t +0.000001T 4

t ,
that provides a close approximation to this overall relationship in the FUND model.
Details of the approximation’s derivation may be found in Appendix C. Hereafter
this FUND inspired damage function specification will be denoted as FIDF to
avoid any confusion with the actual damage functions within the FUND model or
it’s temperature response model which is often labeled as FUND in this paper.

Figure 4 depicts these three specifications. As may be seen, they offer very dif-
ferent shapes and magnitudes for damages at high temperatures, which is an area of
utmost concern when considering the ability of these temperature response models
to adequately handle temperature dynamics for high levels of equilibrium climate
sensitivity. Also worth noting is the fact that the FIDF has a mild stimulating effect
until about 3 C.

Following the steps outlined above we use Monte Carlo simulations to estimate
the expected damages over time as a percentage of consumption under each model
of the temperature response along the reference scenario. Figure 5b, 5c, and5d
present projections of the expected damages for the FIDF, DICE2007 and Weitz-
man (2010) damage function specifications, respectively. Figure 5a presents the
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Figure 4: Damage Functions

expected temperature change under the same scenario. For comparison we also
include the results using the temperature response model included within MAGICC
version 5.3. This represents a more complete upwelling diffusion energy balance
model than the one presented in this paper as it accounts for additional complexities
in the land/sea interface, includes separate models for the oceans in the northern
and southern hemispheres, and allows for variable upwelling rates among other
improvements. However, in comparison it may be seen that the simple UDEB
model of Section 3.1 provides results which exhibit the same general temporal
dynamics as MAGICC. This suggests that for explaining the model differences and
understanding the basic intuition behind the dynamics of temperature response, the
simpler UDEB framework may be sufficient.

The differences between the projections for the other climate models is as
expected based on the experiments of the previous section. The FUND model
suggests far slower warming within the next 150–200 years, as compared with the
UDEB model and MAGICC. While PAGE and DICE suggest much higher levels
of warming since they do not fully account for the uptake of heat by the deep ocean
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(a) Expected Temperature Change
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(b) Expected Damages - FIDF Case
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(c) Expected Damages - DICE2007 Case
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(d) Expected Damages - Weitzman (2010) Case

Figure 5: Mean Temperature Change and Damage Estimates

The only difference between the runs is the temperature response model and its associated parameters,
outside of those that define the equilibrium climate sensitivity. All model specific parameters are
held constant at their median values and the implied equilibrium climate sensitivity is drawn from
the distribution described in the text. The lines represent the mean temperature change and damage
estimates based on a Monte Carlo simulation with 10,000 draws for the climate feedback parameter
which determines the equilibrium climate sensitivity. The baseline radiative forcing scenario is
determined by the MiniCAM EMF-22 reference scenario extended to 2300 following the procedure
adopted by the U.S. Interagency Working Group on the SCC.
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and therefore over estimate the climate response especially at high draws for the
equilibrium climate sensitivity. The significant differences in the estimated level of
climate damages over this time horizon are then as would be expected, since they
will follow the general differences in the projected temperature amplified by the
non-linearity of the damage function.

Following the steps outlined above we compute the SCC by considering a
second path of radiative forcing derived from a scenario in which an additional
ton of CO2 emissions is released in the year 2010. For each draw of the feedback
parameter we compute the projected temperature change and damages along this
perturbed path. The SCC for the ith draw is then the net present value of the
additional welfare loss due to the extra CO2 emissions,

SCCi =
H

∑
t=0

βt
{

D(T ′t,i)−D(Tt,i)
}
, (14)

where βt is a discount factor, H is the time horizon (300 years), and T ′t is the
projection of the mean global and annual temperature anomaly on the perturbed
path.

The temperature response model plays two very important roles in determining
the SCC, first it defines the baseline level of the temperature anomaly, which
is significant given the non-linearity of the damage function. Second it defines
the realized effect of the perturbation on temperature over time. While Figure 5
examines the former, Figure 6 explicitly considers the second point. The plots
show the projected impact of the perturbation (one additional ton of CO2 in 2010)
on temperature for two fixed values of the equilibrium climate sensitivity: 3
C ( f = 0.60) and 8 C ( f = 0.85).11 For the case with an equilibrium climate
sensitivity of 3 C the three highly simplified temperature response models in the
IAMs require a substantially longer time for the perturbation to reach its peak effect
on the temperature relative to the UDEB and MAGICC models. DICE represents

11 The kink in the MAGICC results for the case of f = 0.85 is due to the fact that the model
incorporates a variable upwelling rate which by default remains constant after the system reaches
a temperature anomaly of 8 C. In this case the perturbation causes the model to reach this point
in an earlier time period resulting in the non-smooth difference between the two projections of
temperature.
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the smallest difference in time of around 30 years whereas FUND takes over 50
additional years for the temperature response of the perturbation to reach its peak
impact. This difference could have a substantial impact on the SCC given that the
stream of marginal damages is discounted. In the case of an equilibrium climate
sensitivity significantly higher than the mode, 8 C, the divergence between the
models is even more noticeable. In this case the FUND model takes over 130
years longer than the UDEB or MAGICC models to reach the peak impact of the
perturbation, which is also significantly lower in magnitude. This suggests that
all else equal the temperature response function in the FUND model may lead to
significantly lower marginal damage estimates in the case of a high equilibrium
climate sensitivity. It may also be seen that in the case of high equilibrium climate
sensitivities the PAGE model projects much larger estimates for the magnitude
of the perturbation’s impact on temperature relative to the UDEB or MAGICC
models, which is in line with the results of Section 4.1. This suggests that all else
equal the PAGE model will generate significantly higher projections for marginal
damages in these cases, potentially leading to substantially higher expected SCC
estimates compared to the other temperature response models.

Using the three damage function specifications we compute the expected SCC
by taking the average of (14) for each of the 10,000 draws of the climate feedback
parameter. To test the sensitivity of our results to the specification of the discount
rate we take the same approach as the U.S. Interagency Working Group on the
SCC and consider a range of constant rates: 2.5%, 3%, and 5%. There are many
reasons why the discount rate may not be constant over time (e.g., Weitzman
(1998), Newell and Pizer (2003), Dasgupta (2008)), but alternative approaches
such as the Ramsey equation introduce a number of additional moving parts which
work to obfuscate the results of this sensitivity analysis.

Table 1 presents the mean SCC estimates for the five temperature response
models with each discount rate and damage function combination. As would
be expected given the previous results the UDEB and MAGICC models provide
similar estimates. Also as would be expected from the temperature response to the
perturbation depicted in Figure 6 the FUND model produces significantly lower
estimates. Across the range of discount rate and damage function specifications,
the FUND temperature response model will produce mean SCC estimates that
are around 10–70% lower than those derived using the MAGICC model. The
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Figure 6: Temperature Perturbation From Additional Tonne of CO2 Emissions in 2010

The only difference between the runs is the temperature response model and its associated parameters,
outside of those that define the equilibrium climate sensitivity. All model specific parameters are held
constant at their median values and the implied equilibrium climate sensitivity is set at approximately
3 C in Figure 6a and approximately 8 C in Figure 6b. The baseline radiative forcing scenario is
determined by the MiniCAM EMF-22 reference scenario extended to 2300 following the procedure
adopted by the U.S. Interagency Working Group on the SCC.
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Table 1: Mean 2010 SCC Comparison Across Temperature Response Models (2007 $)

Discount
Damage Function

Temperature Response Model
Rate DICE PAGE FUND UDEB MAGICC

2.5%
FIDF 20 24 11 11 12

DICE2007 42 50 27 28 30
Weitzman (2010) 201 206 129 128 138

3%
FIDF 11 14 5 6 7

DICE2007 26 31 15 18 19
Weitzman (2010) 118 130 64 72 77

5%
FIDF 2 3 0 1 1

DICE2007 6 8 3 6 6
Weitzman (2010) 21 33 7 13 13

For each row all of the components including radiative forcing paths, implied equilibrium climate
sensitivity, damage function, and discount rate are held constant across the temperature response
models. The only difference between the columns is the temperature response model that maps
changes in radiative forcing to changes in the global annual average temperature anomaly given
an implied equilibrium climate sensitivity. Noting that this means the only difference between the
PAGE and FUND columns is the treatment of the rate of mean reversion as described in Section 3.
The expected SCC values are computed using a Monte Carlo simulation with 10,000 draws for the
feedback parameter which defines the equilibrium climate sensitivity, all other parameters are held
constant at their median values.

deviation grows with the discount, such that for the case with a 5% discount the
estimates derived using the FUND temperature response model are 50–75% lower
than those obtained with MAGICC. With the lowest discount rate considered,
2.5%, the estimates derived with the FUND temperature response model are within
10% of the MAGICC estimates. Given that the higher discount rate places more
emphasis on the near term, these results are in line with the results presented in
Figure 6 which showed that the FUND temperature response model tends to deviate
substantially from the UDEB and MAGICC model in the initial period after an
increase in radiative forcing.
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The temperature response model from PAGE produces similarly large differ-
ences but in the opposite direction. Across the range of discount rate and damage
function specifications, the PAGE temperature response model produced mean
SCC estimates that are around 40–260% higher than estimated using the MAGICC
model. The DICE temperature response function produces estimates on the higher
side as well, 10–110% above those derived using MAGICC. For the DICE and
PAGE temperature response models the sensitivity of the SCC estimates to the dis-
count rate and damage function are as expected. The estimates decrease with higher
discount rates, and increase when moving from the FIDF damage function, to the
DICE2007 specification, and further increase when switching to the Weitzman
(2010) case. The discount rate and damage function do have an impact on the size
of the difference between the DICE and PAGE estimates compared to MAGICC,
but in all cases the differences are relatively significant. The magnitude of these
differences suggests that over simplifying the temperature response function to
the point of losing important characteristics of the temporal dynamics, could have
large implications for how we interpret the policy prescriptions produced by these
IAMs.

To better understand the differences in the mean SCC due to changing the
temperature response model we consider the full distributions of the SCC derived
from the Monte Carlo experiments. Figure 7 presents the histograms for the case
using the DICE damage function specification and a constant 3% discount rate.
We have excluded the MAGICC results to save space since they are very similar
to those of the UDEB model, as would be expected based on the previous results.
Among the the four models the differences in the distributions are substantial,
though not unexpected given the results of Section 4.1. The DICE and PAGE
temperature response models tend to produce relatively high transient climate
responses, particularly at high values of the equilibrium climate sensitivity. As
a result their SCC distributions exhibit a greater degree of skewness towards
the high end. The PAGE temperature response model leads to a 95th percentile
that is nearly 170% higher than that of the UDEB model. On the other hand
the FUND temperature response model tends to produce much lower transient
temperature response over the next century relative to the upwelling-diffusion
energy balance models, UDEB and MAGICC. The result is a much narrower
distribution in which the 95th percentile is about 40% lower than that of the UDEB
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model. The differences exhibited in the upper tails of the distributions has a
significant impact on the range of the mean SCC across models ($15–$26) for
2010 compared with the 50th percentile ($15–$19). Since organizations, such as
the U.S. Federal Government, utilize the mean to describe the expected benefits of
marginal CO2 emission reductions in policy analysis it is important to ensure that
the temperature response model used by these IAMs do not artificially shrink or
expand the upper tail of the SCC due to over simplification.

5 Concluding Remarks

For integrated assessment models that estimate the damages associated with an-
thropogenic greenhouse gas emissions, a key component is the one that translates
changes in radiative forcing into changes in surface temperature. In this paper
we carefully compare the approaches from three of the most prominent IAMs
currently being used to value the benefits of carbon mitigation in policy analysis.
These models, DICE, PAGE, and FUND, utilize highly simplified functions to
approximate the complexities of temperature response dynamics often relying
on parameter calibration to make up for not explicitly representing vertical heat
diffusion through the ocean. Compared with a more general, but yet still relatively
simple, upwelling diffusion energy balance model of climate and ocean dynamics
it is clear that the simplified functional forms fail to capture important character-
istics of the temperature response dynamics. This is especially true in the case
of high equilibrium climate sensitivities, which has strong implications for the
suitability of these temperature response models when considering distributions
for the parameter that assign a positive probability to such outcomes. We find that
using a distribution for the equilibrium climate sensitivity similar to that currently
used by the U.S. federal government for policy analysis the FUND model tends
to underestimate near term warming, while the PAGE and DICE models tend to
substantially overestimate future warming particularly in the case of high climate
sensitivities. Furthermore, we find large differences in how these models handle
the temporal dynamics of temperature response to emission perturbations. Due
to understated initial temperature response to changes in radiative forcing, these
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(a) UDEB Temperature Response Model
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(b) DICE Temperature Response Model
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(c) PAGE Temperature Response Model
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(d) FUND Temperature Response Model

Figure 7: SCC Histograms Using DICE Damage Function and Constant 3% Discount Rate

All components of the model including radiative forcing paths, implied equilibrium climate sensitivity,
damage function, and discount rate are held constant. The only difference between the panels is the
temperature response model that maps changes in radiative forcing to changes in the global annual
average temperature anomaly given an implied equilibrium climate sensitivity. The histograms are
computed using a Monte Carlo simulation with 10,000 draws for the feedback parameter which
defines the equilibrium climate sensitivity, all other parameters are held constant at their median
values.
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models suggest that the maximum effect of a perturbation is realized 30 to 130
years after what is projected by MAGICC and the UDEB model introduced in this
paper.

We conduct a controlled experiment to study the effect of these modeling
assumptions on estimates of the SCC in order to better understand the policy
analysis implications of over simplifying the temperature response model. Using
a set of commonly cited damage functions from the literature and an exogenous
socio-economic-emissions scenario, we compare how switching from a slightly
more complete climate model such as MAGICC to one of the highly simplified
functions would change the expected SCC. We find that the PAGE temperature
response model increases the mean SCC by 40–260% depending on the discount
rate, while the DICE model increases the mean estimates by 10–110%, and the
FUND model reduces the mean SCC estimates by 10–70%. While these exact
results are specific to the setup of this experiment, they are found to be robust to
different specifications of the damage function and discount rate. This suggests
that the highly simplified temperature response models currently utilized in some
IAMs may be inadequate when important issues such as uncertainty regarding the
equilibrium climate sensitivity are incorporated into policy analysis. A simple
solution for this class of IAMs would be to follow the approach of Marten and
Newbold (2011) and rely on existing simple, but more complete, climate models
developed by climate scientists, such as MAGICC. The suite of IAMs consid-
ered in this paper were originally developed 15–20 years ago and choices with
regards to the level of simplification used were in part made to keep the models
computationally tractable (Nordhaus and Boyer, 2000). However, over this period
computing power has increased by nearly three orders of magnitude (Nordhaus,
2007b) which now allows these IAMs to be coupled with more sophisticated
climate models that capture important characteristics of the problem previously
lost due to over simplification.
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Appendix

A Numerical Approximation for UDEB Climate Model

The explicit first order Euler approximation to the simple climate model presented
in (5)–(7), given the additional condition of bottom water formation bringing
surface anomalies to depth may be represented as

T Land
t = T Land

t−1 +
∆t

CLand

[
∆Qt −

1− f
λ0

T Land
t−1 −ν

(
T Land

t−1 −T Ocean
t−1,0

)]
, (15)

T Ocean
t,0 = T Ocean

t−1,0 +
∆t

COcean

[
∆Qt −

1− f
λ0

T Ocean
t−1,0 +

ALand

1−ALand
ν

(
T Land

t−1 −T Ocean
t−1,0

)
+κ

T Ocean
t−1,1 −T Ocean

t−1,0

∆z

] ,

(16)

T Ocean
t,z = T Ocean

t−1,z +∆t
[

χ
T Ocean

t−1,z+1−2T Ocean
t−1,z +T Ocean

t−1,z−1

(∆z)2

−w
T Ocean

t−1,z −T Ocean
t−1,z−1

∆z

] ∀z ∈ [1,D), (17)

and

T Ocean
t,D = T Ocean

t−1,D −∆tw
T Ocean

t−1,0 −T Ocean
t−1,D

D
, (18)

where ∆t represents the discrete time step and ∆z is the vertical distance of the
discrete ocean layers used in the solution.
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B Initialization of Climate Models

One important step in operationalizing these simple climate models is the process
of initialization. Part of this process entails setting up each run of the model to
ensure that it satisfies hard constraints in the form of currently observed anomalies
given the assumed equilibrium climate sensitivity. Following Andreae et al. (2005)
and Kiehl (2007) we derive the current level of additional forcing by balancing
earth’s theoretical energy budget. Specifically, the forcing of the climate system,
∆Qt [W/m2], must be equal to the energy escaping to space, λ∆Tt [W/m2], and the
energy stored in the oceans, Ht [W/m2], such that

∆Qt =
1
λ

∆Tt +Ht . (19)

The parameter λ [C m2/W] represents the strength of the climate response and
associated feedbacks and may be interpreted as in Section 2, such that λ = λo/(1−
f ) and

∆Qt =
1− f

λ0
∆Tt +Ht . (20)

We tie down our historical path of radiative forcing in the year 2000 and following
Wigley (2005) assume anomalies of ∆T2000 = 0.7 C and H2000 = 0.7 W/m2, such
that (20) may be rewritten as

∆Q2000 = 2.89−2.19 f . (21)

Given the assumption of Section 1 that f ∼ (0.61,0.0172), this would imply a
median value of ∆Q2000 = 1.6 W/m2 which is in line with the 2000–2005 average
estimate of 1.6 W/m2 presented in the fourth assessment report of the IPCC (2007).
It is worth noting that the relationship in (21) states that in cases of stronger (weaker)
climate feedbacks the forcing required to produce the currently observed anomalies
must be lower (higher). If one were to ignore this relationship and assume known
forcing when integrating over the uncertain climate feedback parameter, as is
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commonly done within the suite of IAMs studied in this paper, the tails of the
projected temperature response will be artificially extended.

When running Monte Carlo simulations to integrate over the uncertain feedback
parameter we use (21) to define the year 2000 forcing for each draw of f . This
value is then used to calibrate a piecewise linear function representing the historical
path of radiative forcing used to initialize the internal variables of each climate
model. The piecewise linear path of radiative forcing uses two breakpoints in the
years 1900 and 1960 where the amount of forcing is defined as π1900∆Q2000 and
π1960∆Q2000, respectively. The radiative forcing from 1800 to 2000 is then defined
as

Qt =


∆Q2000

(t−1800)π1900
100 if t < 1900

∆Q2000

[
π1900 +

(t−1900)(π1960−π1900)
50

]
if 1900≤ t < 1960

∆Q2000

[
1− (2000−t)(1−π1960)

50

]
if 1960≤ t < 2000

. (22)

We use values of π1900 = 0.10 and π1960 = 0.30 to match the relationship found in
the historical path of radiative forcing as projected by MAGICC version 5.3 using
its default set of assumptions regarding historical emissions. These values also
lead to a path of radiative forcing similar to Figure 2.23 in the fourth assessment
report of the IPCC (2007).

Past the year 2000 radiative forcing is defined as ∆Q2000 plus the additional
forcing projected along the MiniCAM EMF-22 emissions scenario extended to
2300 as discussed in Section 4.2. Specifically we use the MAGICC version 5.3
and its default assumptions about historical emissions and atmospheric gas cycles
to derive the additional radiative forcing given the emissions scenario from 2000 to
2300. The resulting baseline path of radiative forcing is presented in Figure 8. The
shaded area is the 95% confidence interval and the solid line represents the mean.
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Figure 8: Radiative Forcing Scenario

C Approximating a “FUND Inspired” Damage Function

This section outlines the approach used to approximate a damage function of the
simple form represented by (13) that is similar in magnitude and shape to the
results of the FUND model version 3.5. The FUND model contains 16 regions,
each with their own set of damage functions representing the losses associated with
agriculture, forestry, water resources, energy demand, climate related mortality and
morbidity, among other damage categories. Furthermore, these damage functions
depend not only on average global and annual temperature anomalies, but also the
rate of temperature change, sea level rise, and atmospheric carbon concentrations.
It is clear then, that the complex structure of FUND does not easily fit into the
simple form of the illustrative damage function in (13).

In order to derive an approximation that resembles some of the general features
of the FUND damage function we have taken the following approach. Using the
public version of the FUND version 3.5 code base we ran 1,000 simulations out
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Figure 9: FUND Output and Approximate Damage Function

to the year 2300 setting all parameters to their mode except for the equilibrium
climate sensitivity which was governed by the same distribution used in Section
4.12 In keeping with the spirit of earlier sections, for the socio-economic-emissions
scenario we used the regionally disaggregated version of the MiniCAM EMF-22
scenario provided with the public version of the FUND code and apply the same
savings rate to derive consumption from aggregate income. The gray dots in Figure
9 represent the simulation output in the form of a scatter plot comparing average
global and annual temperature anomalies with aggregated annual damages as a
percentage of consumption. In total the simulations provide a set of 350,000
temperature and damage pairs which were then used to estimate the parameters of
a polynomial for the function m(Tt) in (13). To provide enough flexibility for the
approximation we assume a polynomial for m(Tt) such that

m(Tt) = θ1 +θ2Tt +θ3T 2
t +θ4T 3

t . (23)

The parameters of (23) are estimated by minimizing the sum of squared error
from fitting the approximated damage function to the FUND model output. This
12 The FUND source code is publicly available at http://www.fund-model.org/.
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Table 2: Parameters for FUND Inspired Damage Function

Parameter Value

θ1 -0.007457
θ2 0.002685
θ3 -0.000100
θ4 0.000001

fitting exercise results in the estimates presented in Table 2. The approximation is
presented in Figure 9 as a solid black line.
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