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Abstract

Paradata – data about the process of survey production – have drawn increasing attention as the statistical world moves towards the implementation of quality metrics and measures to improve quality and save costs. This paper gives examples of various uses of paradata and discusses access to paradata as well as future developments.
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1. Introduction

During the last two decades, survey researchers have begun to use computer-assisted methods to collect social science data. This trend is most obvious in web surveys, but is equally present in telephone surveys that use automated call scheduling systems or mail surveys that take advantage of logs provided by postal services. All of these systems produce data about the survey process as by-product, which Mick Couper coined paradata in a presentation at the Joint Statistical Meeting in Dallas (Couper, 1998). Inspired by Couper’s suggestions to use data automatically generated by computer-aided systems to evaluate survey quality, survey methodologists have since then broadened the concept of paradata to other aspects of the survey process and other modes of collection.

Data about the process have drawn increasing attention as the statistical world moves towards the implementation of quality metrics, measures to improve quality and save costs, and a framework of total survey error (Biemer and Caspar 1994; Lyberg et al. 1997; Aitken et al. 2004; Couper and Lyberg 2005). Both data users and data producers are now aware of the potential benefits of paradata, and this has been reflected in special interest and invited paper sessions at international conferences such as the International Workshop on Household Survey Nonresponse, bi-annual conferences of the European Survey Research Association (ESRA), annual conferences of the American Association of Public Opinion Research (AAPOR), Joint Statistical Meetings (JSM) and the Sessions of the International Statistical Institute (ISI), as well as the quality conferences co-organized by Eurostat.

2. Examples for paradata and their use

There is no standard definition in the literature of what constitutes paradata. Several papers attempt to systematize data that are not part of the actual interview (Scheuren 2000; Couper and Lyberg 2005; Scheuren 2005; O’Reilly 2009), but each of these papers varies slightly in terminology and in what is called paradata. Paradata was originally conceptualized as the data automatically generated as the by-product of the computer-assisted survey process (e.g., call record data and keystrokes), but the term has more recently been expanded to include information that may be recorded by interviewers (e.g., observations), or captured through additional systems (e.g., digital audio recording) (Couper 1998).

For this review we do not seek to provide a fixed definition of paradata. What is important in our opinion is the concept of data collected during and about the process. These data can be used to understand and improve the process (and subsequently the end result). Thus instead of
a definition, we give some examples of how paradata is currently being used around the world.

One set of data typically referred to as paradata are call records collected during the process of contacting a sample case. The time of contact (day and time), as well as the outcome of a call (non-contact, refusal, ineligible, interview, appointment, etc.) are almost always available on these call records (Heerwegh et al. 2007; Blom et al. forthcoming). These variables are either recorded by the interviewer (with PAPI or CAPI systems) or automatically, as is commonly the case for call schedulers in computer-aided telephone interviews (CATI). The recording of the date and time of a prior contact allows call schedulers to vary contact attempts with the hope of increasing the probability of a successful contact (Weeks et al. 1987; Kulka and Weeks 1998; Greenberg and Stokes 1990; Stokes and Greenberg 1990; Brick et al. 1996; Sangster and Meekins 2004; Wagner and Raghunathan 2007), and ideally to reduce the cost (Groves 1989; Triplett 2002; Murphy et al. 2003). Prominent examples of call record data collected in face-to-face surveys are the Contact History Instrument (CHI) implemented in surveys by the US Census Bureau (Bates 2003), or the standard contact forms that have been a required implementation since round one of the European Social Survey (Stoop et al. 2003). In some instances, call record data are used to guide decisions on responsive or two-phase sampling designs (Groves et al. 2003; Kennickell 2003; Groves and Heeringa 2006; Eckman and O’Muircheartaigh 2008), or to gain knowledge about optimal calling patterns in face-to-face surveys in general (Matsuo et al. 2006; Durrant et al. 2009). To our knowledge, there is so far only one survey, the US National Survey of Family Growth (Lepkowski et al. 2009), in which call record data from face-to-face surveys are used to drive centralized day-to-day field decisions similar to those in supervised call centers. For most surveys, face-to-face call record data are analyzed after the fact to assess interviewer efforts and compliance with pre-specified design requests (Billiet and Pleysier 2007; Lipps 2007; Koch et al. 2009).

Regardless of the mode of data collection, survey methodologists use call record data to study various aspects of survey participation. Call record data are available for both respondents and non-respondents in a survey and thus are prime candidates for the study of nonresponse bias, for example, through level-of-effort analyses, in which early respondents are compared to late responders assuming that later responders are more similar to nonresponders than early responders (Stinchcombe et al. 1981; Smith 1984; Schnell, 1998; Kennickell 1999; Chiu et al. 2001; Duhart et al. 2001; Lynn et al. 2002; Lynn 2003; Wang et al. 2005; Stoop 2005; Voogt and Saris 2005; Billiet et al. 2007); for a meta-analysis of the
results, see Olson (2010). With the goal of assessing net quality gains, researchers have used call record data to shed light on the relationship between nonresponse and measurement error (Green 1991; Yan et al. 2004; Olson 2006; Peytchev and Peytcheva 2007; Yu and Yan 2007).

A second set of data subsumed under the concept of paradata is also collected during the initial phase of establishing contact and convincing sample units to participate in the survey. These paradata are observations made by the interviewer. Like call record data, these interviewer observations are available on all sampled cases and thus suitable to inform survey design decisions (Copas and Farewell 1998; Lynn 2003; Groves et al. 2007) and assess nonresponse bias (Maitland et al. 2009). In recent face-to-face surveys, interviewers are charged with collecting observations of neighborhoods and housing unit characteristics in a number of surveys usually along the lines suggested by Campanelli et al. (1997), Groves and Couper (1998), or Lynn (2003). Examples are the US Health and Retirement Study, the US Study of Early Child Care, the US Survey of Consumer Finances, the US National Survey on Drug Use and Health, the British Election Study, the British Crime Survey, the British Social Attitudes Survey, the European Social Survey, and the Survey of Health, Ageing and Retirement in Europe. Some rather novel interviewer observations are those that are tailored to the survey topic and thus have higher potential to be useful for adaptive survey design decisions or nonresponse adjustment. Again a prime example is the National Survey of Family Growth, in which interviewers are asked to guess whether or not the sample person is currently in an active sexual relationship (with an opposite-sex partner), and whether or not children are present in the household Groves et al. (2007). Other sets of interviewer observations made at the doorstep are those capturing the interaction between interviewer and respondent and respondents’ reasons for refusal (Campanelli et al. 1997; Bates and Piani 2005; Bates et al. 2008).

Both call record data and interviewer observations have the potential to enhance current nonresponse adjustments. Not only are they available for both respondents and nonrespondents, but ideally are they predictive of the sampled person’s probability of responding to a survey and of the survey variables of interest. Over the years, survey methodologists have extensively researched and developed covariates of survey participation (Schnell, 2005; Groves and Couper 1998), many of which are now part of call record and contact data forms. The possibility of using call record data for nonresponse adjustment has been discussed for quite some time (Drew and Fuller 1980; Potthoff et al. 1993), and current papers demonstrate the relationship between information in call records and the probability of responding to a survey request (Beaumont 2005; Biemer and Wang 2007; Blom 2009;
Interviewer observations of variables close to the survey (such as the presence of children in a fertility survey) can complement call record data in response propensity models due to their likely stronger relationship to survey variables of interest (Kreuter et al. 2010), although difficult issues in modeling may arise when strong predictors of response are combined with strong predictors of survey outcome variables (Kreuter and Olson 2010).

In computer-aided surveys, a third set of paradata can be captured: audio-recordings of the interaction between interviewer and respondent. Researchers have suggested that vocal characteristics of the respondent and interviewer are in part responsible for successful recruitment attempts. Especially during telephone interviews, potential respondents have very little information about the interviewer, aside from how he/she sounds, speaks, and interacts when they decide whether or not to participate in a telephone interview (Groves et al. 2007; Best et al. 2009). Yet interviewers vary widely in how often their invitations lead to participation, suggesting that potential respondents may give considerable weight to interviewers’ verbal attributes. Recordings and paradata derived from them are of interest, not only because they can shed light on survey participation, but also because they can be used to assess measurement errors on a question level (Jans 2010). Recordings become more common as digital storage becomes less expensive (Couper 2005; Thissen et al. 2007). However the post-processing of such recordings into usable paradata is a large task and has been undertaken in only a few methodological studies. Those studies make use of recent developments in the field of acoustical engineering and new software, which makes it possible for researchers to automatically process audio files and obtain objective data on voice characteristics such as disfluencies, pauses, interruptions, speech rate, and pitch (Jans 2010; Conrad et al. 2010).

In addition to audio-recordings, computer-assisted survey instruments facilitate the automated collection of paradata that can be used to assess measurement error at the question level. Most data collection software records the time used to complete a question, a set of questions, or the whole interview (response times), and capture key strokes, with which researchers can, for example, measure how often a respondent backed up and changed an answer and whether supplementary definitions are used (Couper 1998). All of these measures are available for computer-aided personal interviews (CAPI) and computer-aided telephone interviews (CATI) and Web surveys. Web surveys also differentiate between paradata that include characteristics of a respondent browser captured from server logs (server-side paradata) and respondent behavior captured by embedding JavaScript code into the instrument.
(client-side paradata). Response times and key stroke measures have been used to study aspects of the response process (Bassili and Fletcher 1991; Kreuter, 2002; Heerwegh 2003; Kaminska and Billiet 2007; Yan and Tourangeau 2008; Couper et al., 2009; Lenzner et al. 2009; Peytchev 2009), to guide interventions in Web surveys (Conrad et al. 2009), evaluate interviewers (Couper et al. 1997; Mockova and Powers 2008), and the review the performance of questions in pretests (Couper 2000; Stern 2008; Hicks et al. 2009).

Our list of examples is by no means complete, but it does give a flavor of the many uses of data auxiliary to the main data collection that contain information about the process with which the data are collected. There is in addition an entirely different usage of paradata beyond monitoring, managing, modeling, and improving the data collection process. Summary statistics of paradata are also used to describe the dataset as a whole: response rates (created out of recordings of the final status in call records) are examples of such survey-level statistics. While paradata contribute to such summary statistics, the summary statistics themselves are usually not referred to as paradata but called metadata instead (Couper and Lyberg 2005; Scheuren 2005).

Auxiliary data available on the case level that come from an entirely different source are also usually not considered paradata (i.e., administrative data, data from commercial lists, or data available on sampling frames). A more borderline case are separate surveys of the interviewers themselves (Siegel and Stimmel 2007). To the extent that information from interviewers can help to understand the survey process they can be viewed as paradata (like interviewer observations, for example). Metadata and auxiliary data also play increasing roles in monitoring and enhancing data quality. For some recent initiatives in using such auxiliary data see Smith (2007; 2009).

2.1 Databases and data access

Unlike survey data themselves and metadata about those surveys, paradata are usually not made publicly available for several reasons. For one, it is not common to release gross-sample data, i.e., data records that include all sampled units, both those that respond to the survey request and those that do not. Second, paradata are often not collected on the same unit of analysis as the survey data are, making the release of such data sets more complicated. Call record data are usually collected at each call attempt, which could easily generate up to fifty records for cases fielded in a telephone survey. Response times are collected at an item level and sometimes twice within one item (if the time to administer the item is measured separately from the time the respondent took to answer the question). Vocal properties of an
interviewer are recorded on a finer level and could generate several records even within the administration of a single item. Third, the format of these paradata varies a great deal by data collection agency and system: for example, outcome codes on call record data vary across agencies and modes of contact available to the interviewer (Blom et al. 2008). While the lack of standards for the collection and release of paradata is not a problem per se (except for making data preparation work more burdensome for analysts), it does require proper documentation, which is usually not covered by data collection grants. Fourth, for some of the paradata, there are open legal and ethical questions. Detailed observations of the neighborhood or housing unit might facilitate the de-identification of survey respondents. For Web surveys, Couper and Singer (2009) raise the question whether respondents should be informed about the capturing of client-side paradata in particular if they are used to understand or even control respondent behavior, and not just used for improvement of the design or performance of the instrument.

Some important surveys do release their paradata to the public; examples are contact protocol data from the European Social Survey, paradata from the U.S. National Health Interview Survey, and paradata from the American National Election Survey (the latter being available for secondary analysis upon request).

3. Future developments

3.1 Data provision

As the previous section showed, the potential uses of paradata are wide-ranging. Survey methodologists have started to exploit paradata to guide intervention decisions during data collection and to provide opportunities for cost savings. To the extent that errors cannot be prevented, paradata also help us to detect errors after the fact (thus providing guidance for the next survey) and to model and adjust for them. So far a series of paradata have been used to assess or model measurement error, nonresponse error, and even the interaction of the two. Until now, very few paradata have been collected for other parts of the process. If we match the most commonly collected paradata to the various error sources in a total survey error framework (see Figure 1), we see that for several process steps in the generation of a survey statistics, no paradata are currently available. The systematic documentation of questionnaire development by Schnell et al. (2008) could lead to new paradata for the creation of measurement indicators.
From a quality monitoring and improvement perspective, a more structured approach towards the selection, measurement, and analysis of key process variables would be desirable (Morganstein and Marker 1997). Ideally survey researchers would specify a set of product characteristics and underlying processes associated with these characteristics, and then these processes would be checked by means of key process variables.

The virtue of paradata as a by-product of the survey process is that they come cheap to the data collector. If paradata are used systematically for process improvement and postprocess analyses, then their structure will probably change: variables will be added (e.g., new interviewer observations) and requests for standardization might turn out to conflict with existing collection systems. Paradata might then no longer be just a by-product, but a product with costs attached to it. It is up to survey methodologists to prove that paradata provide the cost control (or even cost savings) and performance increases that they have promised. Without the demonstration of repeated and successful use, survey methodologists will face difficulties in convincing data collection agencies to routinely collect such data.

One obstacle to demonstrating the usefulness of paradata is the quality of the data itself. While paradata might help to address some of the errors present in survey data, the data may suffer from measurement error, missing data, etc. Interviewers can erroneously record certain housing unit characteristics, can misjudge features about the respondents, or can fail to record a contact attempt altogether (Casas-Cordero 2010; Sinibaldi 2010; West 2010). For example,
it is possible that paradata are subject to high variation in the way the information is recorded by different interviewers (e.g., evaluation of the condition of the house relative to other houses in the area) or some interviewers may simply not place high priority on filling in the interviewer observation questionnaires because they are not paid for doing so. Some studies have shown high levels of missing data in interviewer observations, indicating a lack of data quality (Kreuter et al. 2007; Durrant et al. 2009). Such missings may occur, for example, if the interviewer does not have enough time or does not feel the need to fully record every contact attempt to the household. Likewise scripts embedded in Web surveys can fail to install properly and client-side data are not captured as intended, and recordings of interviewer administered surveys can be inaudible due to background noise or loose microphones (McGee and Gray 2007; Sala et al. 2008).

As long as these recording errors and missing data patterns are not systematic, they will reduce the effectiveness of paradata for process improvement and error modeling but should not threaten them altogether. If errors appear systematically (e.g., savvy users in Web surveys prevent scripts from capturing key strokes), resulting conclusions are threatened to be biased. Currently not enough is known to about the measurement error properties of paradata.

3.2 Data usage

As mentioned before, a key challenge to the use of paradata is their unusual data structure, with time-dependent observations on multiple levels collected through various modes with varying instruments. If we again take call record data as an example, the literature is still dominated by analyses using case-level aggregate statistics of call-level data (e.g., total number of contact attempts, total number of refusals), while some more recent examples take advantage of the multilevel structure by using survival models or multilevel discrete time event history models in predicting propensities to respond (Durrant and Steele 2009; Olson and Groves 2009; Wagner 2009).

Many methodological questions concerning how to make best use of paradata are still unsolved. In the estimation of response propensity models, we do not know yet if time should be modeled discretely as active day in the field or relative to the time since beginning of the field period. Nor is it clear how to best combine paradata into nonresponse propensity models with the aim of adjusting for survey nonresponse (Kreuter and Olson 2010). When dealing with response latencies, we do not yet know how best to handle unusually long response times, how best to model time dependency within the process of answering multiple
subsequent survey questions, etc. Closer collaboration among survey methodologists, statisticians, and econometric modelers could benefit the research in this area.

Methodologists who use paradata for management and monitoring are still experimenting with tools for displaying the constant flow of process information. A “dashboard” was developed at the Institute for Social Research in Michigan (Groves et al. 2008; Lepkowski et al. 2009) to provide survey managers and principal investigators with timely access to data, and tools to facilitate decision-making – but there is still room for improvement (Couper 2009). The use of process control charts has been proposed before (Deming 1986; Morganstein and Marker 1997; Couper and Lyberg 2005), but so far, no standard charts have been developed to monitor survey data collection. Increased access to paradata and in particular timely update of such data streams will increase the need for good tools to display and analyze paradata.

3.3 Data Access

To address the risk of de-identification of respondents, the paradata that pose this danger could be made available in research data centers where access and usage of data is monitored. Given the potential of certain paradata to improve nonresponse adjustment, an entirely new data retrieval system might be a worth considering. Given appropriate paradata, nonresponse adjustment can be tailored to individual analyses. Usually only one set of nonresponse adjustment weights is created and distributed with survey data. Growing nonresponse has made the assumption that a single adjustment strategy is sufficient for all statistics produced by a survey less tenable. A data retrieval system could be conceptualized that allows the on-demand creation of adjustment weights based on the planned analysis.

Public access to paradata also allows a post-hoc examination of the procedures followed by the data collection institutes. If survey organizations are aware that process information will become public, this might lead overall to a higher data collection standard. Obviously higher-quality work will come with a price. However, some survey organizations might not want to release paradata as it discloses information about their fieldwork procedures. If these procedures are considered to be proprietary, the disclosure could be seen as an impingement on their comparative advantage.
4. Discussion

Survey data collection is essentially a production process with a product. Surveys do not differ in this respect from other organizations that produce products or services and are concerned about their quality. Management strategies for such organizations have moved to what are called continuous quality improvement methods (Imai 1986; Deming 1986), in which measures of the process are monitored along the way so that error sources can be located and interventions planned (examples of such strategies are Total Quality Method, TQM, or Six Sigma). Several researchers have suggested the application of such strategies to the process of survey operations (Biemer and Caspar 1994; Morganstein and Marker 1997). Paradata as discussed here can play an important role in the application of such strategies. The European Statistical System has developed a handbook on improving quality through the analysis of paradata (Aitken et al. 2004), but the work is still not done, and individual surveys might do well to identify key process variables for their specific circumstances (Couper and Lyberg 2005).

Survey data collection faces major uncertainties in the planning stages. It is difficult to estimate the effectiveness of measures taken to establish contact with households, identify eligible persons, select a respondent, gain that person’s cooperation, and complete the interview. Likewise, estimates of the cost implications of any of these steps are often difficult to make. Responsive designs (Groves and Heeringa 2006) seek to address this uncertainty by measuring the results of various survey design features, often experimentally, and then use these measurements to intervene in the field data collection process. This monitoring includes both the paradata as well as key survey estimates. To the extent that the paradata provide information about the risk of nonresponse bias, the responsive design is capable of reducing the risk of this bias. Much more effort is needed to manage the costs of alternative design features.

To increase the conditions for high-quality collection of paradata, a survey climate is necessary that allows for experimental manipulation within the field process. Pooling data across studies can also help to disentangle confounding elements; for this, some standardization of paradata would be necessary (Blom et al. 2008). Panel data enjoy the luxury of repeated measures of observations. Researchers only recently started to explore the potential of paradata to examine attrition (Lepkowski and Couper 2002; Kreuter and Jäckle 2008) and measurement error in relation to interviewer characteristics (Jaeckle et al. 2009; Weinhardt and Kreuter 2009; Yan and Datta 2009).
Compared to other countries, data collection in Germany is not as “paradata-rich” as it could be. Since 1995, Schnell and his colleagues suggested the inclusion of contact protocol data for the gross sample to be a standard deliverable (Schnell et al. 1995). Very few surveys followed this suggestion. Furthermore, systems should be developed and put in place that allow data collection agencies to engage in data-driven interventions into the fieldwork process. For a single survey, the start-up costs might be too high and survey organizations might not see the need for such investments. If, however, the German social science data community as a whole demands paradata for process controls, investments in the respective systems might be economical. Investment is also needed into the development of new statistical tools and methods to help make sense of the vast amount of unstructured paradata generated by modern survey process. The standard analytic tools we use for survey data are not appropriate for much of the paradata we need to analyze. Here, too, collaboration throughout the social science data community would be a good first step.
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