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Abstract

We consider the problem of forecasting time series with loremory when the memory parameter
is subject to a structural break. By means of a large-scalet®iGarlo study we show that ignoring

such a change in persistence leads to substantially redamszhsting precision. The strength of this
effect depends on whether the memory parameter is incgeasitiecreasing over time. A comparison
of six forecasting strategies allows us to conclude thatgsdng for a change in persistence is highly
recommendable in our setting. In addition we provide an epgiexample which underlines the

importance of our findings.
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1 Introduction

In the last two decades long memory models have become wigkglgt in economics to model the
persistence of many economic time series. Among these amncfad variables like stock market
volatility and macroeconomic data like inflation. Bailli€906) provides a detailed survey about var-
ious applications of long memory in economics. Recent epgiand theoretical work focusses on
the potential time-variation of the long memory paramekarmar and Okimoto (2007) report a de-
crease in the memory of US inflation, while Hassler and Na2@©8) find an increase of memory in
the spread of the European overnight rate index averagégEd®deran and Terrin (1996) propose a
test for constancy of the fractional differencing parametieich has been extended by Horvath (2001)
and Lavancier et al. (2009). Further theoretical contring are Ray and Tsay (2002) who suggest
a Bayesian method for break detection in long memory preseaad Sibbertsen and Kruse (2009)
who generalize a test for changing persistence in the ckld$D) — 1 (1) framework with respect to
fractional integration. Although forecasts of economindiseries are often generated by fractionally
integrated models, e.g. Bos et al. (2002), potential sirattreaks in the memory parameter have
been ignored. To the best of our knowledge, no one considieddplications of a changing memory
parameter on forecasting so far. This paper an containstangxe simulation study on this topic and

provides practical recommendations.

It seems to be natural to expect that the knowledge aboutek lmethe persistence of a process, i.e.
the memory of a fractionally integrated process, can leadiperior forecasts. However, it is unclear
whether how large these potential gains are and if they caschived in practice. Therefore, we
consider the performance of six forecasting strategieshvimiodel or ignore a one-time break in the
memory. The forecasting strategies we analyze are as falldw a benchmark we assume that there
is no break in persistence and estimate the memory paraosétey the entire in-sample period. If the
true data generating process (DGP) exhibits a break ingtensie, then the estimated memory param-
eter is a convex combination of the pre- and the post-breakaoneparameters. A second strategy
assumes a priori that the series has a break in the persistecestimates the memory parameter
before and after an estimated breakpoint. This strategyiattudes a break in persistence even if the
memory parameter is constant over time. The third strateggstimates the memory parameter and

the forecasting coefficients in every forecasting steps Type of updating the forecasting coefficients
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may take some fluctuations of the parameters into accourd.fésrth strategy, we apply a pre-test for
constant versus changing persistence proposed by Siebemsl Kruse (2009). Depending on the test
decision either the first or the second strategy will be @&gpliAs the pre-test may give some wrong
decisions due to non-zero type |- and type ll-errors, thiesgy can be seen as a compromise between
the first two strategies. The fifth and sixth strategy fit shagtnory models to the series which are po-
tentially capable to mimic long memory behavior. Namely &#tla strategy we use an AR(1) process
and as the sixth strategy we use an ARMA(2,1) model. A sinmiadel has also been investigated
for short term forecasts of long memory time series by Ma®80For all strategies the forecasts are
computed by using rolling windows with different window tghs and for different forecast horizons.

It is important to note that this paper focuses on structchiahge in the memory of the DGP and thus

we do not consider non-linear models in our subsequent sisaly

The paper is organized as follows. After introducing the el@hd the test briefly in section 2, section
3 describes the forecasting strategies in more detail. idedt contains an intensive Monte Carlo
study showing the forecasting behavior of the differerdtsgies. Section 5 provides a short empirical

application of the afore studied strategies before se&iconcludes.

2 Model and Test

As a starting point for our forecasting study consider tmepse ARFIMA (0,d,0) process as intro-
duced by Granger and Joyeux (1980)

(1-B)% =g, for t=1,..T,

whereB denotes the usual backshift operaBiX; = X_, andg; is a martingale difference sequence.
In order to avoid misinterpretations such as a change in toreuressive parameter we omit any
autoregressive and moving average terms here and corteeatrly on the ARFIMA (0d,0) case.
This is also in line with the test of Sibbertsen and Kruse @0Ghich is constructed for the ARFIMA

(0,d,0) setup. In this model framework they test the hypothesis

Hoid:do for t:].,...,T,



where we assume®< dy < 1.5 and test this against the following alternative

d=d; for t=1... [tT]
Hjp:

d=d, for t=[T]+1,...,T
where 0< d; < 0.5 and 05 < d; < 1.5 andd; andd, can be interchanged. We denote[kjthe biggest
integer smaller thar and denote the relative breakpointtas A assuming\ C (0,1).Therefore, the
alternative contains always a break from either the statipto the non-stationary region or vice versa.

The test statistic is based on a CUSUM of squares type testlinted by Leybourne et al. (2007) and

is given by
o |nf'[e/\ Kr(T)
with
f 2d [TT]¢
KO =[T]"" % %
t; it
and

T—[1T]
K" (1) = (T — [tT]) 2 > %
t=
Here,V ; is the residual from the OLS regression¥pn a constart; = 1Vt based on the observations
up to[tT]. Thisis

Vir =X —X(1)

_ [1T]
with X (1) = [tT]?! S X. Similarly Vi ; is defined for the reversed serigs= Xr_t;1. Thus, itis given
t=1

by
YGr=%—Yy(1-1)

with y(1—-1) = (T — [rT])*lT_zm Yi. The test can also be used when there are linear trends in the
data by settingz = [1, t]/, Wht|:ct1 corresponds to linear de-trending. Sibbertsen angsé(2009)
derive the limiting distribution of this test statistic f0r5 < dy < 1.5 and show that it depends dp.

They provide response curves in order to compute criticklegafor different hypothetical memory
parametersly. Moreover, the limiting distribution of this test stattstis degenerated in the sense
that R converges in probability to 1 if & dy < 0.5. As a result, the test behaves conservatively in
this parameter region and rejects the null hypothesis vagimatotic probability of zero. In order to
avoid this problem, the time serie§ is integrated one ifly lies in the problematic region. The test

is then simply applied t&; := zlext. Althoughdy is unknown and has to be estimated consistently,
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this approach provides a satisfying test performance uHgesee Sibbertsen and Kruse (2009). The
authors also prove consistency of simple estimators fobteakpoint which we will use as well in our
simulation study. These are given by

f

Tf = argTien/{Kf (1)

for increasing persistence and for the case of decreasisgsfgnce by

T =arginfK'(1) .
Ten

It is important to note that for the purpose of the simulatgindy in section 4 we use a broader
definition of a change in persistence than formulated in bwvea alternative. We consider a break in
persistence as a change in the order of integrafioine. the memory parameter, without restricting
ourselves only to changes between stationary and nosiagi long memory or vice versa; # d»

with dy,dp € [0,1.5].

3 Forecasting strategies

In our forecasting study we compare the following six difier forecasting strategies:

Strategy 1:We do not take any possible change in persistence into ateodnestimate the memory
parameter using the whole in-sample period. This meansatb@atork under the null hypothesis of
the test for breaks in persistence without employing thie {Hsis strategy serves as a benchmark for

the other approaches.

Strategy 2:It is always assumed that there is a break in the persistemtdhat the direction of a
change is known. The breakpoint is estimated and accorditigig estimate the in-sample period is
split in two parts. These two parts are used to estimate thmaneparametersg; andd, in the pre-
and the post-break period. This means that we work underlthmnative of the test for breaks in

persistence without employing the test.

Strategy 3:The memory parameter and the forecast coefficients aretireatsd in each step of the

forecast.

Strategy 4First, we apply the pre-test for a break in persistence apdru#ing on the outcome we use

either strategy 1 (non-rejection of the null) or strategg {nejection of the null).
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Strategy 5:As a fifth competitor in the forecast comparison we fit an AR{fgcess to the data and

perform the forecasts with this approximation.

Strategy 6:A different kind of approximation is done as a sixth stratégye fit an ARMA(2,1) process
and perform forecasts using this approximation. This isedeince the sum of two AR(1) processes
is an ARMA(2,1) process and the aggregation of stationangse&an lead to a process that is able
to show long memory patterns (see e.g. Granger, 1980 andg&@rand Ding, 1996). All forecasts
are done by a rolling window strategy with different windosngiths as detailed in the next section.
Further approximation schemes such as using automaticelagti®n criterions for determining the
lag length are thinkable but as was confirmed by simulatierctinsistent Schwarz information crite-
rion (SIC) (Schwarz, 1978) chooses relatively few lagsailgibetween two and four, under the data
generating process detailed in section 4. Thus, by usingRMA(2,1) process strategy 6 captures

such an approach implicitly but more parsimoniously.

The aim of this paper is to assess the effects of a break imsperse on the forecast performance of
an ARFIMA process. Therefore, we work mainly under the alitive of the afore mentioned test
and consider situations in which the persistence of the semgs actually changes. However, for the
sake of completeness we also perform simulations with atanhng memory parametdrand thus

we also study the results under the null of the test propogeSilibertsen and Kruse (2009). As it
iS common practice, we compute the forecasts by using tloreggressive approximation of the long
memory process. The advantage of this approximation apprzathat it is also feasible when the
process is non-stationary as we only assume invertibifith® process which requires> —0.5 (e.g.

Beran, 1995). Assuming invertibility we can rewrite the gext ARFIMA (p,d, q) process as
O(B)1d(B)(1—B)IX% =& .

or equivalently as

AB)X =¢& .
with A(B) := ©(B)1®(B)(1-B)4,©(B) ' = (1-6;B— 6,8 —... — 6,B%) L and®(B) = (1- ¢;B—
®mB%2— ... — @yBP). Since we exclude the moving-average component we 84! = 1 and the

autoregressive coefficients can therefore be obtaineceasotficients oBX in the expansion of
A(B) = ®(B)(1-B)Y.
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By its expansion as a Maclaurin series the fractional difieing operato(1 — B)9 can be written as

(1-B)f= iT[kBk
=

with
k—1-—d

T = K w1 and mH=1.

Let <% denote the transformation. Fo(B) and E i BX we obtain
k=0
®(B) 5 (1—@z—@Z—...— Q")

and

> Bk % S T .
K=0 K=0
Multiplying these two polynomials yields

A2 = (1-@z—@Z—...— ") (0D + Taz' + o7 + 62 + T2 + ..)
— S nE S and S end T Y gudP
2 2,

Transforming the indices we have
Az = S - amiZ— Y @z —...— Y @i pZ

= kzo(ru( — QT 1~ @Th 2 — ... — QpTh_p)Z*.

Consequently, reversion of tlze transformation leads to

AB) = Y (k=@ 1— QT2 — ... — QpTk_p) B
k=0
=0k

= méBk. 2
kZok (2)

The forecast coefficients for the special case of an ARFIMAI(0) process are then computed by

settingp = q = 0 which leads to the recursion (e.g. Boutahar, 2007)

j—1—d
T = - -1
J

with 1 := —d. The forecast equation for thestep forecast is given by (e.g. Bhansali and Kokoszka,
2002)

N h-1 k

Xreh=— TXnj— Y TGHX14h-j. (3)

A,
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Here, T; denotes the estimated forecast coefficient from the estinanderlying model ank is the
number of lags after which the autoregressive approximasigruncated. We use different values of
k for our simulations. Tabl& shows the forecast coefficients for the ARFIMA @Q0) case. The last
column shows the lag after whigitj| < 1e-04. Such a truncation order is in line with Bhardwaj and

Swanson (2006).
— Tablel here —

Whereas strategies 1 and 4, if the test does not reject theisalthe standard ARFIMA (@, 0) model
we need to specify a change in persistence model for stest@gind 4 if the test does reject the null.

This is given by

Xrih =

|
T
AN
=)
=
)
=~

= ﬁﬁ”XT+h_j> L 4)

J
~2)G
+ (— j)xh—j_

= =

5
[ENAN
= |

ﬁﬁz)xnh—j) (1-L<p7)),

g

whereT is the estimated relative breakpoint a?lﬁ&) andﬁﬁ2> denote the forecast coefficients based on

the estimated memory parameter before and after the estirbatakpoint.

4 Monte Carlo study

We start this section with details about the computatiospkats of our Monte Carlo study. All sim-
ulations are computed in the statistical programming lagguR (2009). The number of replications
is set toM = 2000 for each experiment and we consider sample sizds=6f700 which we divide
into an in-sample period af* = 500. The remaining 200 data points are used to generateaiiseas
detailed above. In order to reduce the impact of startingesalve simulate 208 T observations and
discard the first 200 data points. The DGP under constanispetise is an ARFIMA (0d,0) model

whose innovations are specified either as a white noise ggameas a GARCH (1, 1) process:

(1-B)Y% = g, with &~N(0,1) (5)
(1-B)™%

&, with &~N(O,h) and h =0.01+0.2¢ ; +0.75h_; . (6)

The reason for considering the first specification is thatwhie noise assumption is standard in the

time series literature although it is well known that it isahd for most economic or financial time
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series. The second specification is used to account for themnce of an integrated and nearly inte-
grated GARCH behavior of many financial time series suchakseturns, exchange rates or interest
rates (for a survey see Bollerslev et al., 1992). In additmithis well known property of financial
time series Balillie et al. (1996) provide evidence of a longrmary property of the daily returns of
the nominal Deutschmark - U.S. dollar spot exchange rate. deta generating process above com-
bines these two features of financial time series and we ag@ribperty of a changing persistence.
In fact the chosen GARCH parameters are very close to thenfisddf Engle and Bollerslev (1986)
for weekly U.S. dollar - Swiss franc exchange rates. It isangint to note that the test for changing
persistence suggested by Sibbertsen and Kruse (2009)ainaisttisfactory size and power properties
under such a data generating process and that the breakgtimator is also unaffected by GARCH

disturbances$.

The long memory parametditakes a broad range of values covering the stationary andtationary
region and we consider changes from non-stationary tastaty long memory and vice versa as well
as within the stationary and non-stationary region. Werese the parametekrvia log-periodogramm
regression due to Geweke and Porter-Hudak (1983) with aofdtequencies ob(T%8) which was
shown to be MSE-optimal by Deo et al. (1998). Note that thégperance of this estimator is unaf-
fected by GARCH effects as shown by Cheung (1993). Underltamative of changing persistence

we consider the following DGPs:

(1-B)X = &, t=1,...,[1T] 7

(1-B)%2X = g, t=[T]+1,....T (8)

where we use the same specifications for the error varianbefage. As relative breakpoints within
the in-sample period we uge= 0.3, T = 0.5 andt = 0.7 corresponding to the beginning, the middle
and the end of the in-sample period respectively. The fets@e computed by using a rolling win-
dow forecasting scheme. We do not consider an expandingowifarecasting scheme because of the
simulation results in Pesaran and Timmermann (2005). Thewed that a rolling window scheme
produces superior forecasts compared to the expandingowisdheme when a break in the process
parameters is present. The decision about the length obtlimgrwindow depends on the size of the

break. Short windows work best for large breaks and long awsdwork best for small breaks. In

2Results are not reported in order save space, but they dyafualilable from the authors upon request.
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order to deal with these findings we use different windownfth 500, 250 and 100. These different
lengths should also serve to answer the question whethex mimrmation improve the forecasts or
not and thus dealing with expanding windows implicitly. Slerawindow lengths than 100 have not
been considered as they do not seem reasonable when dedlingighly persistent time series (see
Tablel).

We compare the forecasting strategies by employing thedldednd Mariano (1995) test for predic-
tive accuracy pairwise to our strategies. As loss functienuse the quadratic MSE loss function. In
order to avoid potential size distortions due to small s@spind multi-step ahead forecasts we use
a modified version of the Diebold Mariano test proposed byElaet al. (1997). As an estimator
for the long run variance of the loss differential we use @fuwstcedasticity and autocorrelation robust
covariance estimator with VAR(1) pre-whitening and Battleernel as described in Newey and West
(1987, 1994). For all tests the level of significance is set t00.05. We conduct the simulations for
de-meaned data only since preliminary results show vigtunal difference for the de-meaned case and
the de-trended case. For the multi-step ahead predictiengse 1-step, 5-step, 10-step and 20-step

ahead forecasts.

Tables2 to 8 show subsets of the simulation resditdlote that despite having tested each strategy
pairwise we only report a subset which shows the overalcefiéa break in persistence sufficiently.
We also restrict our discussion to the case of a window leafjfi®0 and white noise innovations. The
results for smaller windows of 250 and 100 observations oRGHA(1,1) innovations lead to the same
overall conclusions. Each cell shows the percentage of Htem ¢the strategy in the row dominated
the strategy in the column significantly at the 5% level. W# start the discussion with the results
under the null of the persistence change test from sectiom 2omk briefly at simulation results under

a constant memory parameterThe results are shown in Talle
— Table2 here —

At a first glance no real difference is evident between gjfatel to 4. A striking feature is that strate-
gies 5 and 6 are clearly dominated by the other four. Thicefflightly reduces for multi-step ahead

predictions. Another factor that reduces the dominancéefttrategies 1 to 4 seems to be the value

3The full set of simulation results is available from the authon request.
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of the long-memory parametelr If 0 < d < 1, the dominance is more pronounced compared to the
cases where we have pure white noise (or GARGH- Q) or a random walkd = 1). Interestingly,
strategies 2 and 4 are not dominated by strategy 1 which igdkbedata generating process. This is
due to the fact that the GPH estimator before and after thekbfer strategy 2, is roughly the same
and thus we do not induce large errors. A similar argumerdshfar strategy 4. The test for a change
in persistence seems to be a good guidance whether to acataternihe persistence change in the

forecasting formula or not.

We conclude that standard short memory models are not @palnhimic long memory patterns as

good as indicated from theoretical considerations fortdleom forecasts. For long term forecasts the
differences between the six strategies become smaller éaiowjecture that this is more a weakness
of the forecasting strategies 1 to 4 inherent in long terradasting than a strength of the strategies 5
and 6. In addition, the presence of nearly integrated GAR®@idvations does not seem to change the
results when forecasting the conditional mean. When wettutime case of a change in persistence we

first discuss the results for the increasing persistence.r@sults are shown in Tabl8go 5.

— Table3 here —
— Table4 here —
— Table5 here —

Clearly the benchmark strategy 1 is unable to dominate onbkeo$trategies 2 to 4 considerably. A
notable exception is the clear dominance over the stratégand 6 regardless of the valuetajr the
forecast horizom. Once again, this dominance is reduced as the forecasbhaeipands and for the
break fromd; = 0 tod, = 1. Importantly, we find in some settings strategy 1 to be noh@sior as
one might expect under a change in persistence. Strategmihdtes strategy 2 in some settings over
20% of the time. Especially when the break is small and ardghad/alue of 0.5 such a = 0.4 to

d> = 0.6. Recall that in the case WhetdA@ < 0.5 holds, the time serieX; is integrated once and vice
versa. Although this rule provides a correctly sized teéshady cause some unexpected results under
the alternative. For a detailed discussion see SibbersgiKeuse (2009). The correct estimation of
the breakpoint is a crucial premise for the modeldnt¢ yield good forecasts and, thus, wrongly dated
breakpoints may lead to inferior forecasts of strategy 2zacdmpared to the benchmark (for a related

discussion see Dacco and Satchell, 1999).
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In general for the case of an increasing persistence it & toaidentify a clear winner of the forecast
competition. One result is that the short memory models aable to produce satisfactory forecasts
even for the short term. This result is also found in the cdse @pnstantd. Moreover, the results

indicate that incorporating the persistence change indahecéist model is more important for a late
and large break in the memory parameter. For increasingsfetse we find that the specification of
the error term does not change the main findings. These fisgiagly change and partly become

more severe when we turn to the case of a decreasing pecsistelables to 8.

— Table6 here —
— Table7 here —
— Table8 here —

A first glance reveals that also in this setting strategiead @are inferior to the other competitors
and the remaining results for these two strategies do netgghaAn important finding in the case of a
decreasing persistence is that the strategies which acfmumbreak in persistence explicitly, namely
strategies 2 and 4, are clearly superior to the naive benghstrategy 1. Comparing strategies 2 and
4 one can see that strategy 2 that always fits a breakpointlrisoeleen better than strategy 4. This
is due to the test prior to the decision which model to use esdst gives some wrong decisions due
to non-zero type I- and type ll-errors. The flexible strat8gyg also much better suited to deal with a
changing persistence than strategy 1. However, strategui@ible to dominate strategy 2 or 4 despite
its flexibility. Strategies 2 and 4 in turn are often very walile to deliver better forecasts than strategy
3. A notable exception is the case of a large break and ntefti-shead forecasts. In such a setting
strategy 3 outperforms strategy 4. This is due to the flagjhif the strategy to capture some degree
of structural change by coefficient updating. Strategy Breges the forecast coefficients in each step
and thus can reduce the variance inflation in multi-step élfi@@casts which leads to more accurate

forecasts. The results for the specification of the errciamae do not change.

In the case of a decreasing persistence strategies deaphgty with a changing persistence deliver
in most of the cases superior forecasts. For relativelyeldmgaks in persistence strategy 4 outper-
forms the other contestants in often more than 50% of the. tififee tendency here is, in contrast

to an increase in persistence, that the relative supsgrigiakens the later the breakpoint lies in the
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sample and thus accounting for the changing persistencerie important the earlier the break oc-
curs. Although the results for strategy 4 versus strategyolvsa similar behavior as in the situation
with an increasing persistence the overall impressionigaghe result that in a situation in which the
persistence of a time series decreases the allowance fangiclg persistence in the forecast formula
becomes more important. Testing for such a change seemsdadvisable as indicated by the good
performance of strategy 4. The importance of these resuita €hange in persistence is emphasized
by empirical findings that long memory is subject to strugkloreaks in several economic and finan-

cial time series.

One major difference between the case of increasing an@asiog persistence should be noted. In
the case of an increase of persistence accounting for thisgghimproves the forecast the larger the
break and thdater the breakpoint lies within the in-sample period. Given aatibn with a decreas-
ing persistence, forecasts using equatidniriprove the larger the break is and tharlier the break
occurs. A possible explanation for this asymmetric outcisrtbe mixture of two phenomena. First,
there is an overassessment of the low (high) frequencidsedime series depending on the fraction
at which the break occurs which influences the log-pericglmgregression heavily. Second, the prob-

lems are induced by the infinite variance of non-stationang series.

We first discuss the scenario with an increasing persisteivesfocus our discussion on the behavior
of strategies 1 and 2 since they exhibit the feature we wakidtb assess, namely the changing per-
sistence. In the case of an increasing persistence one gahatahe later the breakpoint the more
important is the allowance for the persistence change.isrctise the later the breakpoint lies the more
high frequencies are present induced by the relative laegdidn of lower persistent data. This leads
to an estimated which is lower than appropriate for the out-of-sample prdien the estimation is
based on the whole in-sample period. Because the forecefficeents depended solely @hsuch an
approach will result in inferior forecasts as supported byresults. Thus, the later the break occurs
the poorer are the estimated forecast coefficients reguttimferior forecasts if one does not account
for the change in persistence. On the contrary, if we esértieg breakpoint split the in-sample period
and fit a breakpoint model such a8 (ve will obtain more precise forecast coefficients and cense

quently better forecasts.
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When we turn to the case of a decreasing persistence we eltbatvthe earlier the break occurs the
more important becomes accounting for the changing persist The argument follows similar lines
as above. The later the break occurs the more biased is thetsbfd because of the disturbances
caused by the very low frequencies of the highly persistartd.din particular the estimated forecast
coefficientsTij are inappropriately small and decay at a too high rate forotteof-sample period
because the long memory paramedds overestimated in this situation. Hence, the applicatiba

breakpoint model leads to more accurate coefficients andesut to better forecasts.

This explains also why strategy 2 outperforms strategy learly when we have a decreasing per-
sistence compared to the case of an increasing persistdrare Woth strategies behave rather similar.
In the case of a decreasing persistence the overall memuoaynpeer is in the non-stationary region in

most situations leading to an infinite variance. On the @optithe memory parameter after the break,
which drives the forecasting coefficients, is in the staignregion implying a finite variance. As

the true series is stationary with a finite variance theataty model from strategy 2 leads to clearly
superior forecasts. In the case of an increasing persesthigeffect is minor as both memory param-
eters are in the non-stationary region with an infinite varé&aand so is the true process. Simulation

evidence for this explanation is reported in TaBl®r selected values af.
— Table9 here —

The results clearly show that the low frequencies from thé gfathe process with higher persistence
influence the estimation of tteeparameter disproportionately and from Table see that even small
changes ird lead to different coefficients. The use of less frequenaieh ssm = o(T%°) reduces
the bias of the estimate but this is usually more than offgethle inflation of the variance of the
estimator as indicated by the results of Hurvich and Bel{d#394) and Deo et al. (1998). Also the
use of modified estimators such as smoothed periodogramssgn as proposed by Reisen (1994) or
the approximate maximum likelihood estimator proposed byaB (1995) do not change the general
conclusion drawn from Tabl®. This was confirmed via simulation but unreported to saveespa

Hence, such approaches lead to similar problems as above.
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5 Empirical lllustration

The data set we use is the monthly US price inflation seriga Btock and Watson (200%)In par-
ticular we consider the first difference of the logarithmmaplied price deflator for durable goods.
This series has also been under investigation from Caeadied Taylor (2008) who found a change in
persistence fronh(0) to | (1). However, they did not consider the possibility of fracabmtegration
in the series although inflation related time series ardylite show long memory behavior (see e.g.

Hassler and Wolters, 1995).

The data spans from January 1959 to December 2003 which asoumsample size af = 538. We
split the data into an in-sample period from January 1959ty 1995 (T* = 438) which leaves an
out-of-sample period of siZz€ = 100 for computing forecasts (the light gray shaded area indit).

The series is depicted in figulle
— Figurel here —

As the out-of-sample period is rather small we reduce themmaXorecast horizon tb = 10 in order

to obtain a reasonable amount of forecast errors. Howevggttan impression about how the forecast
performance changes with the forecast horizon we alsodecthe intermediate steps and calculate
forecasts for the horizons=1,2,3,...,8,9,10. Applying the persistence change test described in
section 2 to empirical data we have do consider the podgiloifishort run correlations. To deal with
this we estimate the long memory parametend the autoregressive parameters jointly by the approx-
imate maximum likelihood estimator of Beran (1995) an cledabe lag length by AIC. The estimation

results are shown in Tablk.

— Table10 here —

Performing the persistence change test we obtain a testistaf R = 0.039 which is significant on
the 5% level of significance for an increase in persistendbesritical value is 0.066. The estimated
breakpoint is[TT| = 100 and is depicted as the dashed line in figur&he estimated long memory

parameted until this breakpoint is 0.176 and from the breakpoint uthi@ end of the in-sample period

4The data can be downloaded from Mark Watson's websithtgi://www. princeton.eda/mwatson/wp.html.
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d is estimated as 0.561 which is a moderate incline in persistérom stationary to non-stationary
long memory. This result is consistent with the results ofdliare and Taylor (2008) who found a
change from (0) to I (1) but without considering fractional integration. In orderdeal with the short
run correlations explicitly in the forecasting comparisea use the autoregressive approximation of
the ARFIMA(2,d,0) process for computing the forecasts. The respectivdiciegits are obtained as
detailed above in section 3. We measure the forecast peafwenby the standard measures mean
squared forecast error (MSFE) and mean absolute foreaast(®MAFE). The empirical results are

shown in Tablel 1.

— Tablel1l here —

Judged by these results the forecast performance of siratéigat includes the persistence change
performs the best from one-step up to seven-step aheadftsgamplying over half a year for monthly
data). For longer forecast horizons strategy 2 performarlgiebetter than its competitors second
only to strategy 6 the ARMA(2,1) approximation approach. e3dn empirical findings support the
results from the simulation study and show that the conghssdrawn above hold true even for more
complicated data generating processes and empirical dasaalso noteworthy that dealing with the
persistence change improves the forecast performancetlesegh the change in persistence is only

moderate (but never the less statistically significant).

6 Conclusion

In this paper we study the effect of a break in persistenceheridrecast precision of long memory
time series. We provide simulation evidence that accogrftan such a break can improve forecasts
significantly. This is somewhat surprising given that thardae in the forecast coefficients depending
on a change in the long memory parametds rather modest. We find a different behavior of the
forecasts depending on whether the persistence increadesreases due to an possible overweighing
of the low periodogram frequencies and to variance effé¥tsconclude that accounting for a break in
persistence is more important the larger the break is aneittier (decrease in persistence) or the later
(increase in persistence) the breakpoint lies. As a genesalt we draw the conclusion that testing

for a break in persistence and embedding it in the forecastudla is often highly recommendable.
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This becomes even more important when the persistenceasesie In an empirical application to
US inflation data we show that these results carry over to geapsettings with more complex data
generating processes and only moderate persistence cshafdarther, more general, result is that
standard short memory models do not yield satisfactoryctses even for the short term when there
is true long memory, i.e. & d < 1. This result strongly underlines the importance of actiagrfor
long-range dependence in time series data even when tmiamtef the analysis is only a one-step

ahead prediction.
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Figure 1: First difference of logarithmic price deflator thrrable goods.

I
01/1975

I
12/1983

I
06/1995

d | j=5 j=10 j=20 j=25 j=50 j=75 j=100 |m|<le-04
0.10 | -0.0161 -0.0075 -0.0035 -0.0027 -0.0013 -0.0008 -0.0006 2 50
0.20 | -0.0255 -0.0110 -0.0047 -0.0036 -0.0016 -0.0010 -0.0007 6 49
0.30 [ -0.0297 -0.0118 -0.0048 -0.0035 -0.0014 -0.0008 -0.0006 7 38
0.40 | -0.0300 -0.0110 -0.0041 -0.0030 -0.0011 -0.0006 -0.0004 1 28
0.60 | -0.0228 -0.0071 -0.0023 -0.0016 -0.0005 -0.0003 -0.0002 9 13
0.70 | -0.0173 -0.0050 -0.0015 -0.0010 -0.0003 -0.0002 - 96
0.80 | -0.0113 -0.0030 -0.0008 -0.0005 -0.0002 - - 63

0.90 | -0.0054 -0.0013 -0.0003 -0.0002 - - - 37

Table 1: Forecast coefficients of lag order
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hd
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strategy 5 g &ie
0.2 Strategy 1 - 13.6(5]3% 8.10% 1.40% 26.2092)/ g.85%
Strategy 2 11.10% - 8.75% 11.80% 24.50% 93.95%
Strategy 3 7.65% 9.10% - 8.45% 23.65% 94.15%
Strategy 4 0.25% 12.80% 7.95% - 24.95% 93.15%
Strategy 5 1.95% 2.45% 1.50% 2.90% - 91.50%
Strategy 6 0.15% 0.10% 0.00% 0.20% 0.65% -
Strategy 1 Strategz/ 2 Strategy 3 Strategy 4 Strateg)/ 5 g &te
1 0.4 Strategyl - 16.50% 6.90% 0.80% 69.50% .60%
Strategy 2  11.70% - 7.25% 11.85% 68.00% 99.60%
Strategy 3 7.70% 9.60% - 8.10% 69.60% 99.65%
Strategy 4 0.25% 15.90% 6.75% - 67.55% 99.35%
Strategy 5 0.10% 0.05% 0.00% 0.30% - 97.70%
Strategy 6 0.00% 0.00% 0.00% 0.00% 0.25% -
Strategy 1 Stratega/ 2 Stratetbg/y 3 Strategy 4 Strateg)/ 5 §yéte
0.8 Strategy 1 - 22.35% 7.85% 0.80% 55.25% 4.85%
Strategy 2 = 12.70% - 8.00% 12.90% 48.65% 93.65%
Strategy 3 11.20% 17.95% - 11.10% 52.50% 94.90%
Strategy 4 0.45% 21.00% 7.60% - 52.35% 93.90%
Strategy 5 0.65% 3.60% 0.10% 0.95% - 91.90%
Strategy 6 0.20% 0.45% 0.05% 0.25% 1.65% -
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strategy 5 &te
0.2 Strategy 1 - 7.70%/0 6.2032/ 0.70% 6.700/% ?&TOO%
Strategy 2 4.75% - 6.10% 4.95% 6.55% 39.70%
Strategy 3 4.90% 5.95% - 5.20% 5.90% 39.60%
Strategy 4 0.45% 7.50% 6.00% - 6.70% 38.65%
Strategy 5 5.15% 5.15% 4.85% 5.55% - 31.15%
Strategy 6 1.70% 1.55% 1.75% 1.80% 3.80% -
Strategy 1  Strategy 2 Strateg/y 3 Strategy 4 Strateg)/ 5 9 &te
5 0.4 Strategyl - 7.95% 6.15% 0.25% 22.45% .20%
Strategy 2 5.90% - 6.00% 6.05% 21.65% 71.40%
Strategy 3 5.50% 5.90% - 5.40% 22.05% 71.15%
Strategy 4 0.20% 7.85% 6.35% - 22.30% 70.30%
Strategy 5 2.25% 2.30% 2.15% 2.10% - 49.00%
Strategy 6 0.00% 0.05% 0.00% 0.05% 1.85% -
Strategy 1 Stratega/ 2 Strateg/y 3 Strategy 4 Strateg)/ 5 g &te
0.8 Strategy 1 - 11.50% 6.25% 0.50% 29.30% .10%
Strategy 2 7.55% - 5.05% 7.75% 26.25% 58.75%
Strategy 3 7.30% 11.00% - 7.10% 29.05% 59.35%
Strategy 4 0.65% 11.10% 6.25% - 28.25% 58.60%
Strategy 5 1.30% 2.65% 0.90% 1.40% - 52.60%
Strategy 6 0.70% 0.65% 0.25% 0.75% 6.30% -
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strategy 5 &te
0.2 Strategy 1 - 11.983% 9.65% 0.95% 10.45% ? 40%
Strategy 2 10.55% - 10.80% 10.60% 10.40% 15.65%
Strategy 3 9.35% 11.65% - 9.50% 9.90% 16.30%
Strategy 4 0.70% 11.75% 9.60% - 10.35% 16.35%
Strategy 5  12.20% 12.00% 12.15% 12.35% - 12.05%
Strategy 6 9.60% 9.60% 9.75% 9.80% 14.35% -
Strategy 1 Strate%g 2 Strate%y 3 Stratesy/ 4 Strate%]/y 5 g 8te
20 0.4 Strategy 1 - 10.20% 9.55% 0.40% 13.60% 45%
Strategy 2  10.50% - 10.75% 10.40% 13.45% 29.95%
Strategy 3 10.20% 9.45% - 10.25% 13.75% 30.00%
Strategy 4 0.45% 10.25% 9.75% - 13.65% 30.05%
Strategy 5 9.75% 9.85% 9.50% 9.65% - 21.30%
Strategy 6 4.80% 4.45% 4.65% 4.85% 8.85% -
Strategy 1 Stratega/ 2 Strateg/y 3 Strategy 4 Strateg)/ 5 ? &te
0.8 Strategy 1 - 13.55% 8.20% 0.70% 22.55% A45%
Strategy 2 10.15% - 10.30% 10.00% 21.10% 31.15%
Strategy 3 9.70% 12.90% - 9.90% 22.35% 31.90%
Strategy 4 1.15% 13.25% 8.55% - 22.50% 31.80%
Strategy 5 7.55% 9.05% 7.45% 7.65% - 24.05%
Strategy 6 4.35% 5.00% 4.15% 4.55% 14.05% -

Table 2: Simulation results for a constaht
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h d —do 1=03
Strategy I Strategy 2 Strategy 3 Strateqgy 4 Strategy 5 8yréte
0.1—- 0.9 Strategy 1 - 16.4%3% 6.759/%/ 16.35%A) 31.8092)/ 1.85%
Strategy 2  16.30% - 9.55% 0.00% 31.85% 75.15%
Strategy 3  10.65% 11.50% - 11.45% 30.65% 72.85%
Strategy 4  16.30% 0.10% 9.55% - 31.85% 75.20%
Strategy 5 3.50% 7.50% 1.10% 7.45% - 68.25%
Strategy 6 0.50% 0.70% 0.30% 0.70% 7.55% -
Strategy 1 Stratetoqa/ 2 Stratecb;/y 3 Strategy 4 Strategy 5 g Ste
1 04—0.6 Strategyl - 21.90% 9.05% 4.90% 75.55% .80%
Strategy 2 9.50% - 7.70% 8.40% 71.60% 98.35%
Strategy 3 9.00% 16.45% - 11.50% 75.55% 98.90%
Strategy 4 1.20% 17.00% 8.25% - 73.80% 98.70%
Strategy 5 0.15% 1.15% 0.15% 0.40% - 95.45%
Strategy 6 0.00% 0.05% 0.00% 0.00% 1.15% -
Strategy 1 Stratega/ 2 Strate%;/y 3 Strategy 4 Strateg?/ 5 g &te
0.1—- 0.4 Strategy 1 - 21.70% 8.85% 6.90% 75.95% .65%
Strategy 2  10.75% - 7.45% 10.70% 65.55% 97.80%
Strategy 3 9.90% 17.10% - 10.20% 74.75% 98.75%
Strategy 4 4.30% 21.85% 6.95% - 74.40% 98.70%
Strategy 5 0.00% 1.85% 0.05% 0.00% - 95.80%
Strategy 6 0.00% 0.10% 0.00% 0.00% 1.00% -
Strategy 1 Sirategy 2 Strategy 3 Straieqgy 4 Strategy 5 g &le
0.1— 0.9 Strategy 1 - 10.98% 5.259/3/ 10.90%A) 26.209/?)/ g.05%
Strategy 2 5.95% - 4.15% 0.00% 22.45% 23.00%
Strategy 3 5.65% 8.85% - 8.85% 25.25% 22.30%
Strategy 4 5.95% 0.00% 4.15% - 22.40% 23.00%
Strategy 5 2.40% 6.10% 2.15% 6.10% - 16.35%
Strategy 6 1.55% 3.00% 1.20% 3.00% 18.50% -
Strategy 1 Stratega/ 2 Stratecb;/y 3 Strategy 4 Strategy 5 g &te
5 04— 0.6 Strategyl - 12.15% 5.75% 2.40% 39.25% .30%
Strategy 2 5.40% - 4.15% 4.75% 36.00% 67.90%
Strategy 3 5.65% 10.25% - 7.55% 39.20% 67.10%
Strategy 4 1.00% 9.95% 5.75% - 38.25% 66.85%
Strategy 5 0.80% 1.80% 0.75% 1.05% - 48.05%
Strategy 6 0.05% 0.35% 0.05% 0.15% 6.80% -
Strategy 1 Strate%y 2 Strateg)/ 3 Strategy 4 Strategpl 5 ? &te
0.1—- 0.4 Strategy 1 - 9.75% 4.70% 3.95% 31.00% .10%
Strategy 2 5.55% - 4.65% 6.50% 27.55% 74.85%
Strategy 3 5.95% 8.65% - 6.85% 30.00% 76.20%
Strategy 4 3.15% 9.35% 4.35% - 29.60% 75.30%
Strategy 5 1.50% 2.30% 1.30% 1.35% - 53.00%
Strategy 6 0.05% 0.15% 0.10% 0.05% 1.90% -
Strategy 1 Stratega/ 2 Strateg/y 3 Strate%y 4 Strate%;/y 5 § &te
0.1— 0.9 Strategyl - 13.80% 9.20% 13.75% 25.70% .10%
Strategy 2 8.95% - 8.85% 0.00% 22.40% 19.10%
Strategy 3 8.95% 12.95% - 12.90% 24.15% 21.15%
Strategy 4 8.95% 0.05% 8.95% - 22.35% 19.15%
Strategy 5 7.05% 10.55% 6.60% 10.55% - 12.95%
Strategy 6 5.85% 9.20% 6.60% 9.15% 22.40% -
Strategy 1 Stratega/ 2 Strateg/y 3 Strategy 4 Strateg)/ 5 ? &te
20 0.4— 0.6 Strategy 1 - 13.95% 9.55% 4.20% 23.35% .20%
Strategy 2 7.95% - 8.85% 6.55% 22.25% 31.45%
Strategy 3 8.60% 12.90% - 10.80% 22.95% 31.45%
Strategy 4 1.70% 10.00% 9.55% - 22.65% 31.50%
Strategy 5 6.05% 7.10% 6.10% 6.55% - 19.25%
Strategy 6 3.05% 3.90% 3.30% 3.35% 14.20% -
Strategy 1 Stratega/ 2 Strategoy 3 Strategy 4 Strateg;/y 5 g Ste
0.1— 0.4 Strategy 1 - 13.05% 10.25% 5.90% 22.80% .25%
Strategy 2 8.65% - 9.75% 8.95% 22.45% 37.00%
Strategy 3 9.40% 12.00% - 10.50% 22.25% 38.20%
Strategy 4 4.50% 12.45% 10.45% - 22.50% 37.45%
Strategy 5 7.80% 8.60% 7.85% 8.05% - 24.45%
Strategy 6 2.55% 3.05% 2.65% 2.65% 6.80% -
Table 3: Simulation results for an increase in persistence |
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h d —do =05
Strategy 1 Strate Strategy 3 Strategy 4 Sirategy5 8Byréie
0.1—0.9 Strategy 1 - gg% 7.0C¥%) 10. 5%% 35.0%3% g3.80%
Strategy 2 27.95% 16.55% 0.05% 41.70% 76.30%
Strategy 3 24.80% 7.70% - 7.75% 37.35% 65.90%
Strategy 4 27.90% 0.00% 16.45% - 41.70% 76.30%
Strategy 5 4.75% 7.00% 2.45% 7.00% - 58.90%
Strategy 6 2.65% 1.35% 0. 65% 1. 35% 16.30% -
Strategy 1 Strate%g Strategy 3  Strategy Strategy 5 §yéte
1 04—0.6 Strategyl - % 6.80% 12.4 % 72.10% 8.10%
Strategy 2 10.35% 6.80% 7.50% 72.15% 98.35%
Strategy 3 8.75% 16.35% - 15.60% 73.10% 98.80%
Strategy 4 3.15% 8.75% 5.90% - 71.55% 97.80%
Strategy 5 0.15% 1.10% 0.00% 0.40% - 91.55%
Strategy 6 0.00% 0.05% 0.00% 0.05% 1.85% -
Strategy 1 Strategg Strategy 3 Strate%y 4 Strategy 5 S8yéte
0.1—- 0.4 Strategy 1 - % 7.20% 11.25% 74.20% 7.75%
Strategy 2 13.50% 8.50% 13.90% 67.95% 97.70%
Strategy 3 12.35% 16.20% - 14.45% 75.65% 98.50%
Strategy 4 9.85% 19.00% 8.50% - 75.30% 97.60%
Strategy 5 0.35% 1.75% 0.20% 0.50% - 91.65%
Strategy 6 0.15% 0.25% 0.00% 0.15% 1.25% -
Strategy I Strategy 2 Strategy 3 Strate Strategy 5  8yréte
0.1— 0.9 Strategy 1 - S.Eg% 3.65% géo 37. 7(9(}//0 fr?.SS%
Strategy 2 9.45% - 5.70% 0 05% 35.70% 20.70%
Strategy 3 6.70% 6.35% - 6.35% 37.70% 17.65%
Strategy 4 9.45% 0.00% 5.70% - 35.70% 20.65%
Strategy 5 1.60% 4.50% 1.55% 4.50% - 8.70%
Strategy 6 3.05% 4.65% 2.15% 4.65% 33.45% -
Strategy 1 Strate%g Strate7gCy 3 Strategy 4 Strateg(y Sgr&te
5 04—0.6 Strategy 1 - % 5.70% 5.80% 45.75% 2.65%
Strategy 2 4.25% 3.75% 2.20% 42.35% 65.30%
Strategy 3 4.50% 9.30% - 6.80% 44.80% 63.25%
Strategy 4 2.05% 5.35% 4.50% - 44.00% 63.75%
Strategy 5 0.65% 1.70% 0.75% 1.10% - 34.85%
Strategy 6 0.15% 0.25% 0.10% 0.20% 11.00% -
Strategy 1 Strateegg Strategy 3 Strategy Strate(g(y 8yréte
0.1—- 0.4 Strategy 1 - % 5.25% Yo 44.40% 6.80%
Strategy 2 5.45% 4.90% 6.40% 39.60% 69.25%
Strategy 3 4.30% 8.30% - 6.75% 42.85% 68.10%
Strategy 4 3.55% 9.10% 4.95% - 42.45% 67.70%
Strategy 5 0.50% 1.15% 0.40% 0.65% - 29.85%
Strategy 6 0.10% 0.30% 0.10% 0. 10% 4.85% -
Strategy 1 Strategg Strategy 3 Strategy Strategy 5 8iréte
0.1— 0.9 Strategyl - % 8.95% 11.9 % 30.35% 1.45%
Strategy 2 8.60% 9.85% 0.00% 28.20% 20.15%
Strategy 3 8.30% 11.85% - 11.85% 29.55% 20.60%
Strategy 4 8.60% 0.00% 9.85% - 28.20% 20.15%
Strategy 5 5.50% 7.60% 5.00% 7.60% - 8.45%
Strategy 6 7.20% 10.70% 7.25% 10. 70% 29.30% -
Strategy 1 Strategg Strategy 3 Strate% Strateg(y 5 §yéte
20 0.4— 0.6 Strategy 1 - % 9.65% 40% 30.85% 2.15%
Strategy 2 7.75% 8.80% 4.15% 29.85% 31.35%
Strategy 3 8.45% 12.55% - 11.55% 30.65% 32.35%
Strategy 4 3.65% 5.30% 8.35% - 30.45% 32.10%
Strategy 5 4.65% 5.30% 4.50% 4.90% - 12.00%
Strategy 6 3.10% 3.70% 2.95% 3.25% 20.40% -
Strategy 1 Strategg Strategy 3  Strategy 4 Strateg(y 5 §yéte
0.1—-04 Strategy 1 - % 9.15% 9.15% 28.75% 6.75%
Strategy 2 8.40% 8.65% 9.75% 28.20% 35.05%
Strategy 3 10.30% 14.50% - 11.85% 28.05% 36.60%
Strategy 4 6.05% 14.10% 9.25% - 27.75% 36.80%
Strategy 5 6.05% 6.80% 6.00% 6.40% - 18.95%
Strategy 6 2.40% 3.15% 2.60% 2.65% 12.15% -
Table 4: Simulation results for an increase in persistehce |
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h d —do =07
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Sirategy5 8¥réie
0.1—0.9 Strategy 1 - 5.(%% 5.5%% 5.783% 57. 68*}//0 &.95%
Strategy 2 50.05% - 32.15% 4.45% 67.45% 79.50%
Strategy 3 49.60% 4.85% - 8.75% 61.05% 62.90%
Strategy 4 46.65% 0.05% 28.65% - 67.00% 77.05%
Strategy 5 4.15% 3.40% 2.30% 3.45% - 39.90%
Strategy 6 11.75% 1.65% 2.65% 3.60% 37.80% -
Strategy 1 Strategg Strategy 3 Strate%y 4 Strategy 5 §yéte
1 04—0.6 Strategyl - % 5.95% 12.25% 71.10% 7.05%
Strategy 2 15.70% 7.10% 12.25% 72.05% 98.20%
Strategy 3 16.30% 15.95% - 22.20% 72.45% 98.00%
Strategy 4 4.10% 7.30% 4.35% - 68.60% 96.80%
Strategy 5 0.25% 1.20% 0.05% 0.65% - 84.15%
Strategy 6 0.00% 0.05% 0.00% 0.00% 4.70% -
Strategy 1 Stratejgg Strategy 3 Strate%y 4 Strategy 5 S8yéte
0.1—- 0.4 Strategy 1 - % 6.95% 11.40% 83.50% 3.80%
Strategy 2 21.30% 11.75% 19.80% 76.45% 95.80%
Strategy 3 23.05% 18.00% - 20.45% 84.90% 96.05%
Strategy 4 16.30% 21.65% 9.95% - 83.30% 94.25%
Strategy 5 0.30% 1.35% 0.00% 0.85% - 77.40%
Strategy 6 0.40% 0.35% 0.05% 0.30% 5.20% -
Strategy 1 Strateg Strategy 3 Strate Strategy 5  8yréte
0.1— 0.9 Strategy 1 - g% 2.75% 8&0 49. 93}//0 %.65%
Strategy 2 15.70% 7.20% 1 25% 51.65% 22.05%
Strategy 3 12.90% 4.80% - 5.55% 51.85% 16.20%
Strategy 4 15.00% 0.05% 6.60% - 51.40% 21.30%
Strategy 5 0.85% 2.55% 0.85% 2.55% - 3.25%
Strategy 6 7.60% 6.75% 3.30% 7.05% 48.85% -
Strategy 1 Strategg Strategy 3 Strategy 4 Strateg(y Sgr&te
5 04—0.6 Strategy 1 - % 5.65% 6.90% 55.25% 6.30%
Strategy 2 5.25% 4.70% 3.00% 50.60% 62.10%
Strategy 3 5.70% 8.95% - 8.95% 55.40% 59.25%
Strategy 4 2.40% 3.80% 4.35% - 52.55% 56.90%
Strategy 5 0.60% 1.45% 0.60% 0.90% - 16.95%
Strategy 6 0.15% 0.20% 0.10% 0.15% 20.95% -
Strategy 1 Strategg Strategy 3 Strategy Strate(g(y fyréte
0.1—- 0.4 Strategy 1 - % 3.95% Yo 55.90% 6.20%
Strategy 2 7.05% 4.65% 6.65% 49.90% 61.15%
Strategy 3 6.15% 10.05% - 6.50% 54.25% 57.80%
Strategy 4 6.65% 10.95% 5.40% - 53.90% 58.75%
Strategy 5 0.45% 1.25% 0.60% 0.65% - 14.60%
Strategy 6 0.25% 0.45% 0.15% 0.25% 16.50% -
Strategy 1 Stratezg(y 2 Strategy 3 Strategy Strateg(y 5 Byéte
0.1— 0.9 Strategyl - 9.40% 7.65% 0 35.45% 0.40%
Strategy 2 10.85% - 10.70% 1.05% 35.05% 21.65%
Strategy 3 9.80% 9.70% - 10.40% 35.80% 20.50%
Strategy 4 10.10% 0.20% 10.35% - 34.80% 21.45%
Strategy 5 3.00% 3.55% 3.00% 3.50% - 3.70%
Strategy 6 7.25% 9.50% 6.05% 9. 45% 37.35% -
Strategy 1 Strategg Strateg 3 Strate% Straterogy 5 §yéte
20 0.4— 0.6 Strategy 1 - % 10.359 30% 35.10% 9.90%
Strategy 2 8.30% 9. 05% 4.45% 32.70% 29.10%
Strategy 3 8.30% 14.40% - 11.85% 34.35% 30.25%
Strategy 4 4.15% 7.25% 9.05% - 34.40% 29.85%
Strategy 5 4.35% 5.15% 4.25% 4.75% - 9.75%
Strategy 6 3.20% 4.30% 3.25% 3. 80% 25.30% -
Strategy 1 Strategg Strateg 3 Strate% Strateggl 5 §yéte
0.1—-04 Strategy 1 - % 8.909 00% 40.60% 0.10%
Strategy 2 12.20% 9. 70% 11.15% 37.40% 29.55%
Strategy 3 11.65% 14.80% - 11.55% 38.65% 30.45%
Strategy 4 9.90% 14.50% 10.65% - 39.30% 30.95%
Strategy 5 4.10% 5.40% 4.35% 4.35% - 11.20%
Strategy 6 3.00% 3.45% 2.65% 3.00% 23.35% -

Table 5: Simulation results for an increase in persistetce |
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h dl — d2 1=0.3
Strategy I Sftrategy 2 Strate Strategy 4 Strategy 5  giréte
09—-01 Strategy 1 - gg% % 24.28&) 99. 8832) 9.85%
Strategy 2 94.65% - 89 30% 41.65% 99.85% 99.95%
Strategy 3 77.00% 7.25% - 28.05% 99.85% 99.90%
Strategy 4 47.75% 28.55% 45.65% - 69.40% 81.60%
Strategy 5 0.10% 0.00% 0.00% 14.55% - 95. 45%
Strategy 6 0.05% 0.00% 0.00% 8.75% 2.90%
Strategy 1 Strate_% Strate7ga/ Strate y 4 Strategg/ 5 ?g
1 0.6— 0.4 Strategyl - % % 10% 95.05% 0.00%
Strategy 2 40.05% 30.25% 14 45% 93.15% 99.95%
Strategy 3 27.70% 12.05% - 9.00% 95.00% 99.95%
Strategy 4 24.25% 21.30% 26.85% - 91.40% 99.95%
Strategy 5 0.00% 0.00% 0.00% 0.05% - 99.45%
Strategy 6 0.00% 0.00% 0.00% 0. 00% 0.00% -
Strategy 1 Strategg Strategy 3 Strate% Strate(oqg/ 5 &te
0.4— 0.1 Strategy 1 - % 13.45% 90% 84.80% 9.80%
Strategy 2 59.00% 44.95% 50.80% 86.95% 99.80%
Strategy 3 43.20% 17.35% - 37.75% 85.55% 99.80%
Strategy 4 2.75% 17.20% 13.20% - 78.80% 99.30%
Strategy 5 0.55% 0.35% 0.25% 0.95% - 99.70%
Strategy 6 0.00% 0.00% 0.00% 0.05% 0.00% -
Strategy 1 Strategy 2 Strategy Strategy 4 Strategy 5  gyréle
0.9— 0.1 Strategy 1 - 4.@8/% %% 25.0%&) 83. 18‘% 37.30%
Strategy 2 54 .55% - 46 60% 41.55% 81.40% 95.05%
Strategy 3 38.20% 4.50% - 27.30% 83.80% 97.25%
Strategy 4 11.30% 5.25% 10.00% - 33.70% 55.00%
Strategy 5 1.25% 0.45% 1.10% 12.35% - 90.25%
Strategy 6 0.10% 0.00% 0.00% 8.60% 2.05% -
Strategy 1 Strateéga/ 2 Strategy 3 Strateg%/ Strateg(}/ 5 S8yéte
5 0.6— 0.4 Strategyl - 6.90% 5.55% % 43.95% 0.75%
Strategy 2 18.45% - 13.25% 7.70% 43.70% 89.75%
Strategy 3 9.90% 5.55% - 4.00% 43.40% 90.45%
Strategy 4 9.80% 9.85% 12.00% - 40.70% 88.15%
Strategy 5 1.40% 1.00% 1.05% 1.25% - 82.35%
Strategy 6 0.00% 0.00% 0.00% 0.00% 0.55% -
Strategy 1 Strateé;a/ 2 Strategy 3 Strategz/ Strateg(}/ 5 S8yéte
0.4— 0.1 Strategy 1 - 5.80% 4 .55% % 30.45% 0.60%
Strategy 2 11.95% - 9.50% 12.40% 33.75% 89.55%
Strategy 3 9.25% 4.60% - 9.90% 30.85% 90.10%
Strategy 4 1.10% 5.15% 5.05% - 26.15% 85.80%
Strategy 5 3.70% 2.90% 3.75% 4.10% - 85.20%
Strategy 6 0.10% 0.05% 0.10% 0.10% 0.15% -
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strate Byréie
0.9— 0.1 Strategy 1 - 5.%/% 5.85% 30.3%&) 48. Bg‘% g2.95%
Strategy 2 21.85% - 20.35% 39.55% 45.20% 55.85%
Strategy 3 17.60% 6.05% - 32.05% 48.70% 62.50%
Strategy 4 7.70% 5.05% 7.35% - 21.55% 28.65%
Strategy 5 2.60% 1.60% 2.35% 16.80% - 48.80%
Strategy 6 0.35% 0.45% 0. 35% 11.80% 3.35% -
Strategy 1 Strategg 2 Strate% Strategg/ 4 Strategél 5 §yéte
20 0.6— 0.4 Strategy 1 - 8.05% 10% Y% 21.70% 8.70%
Strategy 2 16.25% - 15.05% 9.80% 22.75% 47.75%
Strategy 3 12.00% 8.95% - 7.55% 22.00% 48.75%
Strategy 4 8.70% 11.05% 12.95% - 24.45% 46.55%
Strategy 5 6.95% 6.85% 6.60% 6.35% - 41.05%
Strategy 6 1.25% 1.20% 1.35% 1.40% 3.45% -
Strategy 1 Stratez?g Strategy 3 Strategg 4 Strateggl 5 S§yréte
0.4— 0.1 Strategy 1 - % 9.45% Yo 24.25% 1.45%
Strategy 2 12.85% 11.95% 14.25% 26.60% 50.25%
Strategy 3 11.60% 12.75% - 13.10% 24.70% 51.20%
Strategy 4 1.55% 10.80% 9.35% - 22.40% 47.50%
Strategy 5 7.25% 6.20% 7.25% 7.85% - 42.45%
Strategy 6 0.70% 0.80% 0.90% 1.00% 2.25% -

Table 6: Simulation results for a decrease in persistence |
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h d —do =05
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Sirategy5 8yréie
09—-0.1 Strategy 1 - 24.(%% 8.8(%%3 48. 5%% 99.4%3% g7.80%
Strategy 2 75.95% - 58.55% 51.90% 99.75% 98.80%
Strategy 3 76.95% 33.20% - 49.95% 99.75% 98.55%
Strategy 4 34.40% 29.55% 32.40% - 43.80% 55.50%
Strategy 5 0.55% 0.25% 0.00% 40.45% - 90. 70%
Strategy 6 1.30% 0.60% 0. 70% 31.85% 6.50%
Strategy 1 Strategg Strategy 3 Strate y 4 Strategg/ 5 ?g
1 06— 04 Strategyl - % 13.90% 35% 97.40% 0.00%
Strategy 2 45.05% 27.95% 23 30% 97.40%  100.00%
Strategy 3 35.20% 25.60% - 18.85% 97.20% 99.95%
Strategy 4 21.90% 31.15% 26.30% - 93.00% 99.75%
Strategy 5 0.00% 0.00% 0.00% 0.15% - 99.75%
Strategy 6 0.00% 0.00% 0.00% 0.10% 0.05% -
Strategy 1 Strategg Strategy 3 Strate y 4 Strategg/ 5 S8yéte
0.4— 0.1 Strategy 1 - % 18.15% 85% 91.60% 9.90%
Strategy 2 54.15% 36.20% 49 25% 93.75% 99.90%
Strategy 3 43.30% 31.80% - 38.85% 92.95% 99.90%
Strategy 4 2.30% 31.55% 16.55% - 84.60% 98.95%
Strategy 5 0.35% 0.25% 0.05% 1.65% - 99.95%
Strategy 6 0.00% 0.00% 0.00% 0.35% 0.00% -
Strategy 1 Strate Strateqgy 3 Strategy4 Strategy 5 8iréie
0.9— 0.1 Strategyl - gg% 4.25% 53. 6%% 91.78&0 g?.?S%
Strategy 2 65.40% 43.00% 56.70% 93.20% 97.95%
Strategy 3 49.50% 22.30% - 55.35% 93.00% 98.00%
Strategy 4 10.25% 7.75% 9.00% - 21.40% 32.10%
Strategy 5 0.85% 0.30% 0.15% 41.50% - 81.20%
Strategy 6 0.15% 0.30% 0.05% 34.85% 6.20% -
Strategy 1 Strategg Strate%/ 3 Strateg%/ Strateg(}/ 5 Sgr&te
5 06—04 Strategy 1 - % 5.30% Yo 52.60% 2.30%
Strategy 2 19.05% 12.00% 10.05% 52.35% 92.10%
Strategy 3 12.95% 11.45% - 7.65% 53.05% 91.70%
Strategy 4 8.80% 13.20% 10.60% - 48.95% 88.35%
Strategy 5 1.10% 0.95% 0.90% 1.05% - 81.50%
Strategy 6 0.00% 0.00% 0. 00% 0.00% 0.40% -
Strategy 1 Strateé;&/ 2 Strate% Strategg/ Strategél 5 §yéte
0.4— 0.1 Strategy 1 - 9.60% 40% %0 46.30% 0.80%
Strategy 2 9.75% - 6.25% 11.30% 47.30% 90.40%
Strategy 3 8.60% 6.35% - 10.60% 46.40% 90.40%
Strategy 4 0.50% 8.75% 4.00% - 40.85% 84.70%
Strategy 5 2.70% 2.15% 2.50% 4.05% - 71.40%
Strategy 6 0.15% 0.10% 0. 10% 0.45% 0.45% -
Strategy 1 Strategg Strateg Strate%y 4 Strate(oqg/ 5 Bwéte
0.9— 0.1 Strategyl - % 5.309 53.35% 61.80% 6.65%
Strategy 2 29.85% 21. 10% 56.70% 61.50% 65.40%
Strategy 3 20.55% 11.00% - 54.85% 62.55% 66.25%
Strategy 4 4.85% 4.30% 4.80% - 15.55% 16.35%
Strategy 5 1.95% 1.00% 0.95% 41.00% - 37.10%
Strategy 6 0.45% 0.50% 0. 30% 36.55% 11.45% -
Strategy 1 Strategg Strateg Strategy 4 Strateggl 5 S8yéte
20 0.6— 0.4 Strategy 1 - % 9.009 35% 30.60% 0.90%
Strategy 2 14.70% 13. 65% 13.20% 31.50% 50.00%
Strategy 3 11.75% 11.40% - 11.65% 30.95% 50.75%
Strategy 4 7.80% 12.35% 12.85% - 33.15% 46.70%
Strategy 5 6.70% 6.05% 6.40% 5.85% - 33.30%
Strategy 6 1.30% 1.40% 1.25% 1.55% 6.50% -
Strategy 1 Strategg Strategy 3  Strategy 4 Strateggl 5 §yéte
0.4— 0.1 Strategy 1 - % 9.05% 3.70% 36.65% 47.55%
Strategy 2 11.90% 12.05% 13.50% 37.70% 47.35%
Strategy 3 11.10% 11.95% - 12.90% 37.20% 47.10%
Strategy 4 2.05% 11.55% 9.40% - 33.80% 43.10%
Strategy 5 4.90% 4.45% 4.35% 5.90% - 27.80%
Strategy 6 1.35% 1.50% 1.45% 2.45% 6.90% -
Table 7: Simulation results for a decrease in persistence I
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h d —do =07
Strategy 1 Strategy 2 Strategy 3 Strategy 4 Sirategy5 8yréie
09—-0.1 Strategy 1 - 27.3%% 8.25% 58. 9%% 97.1%3% gO.SO%
Strategy 2 72.65% - 51.25% 61.20% 98.30% 93.50%
Strategy 3 78.05% 37.95% - 60.90% 99.05% 92.90%
Strategy 4 28.00% 25.30% 26.70% - 32.95% 42.05%
Strategy 5 2.60% 1.60% 0.20% 54.05% - 83. 95%
Strategy 6 6.30% 4.00% 3.75% 47.15% 13.40%
Strategy 1 Strategg Strate%/ Strate y 4 Strategg/ 5 ?g
1 06— 04 Strategyl - % % 00% 98.65% 0.00%
Strategy 2 48.90% 27.15% 41 25% 98.45%  100.00%
Strategy 3 44.35% 38.20% - 38.50% 98.85%  100.00%
Strategy 4 10.60% 39.20% 17.70% - 96.20% 99.70%
Strategy 5 0.00% 0.00% 0.00% 0.25% - 99.65%
Strategy 6 0.00% 0.00% 0.00% 0.10% 0.15% -
Strategy 1 Strateé;g Strategy 3 Strate y 4 Strategg/ 5 S8yéte
0.4— 0.1 Strategy 1 - % 12.30% 15% 95.00% 9.95%
Strategy 2 52.90% 28.70% 47 75% 95.60% 99.90%
Strategy 3 54.65% 43.90% - 49.55% 96.35% 99.95%
Strategy 4 2.60% 39.20% 13.05% - 90.00% 99.50%
Strategy 5 0.15% 0.30% 0.00% 0.80% - 99.85%
Strategy 6 0.00% 0. OO% 0.00% 0.25% 0.05% -
Strategy I Strategy 2 Strategy 3 Strategy 4 Sirategy 5 8yréte
0.9— 0.1 Strategyl - 28.10% 4.70% 66. 1%% 92.7%&0 g2.40%
Strategy 2 65.85% 38.75% 69.10% 93.70% 94.00%
Strategy 3 55.55% 31.55% - 68.10% 94.90% 94.25%
Strategy 4 9.40% 7.10% 7.65% - 15.30% 22.45%
Strategy 5 2.40% 1.50% 0.25% 59.40% - 73.80%
Strategy 6 1.90% 1.35% 0.45% 52.75% 12.45% -
Strategy 1 Strategg Strate%/ 3 Strateg%/ Strateg(}/ Sgr&te
5 06—04 Strategy 1 - % 5.40% Yo 62.00% 2.20%
Strategy 2 18.25% 9.35% 15.30% 61.75% 92.00%
Strategy 3 16.20% 14.80% - 13.80% 62.35% 91.95%
Strategy 4 4.55% 17.20% 7.55% - 59.35% 90.10%
Strategy 5 1.05% 0.75% 0.85% 0.90% - 74.10%
Strategy 6 0.10% 0.10% 0. 10% 0.15% 1.50% -
Strategy 1 Strateé;g 2 Strate% Strategg/ Strategél 5 §yéte
0.4— 0.1 Strategy 1 - 9.65% 00% %0 57.25% 2.90%
Strategy 2 10.40% - 5.85% 10.65% 58.40% 92.90%
Strategy 3 9.60% 8.70% - 10.20% 58.30% 92.70%
Strategy 4 0.65% 9.15% 4.05% - 54.05% 89.00%
Strategy 5 1.95% 1.70% 1.75% 2.30% - 56.35%
Strategy 6 0.05% 0.05% 0. 05% 0.10% 3.00% -
Strategy 1 Strategg Strateg Strate%y 4 Strate(oqg/ 5 Bwéte
0.9— 0.1 Strategyl - % 3.409 66.25% 65.50% 8.35%
Strategy 2 33.80% 20. 60% 68.10% 66.25% 68.60%
Strategy 3 24.80% 14.90% - 67.40% 67.90% 69.20%
Strategy 4 4.10% 3.05% 3.55% - 8.85% 12.40%
Strategy 5 2.10% 1.10% 0.65% 58.95% - 34.40%
Strategy 6 0.85% 0.50% 0. 30% 53.95% 18.70% -
Strategy 1 Strategg Strateg Strategy 4 Strateggl 5 §yéte
20 0.6— 0.4 Strategy 1 - % 8.409 15% 43.55% 1.70%
Strategy 2 13.20% 11. 60% 12.55% 43.05% 51.40%
Strategy 3 12.30% 11.70% - 11.90% 44.00% 51.25%
Strategy 4 3.35% 11.65% 9.25% - 43.60% 49.80%
Strategy 5 4.35% 3.90% 4.15% 4.15% - 27.35%
Strategy 6 0.85% 0.90% 0. 90% 1.10% 13.75% -
Strategy 1 Strategg Strateg Strate y 4 Strategg/ 5 §yéte
0.4— 0.1 Strategy 1 - % 13.059 05% 48.70% 48.15%
Strategy 2 13.90% 13. 25% 14 15% 49.15% 48.05%
Strategy 3 9.45% 13.00% - 10.60% 49.60% 47.60%
Strategy 4 1.20% 14.65% 12.35% - 46.80% 45.50%
Strategy 5 4.95% 4.80% 4.80% 5.30% - 20.80%
Strategy 6 0.95% 1.00% 1.00% 1.35% 15.25% -
Table 8: Simulation results for a decrease in persisterce |l
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Increasing persistence Decreasing persistence

T T

dy —dy 0.3 0.5 0.7 di —d 0.3 0.5 0.7

04—06 | 0590 0.561 0.524 06— 0.4 | 0.521 0.561 0.592
03— 0.75| 0.717 0.661 0.586| 0.75— 0.3 | 0.582 0.658 0.717
06—09 | 0.752 0.729 0.691 09— 0.6 | 0.779 0.838 0.879
01—04 | 0399 0.355 0.313 04— 0.1 | 0.319 0.355 0.399

Table 9:d estimation under changing persistence

Full sample Until Breakpoint After Breakpoint

Estimate Estimate Estimate
M 0.201 0.01 0.258
(0] -0.305 -0.438 -0.185
() -0.190 -0.263 -0.160
d 0.531 0.176 0.561

Table 10: NLS estimation results for ARFIMA (@, 0) process
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MSFE

h Strat. 1 Strat. 2 Strat. 3 Strat. 4 Strat. 5 Strat. 6

l-step 0.056 0.053 0.056 0.053 0.071 0.073
2-step  0.078 0.069 0.078 0.069 0.118 0.099
3-step 0.096 0.083 0.096 0.083 0.152 0.121
4-step 0.099 0.081 0.097 0.081 0.169 0.091
5-step  0.092 0.078 0.091 0.078 0.154 0.093
6-step 0.131 0.107 0.132 0.107 0.219 0.120
7-step 0.068 0.054 0.068 0.054 0.125 0.091
8-step 0.114 0.090 0.114 0.090 0.189 0.084
O9-step 0.097 0.083 0.098 0.083 0.148 0.191
10-step  0.189 0.155 0.190 0.155 0.279 0.101

MAFE

h Strat. 1 Strat. 2 Strat. 3 Strat. 4 Strat. 5 Strat. 6

l-step 0.184 0.181 0.186 0.181 0.209 0.216
2-step  0.213 0.198 0.215 0.198 0.281  0.243
3-step  0.262 0.240 0.261 0.240 0332 0.278
4-step  0.250 0.226 0.249 0.226 0.352  0.256
5-step  0.234 0.218 0.233 0.218 0.317 0.263
6-step 0310 0.276 0312 0.276 0.423 0.254
7-step  0.204 0.176 0.204 0.176 0.312 0.259
8-step 0296 0.259 0.298 0.259 0.406  0.240
O9-step 0.263 0.249 0.264 0.249 0329 0.396
10-step 0374 0327 0376 0327 0479 0.247

Table 11: MSFE and MAFE from empirical forecast comparison.
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