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ABSTRACT

The Evaluation of Community-Based Interventions:
A Monte Carlo Study ”

The evaluation of interventions such as active labor market policies or medical programs by
means of a randomized controlled trial is often considered the gold standard. However,
randomized experiments might face severe shortcomings especially if performed at the group
level. One such problem is caused by small sample size which might prevent the experiment
from developing its fundamental virtue in balancing all relevant covariates. This paper
investigates the potential and limits of experimental and non-experimental approaches to the
evaluation problem, in particular the use of instrumental variables, in a numerical simulation
study, against the particular background of community-based interventions. In our simulations,
we emphasize the trade-off between bias and precision by imposing a smaller number of
communities whenever we model a randomized experiment, and by allowing for a
correspondingly larger number of communities in all cases where selection into the program is
not controlled completely by the analyst.
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1 Program Evaluation: The Perils of Self-Selection

Self-selection is a fundamental obstacle for the evaluation of policy interventions. In the
classical case of an individually-based program, for instance a voluntary training program
for unemployed workers, potential trainees will in all likelihood base their participation
decision on a comparison of their perceived post-intervention outcomes with the cost of
undergoing treatment. It will often be the candidates with better schooling, and the more
talented or motivated individuals who tend to enter the program. As a consequence of
such self-selection, analysts cannot base the assessment of program impact on a simple
comparison of mean outcomes between participant and non-participant groups. Whereas
it is straightforward how to tackle selection on observables — schooling in the example
of the training program —, selection on unobservables — talent, motivation — provides a

serious intellectual challenge.

In the overwhelming majority of applications the mean effect of treatment on the
treated, that is the population average over the individual gains from treatment for all
individuals participating in the program, is the principal object of interest. One can easily
construct an estimate of the mean outcome after treatment for program participants from
observed data. Yet, to perform an appropriate comparison, one has also to construct
the average counterfactual outcome that trainees would have achieved had they not been

trained, a problem of identification.

Observable data alone will not suffice to construct this entity. Researchers have pro-
posed several alternative strategies to overcome this identification problem, either by in-
voking a priori information on the process of selection into treatment or other aspects of
the program (HECKMAN & ROBB, 1985, ANGRIST & KRUEGER, 1999) in a so-called
observational study, or by designing an appropriate experiment. In an experiment (the
classical reference is FISHER, 1935), participation is still voluntary, but some of the appli-
cants are withheld the treatment. Who receives treatment and who does not is chosen by a
random mechanism, allowing the construction of the desired counterfactual as the simple
average over randomized-out controls. In the natural sciences this randomized controlled

trial (RCT) has become the method of choice for the evaluation of interventions.



While emphasis in methodological work is on the individual, practical applications fre-
quently concern the case of group-level or community-based interventions. Implementa-
tion of policy measures at the community-level is often a matter of necessity — whenever
it would be difficult to treat some individuals in a community while excluding others,
evaluation has also to be at the community-level. For instance, the evaluation of an anti-
smoking information campaign at schools would require that some schools as a whole
be assigned to treatment. Obviously, it would be quite cumbersome, if not impossible,
to plan the intervention and its evaluation at the student level. Spill-over effects from
the treated to the control students would easily contaminate the experiment. Hence, the
units of interest should be groups. Moreover, analysts might choose a community-level
approach to evaluation for reasons of costs. In general, interventions relevant to the social

sciences often have a community-based character.

Nothing seems more natural as a methodological approach to the evaluation of
community-based interventions as the translation of the RCT paradigm to the commu-
nity level. Objects of randomized assignment into treatment and control samples are then
entire communities, while outcomes are typically still measured at the individual level.
A comprehensive overview of the theory and practice of such group-randomized trials
is MURRAY (1998). It has long been recognized in the literature in various fields, for
instance in the epidemiological literature cited in MURRAY (1998) and in the economics
literature (see e.g. KLOEK, 1981, MouLTON, 1986, 1990), that the possible correlation
of outcomes within communities, clusters, or groups might seriously distort conclusions

regarding the statistical precision of the results.

Although one might be able to collect data on sizeable numbers of individuals within
each community participating in the study, the number of communities is typically lim-
ited. If within-community correlation is substantial the effective number of observations is
closely tied to the number of included communities, irrespective of the number of individ-
uals. Thus, although group-randomized experiments implemented appropriately always

roduce unbiased estimates?, it is difficult to increase precision.
)

Observational studies, by contrast, typically include a respectable number of communi-

2Contamination of randomized experiments as, for instance, attrition of treated and control units is
disregarded in this paper.



ties, yet they might suffer from the selection problem. Possibly a biased but more precise
estimate from an observational study might yield a lower mean squared error than the cor-
responding estimate of program impact from a group-randomized experiment. Thus, there
might be a serious trade-off to consider in the choice of evaluation strategy (SCHMIDT,

BALTUSSEN & SAUERBORN, 1999).

Moreover, the context of community-based interventions makes it unlikely that a ran-
domization study can be conducted at all. Problems preventing the researcher from
implementing a group-randomized experiment may be political or ethical in nature, or
reflect cost considerations. However, contrary to what many practitioners apparently be-
lieve to be the state of the art — either analyze an experiment or rely on simple regression
analysis to alleviate some of the disadvantages of observational data — does not properly
reflect the spectrum of identification strategies for dealing with observational data. While
the economic literature has long emphasized the potential of the instrumental variables
method (see e.g. BOWDEN & TURKINGTON, 1984, ANGRIST, IMBENS & RUBIN, 1996,
HECKMAN, 1996), this method has not been prominent in the epidemiological literature

(where it has been advocated recently by SCHMIDT ET AL., 1999).

This paper investigates the potential and limits of experimental and non-experimental
approaches to the evaluation problem, in particular the use of instrumental variables,
in a numerical simulation study, against the particular background of community-based
interventions. In our simulations, we emphasize the trade-off between bias and preci-
sion by imposing a smaller number of communities whenever we model a randomized
experiment, and by allowing for a correspondingly larger number of communities in all
cases where selection into the program is not controlled completely by the analyst. We
specify several variants of selection, on the individual and the community-level, and on
the basis of observable and unobservable factors. Specifically, we explore the potential
of instrumental variables in approximating the performance of randomized experiments
(for a complementary simulation study on instrumental variables at the group-level see

SHORE-SHEPPARD, 1996).

The following section formulates the basic evaluation problem and presents several

estimation techniques that have been suggested for its solution. The conceptual design



of our simulation study is explained in section 3. Section 4 discusses the results with a

focus on the assessment of estimator performance, while section 5 concludes.

2 Evaluation Strategies

This section provides the formal background for our simulation study by a statement of
the evaluation problem and of several solutions suggested in the literature, in particular
the method of instrumental variables. Assume that Y is the outcome variable of interest.
For notational convenience, subscripts indicating individuals are suppressed. Let Y, be
the potential outcome if the individual would not participate in treatment and Y; be the
potential outcome if the individual would. Note that only one of the potential outcomes is
realized for each individual. Furthermore, let 7' € {0, 1} be a dummy variable indicating
whether a unit is treated, T'= 1, or not, T" = 0. Under the assumption of independence of
potential outcomes from the treatment status of other individuals (SUTVA, RUBIN, 1986)

the expected effect of treatment on the treated unit can formally be written as

A=TB(Y, — Yo|T =1). (1)

While IE(Y;|T = 1) is easily identified in the subsample of all treated units, there is no
way to identify the counterfactual IE(Yy|7 = 1) unless further assumptions are imposed.
The least restrictive way to gather information on IE(Y;|T = 1) is presented in MANSKI
(1990, 1995) who demonstrates how upper and lower bounds for the counterfactual can be
obtained on the basis of indisputable a priori information. For instance, a dichotomous
outcome variable cannot take a value lower than 0 and higher than 1. In this fashion,
at least some values of IE(Yy|T" = 1) can be excluded. If one desires point estimation of
the counterfactual, however, one cannot avoid either imposing additional assumptions or

addressing the issue already at the stage of designing the study.

A randomized experiment is following the second route to solve this problem as follows?.

Units who decide to participate in the program, i.e. units with 7" = 1, are randomly

SHECKMAN & SMITH (1995) discuss the problems of contamination that might arise in randomized
experiments. Nonrandom attrition of participants or randomization biases are prominent examples. Such
problems are not considered in this paper. In general, analysts stress the advantages of randomization,
though. For instance, BURTLESS (1995) emphasizes the positive aspects of randomized experiments.



assigned to either an experimental treatment group or control group. The units of the
control group are denied treatment and, thus, realize the potential outcome Yj. It follows

that the control group provides an unbiased estimate of the counterfactual IE(Yy|T = 1).

Yet, while randomization at the individual level is arguably an ideal way to identify
causal relationships, randomized experiments usually suffer from low sample sizes if pur-
sued at the group level. On the other hand, observational studies do much better with
regard to the sample size but additional assumptions have to be invoked to identify the
counterfactual IE(Yy|7T = 1). To this purpose, several estimators have been proposed.
Some of them are presented in this section including necessary assumptions that make
them valid; abstracting from finite sample variations only population moments are con-

sidered.

Cross-Section and Before-After Estimators

A first assessment of an intervention might be based on comparing treated and untreated
individuals after treatment occurred. Unfortunately, the mean difference of their outcomes
identifies the mean effect of treatment, equation (1), only under strong assumptions on the
selection process. Formally, IE(Y,|7 = 0) must be a valid substitute for the counterfactual
IE(Y,|T = 1) which requires that treated and untreated individuals be equal with respect

to characteristics that rule both the selection process and the outcome equation.

Another straightforward approach to identifying the effect of an intervention rests on
the availability of data for a period ¢’ prior to treatment. In this case, the mean outcome
before treatment (at time t’) is compared with the outcome after the treatment (at time
t), IB(Y} — Y!|T = 1). As above, this approach requires equally restrictive assumptions
to hold; otherwise following it might cause severe biases. If external disturbances over
time and beyond treatment influence the outcome variable of some units these might
wrongly be attributed to the intervention, producing biased estimates. For instance, it
is inappropriate to perform a before-after comparison when the economic environment is

characterized by cyclical swings that typically affect individuals under study.



Difference-in-Differences Estimator

A combination of the before-after comparison and the cross-section estimator leads to the
difference-in-differences approach (d-i-d). Tt rests on the assumption that — apart from
treatment — both the treated and the untreated units experience the same time-varying
shocks. Assuming the time trend in the outcome variable is the same for treated and

untreated units

IE(Y) - Yy |T =1) = IE(Y] - Y{ |T = 0),

the before-after comparison of the untreated group IE(Y{ — Y'|T" = 0) on average re-
flects exactly the bias inherent in the simple before-after comparison of the treated units.

Subtracting this correction term yields
A=TE(Y] - Y{'|T =1) - IE(Y] = Y{'|T = 0).

In other words, d-i-d requires that the difference (Y — Y{') be mean independent of the
treatment 7'. This is violated, e.g., if the decision to participate is determined by the
individual pre-treatment outcome Yotl.4 The simulation study takes account of such a

selection process when opportunity costs reflected by Yot/ are involved.

Instrumental Variable Estimator

Finally, instrumental variable estimation (IV) is an evaluation strategy that enjoys con-
siderable prominence in economics (see ANGRIST ET AL., 1996 and HECKMAN, 1996).
It has been advocated in the epidemiological literature as a possible tool to evaluate
community-based interventions by SCHMIDT ET AL. (1999). Cousider initially the con-
text of a constant-effects model and assume a variable Z exists that (i) is correlated with
the endogenous treatment indicator 7', but that (ii) does not have a direct influence on
the outcome variable Y except through 7. This variable is called an instrument for T
The IV technique rests on the idea that the covariance between the outcome and the
instrument reflects the impact of the endogenous regressor the parameter of interest A

— multiplied by the covariance between the regressor and the instrument.

4f V" determines selection unobserved stochastic noise in period ¢ will be unevenly distributed
between treated and untreated units but noise in ¢ — if only weakly correlated with that in ¢’ — will again
be more evenly distributed. Thus, the difference (Y¢ — Y{') will depend on T.



In case of a binary instrument, the IV estimation technique provides a consistent
estimator of the mean effect of treatment on the treated, resting on the ratio®

_Cou(Y,Z) E(Y|Z=1)-IEY|Z=0)

A_Cw@zy_mwwzn—maw:m'

In randomized experiments, 7" is its own perfect instrumental variable. Since the ran-
domized experiment is by definition independent of the outcome, and individuals per-
fectly comply with their treatment assignment indicated by the dichotomous indicator
Z, the correlation between 7" and Z is 1 in absolute value (see also HECKMAN, 1996).
Correspondingly, an instrument Z can be interpreted as a variable that is randomly dis-
tributed across units but, in contrast to a fully randomized experiment, only imperfectly
induces units to behave according to its realized value. In other words, IV estimation is a
quasi-experimental technique. Although the IV estimator is consistent if the two principal
assumptions (i) and (ii) are satisfied, it might be accompanied by large variance in finite
samples, especially if the correlation between the instrument and the endogenous variable

T is weak (BOUND, JAEGER & BAKER, 1995).

A subtle issue is added to estimation with instrumental variables if the treatment
effect is heterogeneous, though, i.e. if we leave the realm of the constant-effects model.
Furthermore, if selection into treatment is based on the individual effects of the treatment,
IV does not identify the mean effect of treatment on the treated. Rather, the IV estimator
converges to the average treatment effect for all those individuals who are induced by the
instrument to enter the treatment but who would have stayed off treatment otherwise.
This entity is the so-called local average treatment effect (LATE). Recent research typically
re-interprets the IV estimate as a LATE, see e.g. ANGRIST ET AL. (1996) and HECKMAN

(1997). Its peculiarities are discussed in section 4.

5The second equation is easily verified

Cov(Y,Z) = IE(YZ)-IEYIEZ
EYZ) = EY|Z=1DIP(Z=1)
EY = IE(Y|Z=1IP(Z=1)+IE(Y|Z=0)1IP(Z=0)
EZ = P(Z=1),

Thus, Cov(Y, Z) =IE(Y|Z = )IP(Z = 1) (1 - IP(Z = 1)) —IE(Y|Z = 0)IP(Z = 0)IP(Z = 1). Likewise,

=IP(Z=0)
Cov(T, Z) is transformed.



Conditioning on Observables

Whenever researchers succeed in capturing observable elements of the process jointly de-
termining outcomes and program participation, they can improve upon their evaluation
strategy by conditioning on these observable covariates. In anticipation of the simulation
setup implemented below, let X be an explanatory binary variable that takes the values
0 and 1. If self-selection depends in part on the realization of X, then within the sub-
samples defined by X = 0 and X = 1, any remaining bias can only reflect the presence of
other factors. The selection bias would even disappear completely if selection depended

exclusively on X apart from random disturbances.

Then, participation is purely random within the two subsamples characterized by X = 0
and X = 1, i.e. T is independent of (Yp, Y1) given X. It follows that the untreated units
in the subsamples {X = z,T = 0} provide the counterfactual IE(Yy|X = 2,7 = 1).°
The unconditional mean IEx IE(Y,|X,T = 1) is obtained as weighted average over the

conditional means. In sum, if IE(Yy|X = 2,7 = 1) = IE(Yo|X = 2,7 = 0) it follows

EY,-Y|T=1) = Y BY,-Y%|X =2T=1PX =z )
— SEWIX = 2,7 = 1) ~E(Y|X = 2.7 = 0))IP(X = 1)

where X is the set of all possible values of X.

Since unobservable variables might additionally play a role in determining the selec-
tion process, conditioning on observables alone might not enable the researcher to avoid
selection bias. Yet, at least conditioning on observables might achieve to mitigate the
problem. Because of that, it is recommended whenever possible. In this study, it is very
easy to follow this advice due to the binary nature of the observable variables. In practice
however, X might be of high dimension, thus, conditioning on all observables would be
quite cumbersome or even impossible. This problem is alleviated by imposing a regression
model or by conditioning on the propensity score, which is the probability of participation

given the observable variables. Then, the sample would be stratified into subsamples of

SHowever, in the extreme case when selection is fully determined by an observable X without any
stochastic components left the set {X = z, T = 0} is either empty or equals { X = z} making it impossible
to obtain the counterfactual from untreated individuals.



units with equal or similar propensity scores and the overall treatment effect estimate
would be constructed as a weighted average as in (2); the technique is often referred to as
matching. For further discussion of this topic, see e.g. RUBIN (1973, 1974), ROSENBAUM

& RUBIN (1983, 1984, 1985), and HECKMAN, IcHIMURA & TopDD (1997).

3 The Simulation Setup

The simulation is based on a data generating process that consists of two main equations,
the outcome and the selection equation, and two time periods, one before and one after
treatment. While the outcome equation always combines observable and unobservable
characteristics with heterogeneous treatment effects, we consider two conceptually distinct
modes of selection into treatment. In one set of experiments, selection into treatment
is at the individual level — here we do not expect group level variables to introduce
any fundamental difficulties; we also consider situations, though, in which selection into
treatment is decided upon at the group level. It is these simulations where we particularly

expect new insights to emerge from our simulations.

The outcome Yj, of individual 4, i = 1, ..., ny, in group g, g =1, ..., G, at time ¢t € {0, 1}
depends linearly on time-invariant individual and group characteristics X1;, and Xy,
respectively, which are observable, as well as on unobservable characteristics, v1;, and
Vag. Furthermore, a variable i, captures exogenous time-variant shocks being constant
for all individuals in a given time period but displaying an upward time trend. The
unobservable variables e1;5; and eq4 reflect white noise at the individual and the group
level. The treatment effect is a sum of an individual effect d1;, and a group effect 6o, which
are both random variables resulting in heterogeneity in the impact of treatment across
individuals and groups. The dichotomous variable 7Tj, indicates the treatment status. In

suin,
Yigt = o + a1 X1y + a2 Xog + (6159 + 029) Tigt + Viig + Vog + 1t + E1igt + gt (3)

In our simulations X; and X, are binary variables taking the values 0 and 1 with equal

1

probability. Both treatment effects 015, and 04 follow a normal distribution with mean 3

and variance of i, the v’s and ¢’s are distributed normally with mean zero and variance



Table 1: Variables and Parameters.

Variable Comment Parameter Comment

Outcome Equation

Constant - Qg 0
Xiig binomial(1, 1) ay 1
Xog binomial(1, 1) s 1
Vlig N(0, i) 1 -
Vg N(0, i) 1
S1ig NG, 1) 1 -
029 N(%? i) 1
Eligt N(0, %) Corr(e1igo, €1ig1) 0.25
E2gt N(0, %) Corr(g240, £241) 0.25
et Nt &) 1
Cost Equation
Constant - T0 such that 50% of the sample participate
Zig binomial(1, 1) T suitable for given correlation (Z1,7T)
Zag binomial(1, 1) To suitable for given correlation (Zs,T)
Nig N(0,1) 1 _

The variables are independently and identically distributed if not mentioned otherwise.

1 1
1 and 29

with value 0.25, and gy ~ N(0,1/16) and p3 ~ N(0.5,1/16). The constant «q equals 0

respectively. Both individual and group &’s are positively correlated over time

while a; = ap = 1. Table 1 summarizes parameters and variables.

When selection into treatment is considered to be an individual decision, it is mod-
eled as an optimization process as in HECKMAN, LALONDE & SMmiTH (1999: ch. 8).

Individuals decide to participate if they expect to gain from treatment and, thus,

1[Giy >0] : t=1
Tigt = Y (4)
The individual net gain G, represents the difference between benefits and cost of treat-
ment. The benefits comprise all future treatment effects d4;, 4 d2, discounted to present
value assuming a constant discount factor of 0.1 and constant effects beyond period ¢ = 1.

The cost of treatment is the sum of opportunity costs and other costs Cj, to be specified



below. The opportunity costs of undergoing treatment comprise outcome before treat-
ment Y4 reflecting the presence of observable and unobservable characteristics. Finally,

net gains are contaminated by stochastic noise ;.

It has been recognized in the evaluation literature (see HECKMAN, 1997) that the
information available to individuals at the time of their decision whether to participate
in a program is a decisive element of the selection effects to be expected. Specifically, if
individuals know their own treatment effect and act upon it, the presence of heterogeneous
treatment effects will necessarily lead — ceteris paribus — high-impact individuals to be
over-represented among the individuals receiving treatment. In consequence, the mean
effect of treatment on the treated will exceed the population average of the treatment

effects.”

On the other hand, individuals acting upon the precise knowledge of their opportunity
costs during the treatment period ¢t = 0 will  ceteris paribus typically choose to receive
treatment if their time-invariant characteristics generate relatively low outcomes in both
periods. While observable characteristics are controlled for easily enough, it is the unob-
servables which create the selection effects any successful evaluation strategy has to deal
with. We will consider situations in which individuals select treatment on the basis of in-
formation on (i) opportunity costs Y4 and their expectation of treatment IE(d1;, + dag),
on (ii) precise information about both Y, and 61, + 094, and on (iii) expected oppor-
tunity costs IEY;, and on expected effects IE(d1;, + d24) conditional on time-invariant
characteristics, respectively®. These various alternatives of G;, can generally be written

as

B O1ig + O2g
Gy = IE < 0.1

with IE(-|Q) denoting a conditional expectation given information set 2. This set may

Q) LB (Yigo]Q) — Ciy + 1y (5)

contain a subset of all relevant variables, but may also contain all variables, observable
and unobservable, rendering the expectation operator unnecessary. Thus, depending on

the fineness of 2 either one or even both of the two expectation terms in equation (5)

"Naturally, as long as the evaluation strategy will be able to identify the mean treatment effect for
this subpopulation, this is not a fundamental flaw of the setup, but rather a beneficial consequence of
the liberation from a constant-effects model.

8The timing of treatment choice and outcome realization renders the scenario IEY; 0 and 61454 + 24
irrelevant.



may coincide with identity.

Other costs C, allow the introduction of instrumental variables most naturally. Con-
sider costs being a function of two variables 7;;, and Z,,, where Zy;; is defined at the
individual and Zy, at the group level; they take the values 0 and 1 with probability 0.5
each. These variables reflect aspects such as, for example, the distance to the treatment

site. In effect, other costs are
Cig = T0 — T1Z1ig — TQZQQ. (6)

The constant 7 is chosen such that 50% of all units undergo treatment? and 7, and 7
are adapted such that the correlation between the instruments Z; and Z, and treatment

choice T correspond to a given value (see also table 1)%.

Treatment choice is a completely different matter if it is decided upon at the group
level. Most importantly, if one of the individuals in a group receives treatment, so do
all other members of the group. In our study some democratic majority decision rule
is supposed to govern treatment choice. That is, the form of the selection equation (4)
is retained, albeit with the group specific expected gain G as its argument, and thus
T;;1 = 1(G, > 0). The gain G, of a group is simply the sum over all individual expected
gains. The same information scenarios arise as under individual treatment choice. Thus,
groups join treatment if their aggregate expected gain is positive. Note that summing
up individual gains G, of the group members reduces considerably the importance of all
individual level variables as far as selection into treatment is concerned and the group

variables clearly dominate the decisions.

Any observational study would proceed along the following lines: take the sample of
treated and untreated individuals (with treatment varying within groups or not), and
observed individual-level and group-level characteristics (X and Z), under a specific iden-
tification assumption, e.g. mean independence of treatment and outcomes conditional on
observable X. Alternatively, one might be able to tackle the evaluation problem by de-

sign, namely by constructing a randomized controlled trial. In this study, we consider

9In fact, this is done by replacing the criterion Gy, > 0 in equation (4) by G, > median(Gjy).
10The costs might be dependent on the other covariates X and v, too, but this would complicate the
setup without further illuminating the main aspects of the simulation study.



randomized experiments which are performed at the individual and at the group level.
Throughout, these experiments are assumed not to be contaminated by attrition or by
randomization bias and, throughout, they recruit their volunteers from the pool of in-
dividuals (or groups) who are willing to participate, i.e. those with a positive net gain.
Irrespective of the level of implementation, these experiments identify the mean effect of

treatment on the treated under all combinations of parameters.

However, since randomized experiments, in particular those conducted on the group
level, usually suffer from small sample size, the corresponding impact estimates might dis-
play a high variance compared to estimates of large scale observational studies: although
an experiment achieves to balance all covariates on average, it might drastically fail to
do so in a particular small sample. To alleviate this problem, our simulated random-
ized experiments follow the recommendation to stratify samples prior to randomization
with respect to observable covariates and then to perform randomization within the strata

(MURRAY, 1998). This procedure ensures that at least observable covariates are balanced.

Nevertheless, the sample size of randomized trials is comparatively small. Thus, the
number of groups in randomized experiments is set equal to 20 while the corresponding
number in observational studies varies between at least 40 and up to 300. This range
is used to investigate the relative performance of estimates produced by observational
studies and randomized experiments. In both experimental and observational scenarios,
each group consists of 50 individuals. In the field, it typically is the involvement of further

communities, not of individuals within communities, which raises the cost of a study.

4 Simulation Results

The discussion of results focuses on two main features. First, all estimators of section
2 are presented for different more or less favorable scenarios both at the group and at
the individual level and compared with regard to the root mean squared error (RMSE).

Apart from root mean squared errors — reported in squared parentheses — variation net

of bias, calculated as vV RMSE? — bias?, will be reported in round parentheses. This

serves to assess the importance of the estimator’s bias component when switching from



one scenario to another. Second, separate more extensive simulations are performed
to compare particularly the quasi-experimental technique of IV with fully randomized

experiments.

Individual Level Selection

Table 2 is dedicated to estimation results when selection into treatment occurs at the
individual level. In the basic scenario reported in column (1) only observable variables
determine both the outcome and the selection equation. In particular, selection depends
on the expected treatment effect IE(0; + d2), similarly, opportunity costs are captured by
IE(Y5|X), while v and p are excluded from the equations. Thus, as documented in column
(1), identification problems do not arise except for the simple cross-section estimator that
does not control for X and thus misses to control for self-selection. The difference in RMSE
between the cross-sectional and the before-after estimator is due mainly to the fact that
the first is based on more observations than the latter even though correlated e’s over
time help reduce the RMSE of the before-after comparison. Increasing this correlation
would successively diminish the RMSE of the before-after comparison.!’ Similarly, the

d-i-d estimator is affected by this correlation, too.

On the other hand, IV based on the individual instrument Z; suffers from the largest
RMSE among all non-experimental estimators owing to its high variance but not to in-
consistent estimation; a fact that is common in IV estimation: the lower the correlation
between instrument and endogenous regressor T’ the larger the variance of the IV esti-
mate. The coefficients of Z; and Z5, 7 and 75, are chosen such that the correlations are
approximately 0.3,'2 the realized values and their standard deviations across simulation
iterations are shown in the table. In practice, such correlations are usually considered
producing good instruments (HALL, RUDEBUSCH & WILCOX, 1996). Further note that
IV estimation controlling for X does not reduce the RMSE which can be explained by the

independence of Z and X in this simulation study. Moreover, the IV estimates based on

'The conditional before-after-comparison is omitted since X-variables are time-constant and thus the
conditional and unconditional estimates coincide.

12The values of 71 and 7» are adapted step by step by performing additional simulations until the
correlations take the desired value.



Table 2: Estimation Results, Selection at the Individual Level.

v’s w's Indiv. Indiv.
Basic included included opport. treatm.
costs effects
Estimators (1) (2) (3) (4) (5)
True effect 0.999 0.999 0.999 1.000 1.466
(0.040) (0.040) (0.039) (0.039) (0.039)
Standard Estimators
Cross-section 0.430 0.033 0.032 0.012 1.233
(0.050) (0.066) (0.068) (0.071) (0.085)
[0.572] [0.969] [0.970] [0.990] [0.248]
— controlled for X 0.999 0.458 0.456 0.360 1.326
(0.045) (0.062) (0.062) (0.066) (0.074)
[0.045] [0.545] [0.547] [0.643] [0.159]
Before-after 1.000 1.001 1.495 1.796 2.030
(0.067) (0.068) (0.363) (0.357) (0.362)
[0.067] [0.068] [0.614] [0.872] [0.671]
Difference-in-differences 0.999 1.000 0.998 1.586 1.605
(0.054) (0.061) (0.061) (0.064) (0.074)
[0.054] [0.061] [0.061] [0.590] [0.157]
controlled for X 0.999 1.000 0.998 1.638 1.605
(0.053) (0.062) (0.062) (0.066) (0.074)
[0.053] [0.062] [0.062] [0.642] [0.157]
Instrumental Variables Estimators
IV Z; 0.999 0.999 1.001 1.003 1.000
(0.087) (0.101) (0.103) (0.102) (0.102)
[0.087] [0.101] [0.103] [0.102] [0.478]
— controlled for X 0.997 1.001 1.001 1.003 0.996
(0.090) (0.100) (0.101) (0.096) (0.091)
[0.090] [0.100] [0.101] [0.096] [0.479]
— Corr(Zl, T) 0.302 0.301 0.301 0.298 0.299
(0.010) (0.011) (0.011) (0.011) (0.013)
1V Z, 1.023 1.042 1.026 1.018 0.998
(0.432) (0.509) (0.510) (0.511) (0.506)
[0.433] [0.511] [0.510] [0.512] [0.689]
— controlled for X 1.003 1.042 1.022 1.030 0.980
(0.404) (0.481) (0.473) (0.477) (0.461)
[0.404] [0.483] [0.474] [0.478] [0.670]
— Corr(Zg, T) 0.300 0.299 0.299 0.298 0.298
(0.022) (0.026) (0.026) (0.029) (0.036)
FExperimental Fvaluations
Experiment 0.999 0.996 0.998 0.998 1.465
(0.097) (0.101) (0.104) (0.103) (0.087)
[0.097] [0.101] [0.104] [0.103] [0.087]
Stratified experiment, 0.998 0.996 0.996 0.997 1.465
(0.099) (0.108) (0.107) (0.108) (0.092)
[0.099] [0.108] [0.107] [0.108] [0.092]

Means over all simulation iterations. Root mean squared errors are in square parentheses. Round
parentheses show variation net of bias. Number of groups in observational studies: 200, number
of iterations: 5000. Controlling for X in the before-after-comparison does not change estimation
results and is omitted.



the grouped instrument 7, are accompanied by substantially higher variance caused by
the intra-group correlation among group members which reduces the effective sample size.
The detrimental effects of intra-group correlations on the precision of impact estimates
is the topic of a large literature in economics (KLOEK, 1981, MOULTON, 1986) and epi-
demiology (e.g. MURRAY, 1998). Recently, SHORE-SHEPPARD (1996) has extended this

discussion to the problem of grouped instruments.

Experimental estimates are reported in the last two rows of the table. Taking into
account their small sample size they still perform quite well: compared to the large ob-
servational studies consisting of 200 groups or 10000 individuals, the randomized experi-
ments have to rely on only 20 groups or 1000 individuals. Yet, under these circumstances,
one would prefer the standard observational approaches and the IV estimate using the

individual-level instruments.

Column (2) reports estimates if unobservable characteristics v enter the outcome equa-
tion. Naturally, this does not influence the true effect but poor performance (= low
opportunity costs) might mistakenly be attributed to a poor effect of the treatment. Ob-
viously, the cross-section estimator breaks down because it is unable to control for the
unobservable v’s. However, since the v’s are time-constant, both the before-after com-
parison and the d-i-d are entirely unaffected by them, the unobservables just cancel out,
and the estimates do not display higher variance. This is in contrast to IV: though it
is consistent as a cross-sectional estimator its variance increases to a small extent. The
experimental estimator, however, remains basically unaffected and performs as well as the

IV estimator.

Including time-variable shocks p into the outcome equation destroys the before-after
comparison (column 3) while the other estimators remain unaffected. Since all individuals
experience a higher outcome in the post-treatment compared to the pre-treatment period
irrespective of having received treatment or not, the before-after comparison wrongly
attributes this general increase to the treatment. D-i-d successfully achieves to correct for
this bias by exploiting the before-after comparison of the untreated units who experienced

the same upward trend as the treated individuals, thus serving as controls.

The fourth column shows estimates when more severe endogeneity problems are in-
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troduced. Opportunity costs are assumed to be captured by individual outcomes before
treatment, Y;y, instead of their conditional expectation, IE(Y;,0|X, v, 1), as above. Con-
sequently, €1;40 and €549 determine selection, too, so they systematically differ between
treated and untreated. Since the ¢’s vary over time and units, the d-i-d estimator cannot
difference out the bias caused by them. The problem is the more severe the less is the
correlation between €’s before and after the intervention. In the simulation the correlation
is set equal to 0.25; a perfect correlation would eliminate the bias in the d-i-d estimate.
Note that the first two non-experimental estimators are also negatively affected in this
scenario where more unobservables than before rule selection. Specifically, the before-
after-comparison suffers from regression to the mean: while €1,50 and €249 determine se-
lection and hence are unevenly distributed across treated and untreated individuals, €141
and €94, are more evenly distributed depending on the strength of the correlation p. On
the other hand, IV still produces estimates of the same quality as before, that is, IV based

on Z; and the experimental approach are the preferred estimation strategies.

Finally, column (5) presents results of a scenario that additionally assumes that indi-
viduals correctly anticipate their individual gain (61,5 + do4) from participation. Although
the assumption is strong, it might be fulfilled if the setup of the program is transparent
to the public and people are able to judge well how they succeed in the treatment. In this
case, only the most successful individuals undergo treatment and, therefore, the mean

effect on the treated increases from 1 to 1.47.

Under this optimization behavior IV breaks down!?; it does not anymore identify the
mean effect of treatment on the treated but the so-called local average treatment effect
(LATE) which is the effect of treatment on someone who complies with the instrument,
i.e. who participates, T'=1, if Z = 1 and who does not, T'= 0, if Z = 0. In accordance
with ANGRIST ET AL. (1996) and IMBENS & ANGRIST (1994) further denote always-
takers as individuals who always undergo treatment irrespective of the realization of their

7 and, likewise, never-takers as those who never participate.'* Disregarding the group

3Notice that the heterogeneity is not caused by observable covariates which could be coped with, but
by hidden characteristics only known to the individual.

1A fourth category, so-called defiers who simply do the opposite of what their Z indicates are ruled
out since 7' is monotonic in Z.



variables for simplicity compliers are characterized by the set
{Z : 10(5i—}/;;0—70+77i <0 and 10(51'—%0—7'04‘7'14—7’]2' > O} (7)

Since exactly half of the sample undergoes treatment it can be shown that the individual
treatment effects of never-takers, compliers, and always-takers are ordered symmetrically
around the mean value of 9; with never-takers at the bottom, compliers in the middle,
and always-takers at the top. Thus, under these special circumstances, the mean effect
on compliers coincides with the mean effect on a randomly chosen person, namely 1.
On the other hand, the mean effect on the treated — the always-takers and compliers
who participate exceeds 1. If the selection criterion were replaced such that exactly
40% of the sample participated, LATE would increase to above 1, if 60% underwent
treatment LATE would fall below 1. LATE answers the question of how large the gain

from treatment would be if the costs C;, were reduced by 7, (or 7 in case of Zy).'

Alas, the other non-experimental estimators do improve in this scenario which is due
mainly to adverse effects which cancel out some biases. No general pattern underlies this
improvement. It is merely an artefact of the special model used here. In this last scenario,

solely the randomized experiment is still able to identify the parameter of interest.

Interestingly, the stratified experiments in all scenarios do not do better than the
unstratified ones. This is not completely unexpected, since with a sample size of 1000
randomization already balances the two-dimensional observable covariates X. This will

be demonstrated to be different in the context of group randomization.

Selection at the Group Level

If treatment occurs at the group level, the effective sample size shrinks because the limited
variability of treatment receipt within groups confronts similarly limited variability of
observable and unobservable characteristics. In fact, results presented in table 3 clearly

demonstrate how RMSE’s have increased, particularly because the estimator’s variances

5Moreover, the set of compliers (7) offers an interesting intuitive interpretation of the relationship
between instrumental relevance measured by correlation between Z and T and the variance of the IV
estimator. High correlation induces large 7, and thus a large set of compliers which, in turn, increases
the number of observations IV is based on, i.e. reduces its sample variance.



Table 3: Estimation Results, Selection at the Group Level.

v’s w's Indiv. Indiv.
Basic included included opport. treatm.
costs effects
Estimators (1) (2) (3) (4) (5)
True effect 0.999 0.999 1.001 1.000 1.364
(0.050) (0.051) (0.051) (0.051) (0.043)
Standard Estimators
Cross-section 0.284 -0.057 -0.054 0.059 1.185
(0.114) (0.122) (0.120) (0.126) (0.143)
[0.724] [1.064] [1.062] 0.949] [0.229]
— controlled for X 1.001 0.287 0.294 0.358 1.257
(0.177) (0.164) (0.161) (0.134) (0.125)
[0.177) [0.731] [0.725] [0.655] [0.165]
Before-after 0.999 0.998 1.503 1.768 1.919
(0.087) (0.087) (0.366) (0.363) (0.363)
[0.087] [0.087] [0.621] [0.850] [0.663]
Before-after, no 0.999 0.997 1.503 1.874 1.941
(0.122) (0.122) (0.376) (0.373) (0.373)
[0.122] [0.122] [0.627] [0.950] [0.687]
Difference-in-differences 0.999 1.000 1.001 1.548 1.475
(0.123) (0.122) (0.124) (0.117) (0.123)
[0.123] [0.122] [0.124] [0.561] [0.165]
— controlled for X 1.000 1.000 1.001 1.648 1.475
(0.217) (0.173) (0.177) (0.133) (0.124)
[0.217] [0.173] [0.177] [0.661] [0.167]
Instrumental Variables Estimators
1V Z5 1.041 1.101 1.068 1.065 1.000
(0.496) (0.730) (0.590) (0.649) (0.530)
[0.497] [0.737] [0.594] [0.652] [0.643]
— controlled for X 1.004 1.089 1.049 1.104 1.037
(0.540) (0.680) (0.625) (0.825) (4.545)
[0.540] [0.686] [0.627] [0.831] [4.557)
— Corr(Zg, T) 0.307 0.295 0.302 0.288 0.306
(0.067) (0.067) (0.067) (0.067) (0.067)
FEzxperimental FEvaluations
Experiment 0.998 1.007 1.006 1.006 1.362
(0.390) (0.415) (0.408) (0.432) (0.463)
[0.390] [0.416] [0.408] [0.432] [0.463]
Stratified experiment 0.996 0.999 1.006 0.996 1.363
(0.360) (0.397) (0.398) (0.402) (0.427)
[0.360] [0.397] [0.398] [0.402] [0.427]

Means over all simulation iterations. Root mean squared errors are in square parentheses.
Round parentheses show variation net of bias. Due to negligible correlation between Z; and
T corresponding results are not meaningful and left out. Number of groups in observational
studies: 200, number of iterations: 5000.



have done so. However, the main pattern of results remains almost unchanged compared
to table 2. The RMSE’s of the cross-section estimator increases whereas that of before-
after comparison only slightly rises. This is because a before-after-comparison still works
at the individual level since all group variables, which are time-constant, just cancel out
and individual level variation caused by €1;4+ gains the upper hand again. Therefore, table
3 presents an additional before-after-estimator based on data where €; is removed and

the variance of &5 is increased to 1. Then, the efficiency of this estimator worsens, too.

The difference-in-differences estimator doubled its RMSE and that of its counterpart
controlling for X is even three times larger. Controlling for X would reduce bias caused
by X, though, it increases the variance because subsamples defined by X might be rather
small, specifically at the group level. Albeit, all standard estimators continue to be consis-
tent. Concerning instrumental variables estimation, only Zs is a relevant instrument while
correlation between Z; and 7T is negligible and therefore results are omitted.' Compared
to table 2 the grouped IV estimates display higher variance which might be attributed
to substantially increased variance of the instrumental correlation. If in some iteration of
the simulation the correlation happens to be very small, close to zero, this iteration will
contribute an extremely high variance to the mean over all iterations, particularly if X is
controlled for. Yet, there are no grounds for failure of the IV in identifying the treatment
effect. Finally, the experimental estimator’s variance quadrupled but achieves to outper-
form IV. IV estimation and the randomized experiment will be compared in detail under
several settings below. Notice that at the group level — or, in general, in small samples —

stratifying the sample prior to randomization produces estimates with lower variance.

As one moves from column (1) to (4) the standard estimators worsen considerably.
Note, however, that their RMSE’s (in column (4) or (5)) though substantially rising do
not exceed those of table 2 to a large extent. It is specifically the variation net of bias
that has increased at the group level. Compared to the RMSE of the IV estimator the
standard estimators still perform quite well. Albeit, their low RMSE’s in column (5)
should be taken with a grain of salt for different biases tend to cancel out due to special

model constellations. This cannot be generalized. As above, in column (5) IV identifies

16 At the group level, Z, dominates the selection equation because individual Z;’s aggregated to the
group level are almost equal across all groups and, consequently, do not influence the selection process.



the mean effect on compliers instead of the effect on treated units, yet, its RMSE merely

slightly increases with regard to columns (2) to (4).

Exploring the Potential of IV Estimators

Up to this point, results are generated under a certain simulation setup. Neither sample
size nor the correlation between instrument and treatment indicator have been varied. For
a thorough assessment of the relative performance of IV with respect to pure randomiza-
tion it is necessary to perform a further simulation that varies these two parameters. The
variables and parameters of the scenario reported in the fourth columns of tables 2 and 3
are selected and fixed. Table 4 presents ratios of the root mean squared error of IV and

experimental estimates for certain correlations and number of groups.

As expected, IV produces more precise estimates as the correlation and the relative
sample size increase. At the individual level, for a reasonable correlation of 0.3, the obser-
vational study should comprise ten times as many groups as the randomized experiment
to generate a more efficient IV estimator. At the group level, the observational study
should be at least 15 times as large as the group level experiment for the same correlation
of instrument and treatment participation. Holding the relative sample size of the obser-
vational study at ten times as many groups a sufficient instrumental correlation would
be around 0.4. This is already a high correlation but not completely utopian in practical

applications.

Moreover, note that although the ratios of RMSE’s at the group level are infinitely
large for low correlations and low sample sizes, they diminish faster than they do at the
individual level as correlations rise. Break-even points, i.e. points where the ratios are
approximately 1 or less, are bold faced in the table; in general, they are later at the
group level than at the individual level indicating that IV suffers more from the grouped
structure than a randomized experiment. Only for the lowest number of groups in the
first column reaches group-level 1V its break-even point earlier. In all other columns the

break-even point is reached for a slightly higher correlation.



Table 4: IV Versus Experiment.

Number of groups in observational study

Correlation 40 80 120 200 300
Individual Level

0.105 11.740 5.094 4.003 2.794 2.196
0.199 5.419 2.734 1.964 1.502 1.181
0.301 3.454 1.847 1.354 0.993 0.788
0.401 2.705 1.355 0.988 0.746 0.586
0.502 2.042 1.104 0.800 0.621 0.471
0.601 1.728 0.915 0.695 0.511 0.406
0.703 1.469 0.762 0.564 0.418 0.348
0.799 1.214 0.669 0.536 0.380 0.298
0.904 1.057 0.579 0.451 0.322 0.267
0.991 0.961 0.521 0.416 0.305 0.226

Group Level

0.100 400 400 400 400 400
0.200 +0o0 +o0o +o0o +o0o 2.030
0.303 +00 +o00 2.035 1.379 0.987
0.403 400 1.797 1.233 0.892 0.708
0.500 +o00 1.179 0.914 0.703 0.569
0.602 1.459 0.961 0.723 0.558 0.455
0.703 1.135 0.736 0.609 0.448 0.367
0.802 0.958 0.648 0.496 0.388 0.316
0.910 0.818 0.565 0.442 0.324 0.259
0.941 0.789 0.537 0.427 0.309 0.260

The table reports the ratio of root mean squared errors of the IV over the experimental estimate.
The number of groups in the experimental setting is 20. Number of iterations: 2000.



5 Conclusion

This paper performs simulations in order to assess several standard estimation strategies
such as the cross-sectional differences between treated and untreated units, before-after
comparisons, and, specifically, instrumental variable estimators as a prime example of a
quasi-experimental estimation strategy. These are compared to conventional randomized
experiments under the assumption that experiments generally suffer from small sample

problems. Therefore, they rely on markedly less observations than observational studies.

Standard estimators perform well as long as somewhat restrictive assumptions on the
selection process are satisfied. In practical applications, it is typically difficult to justify
the applicability of these assumptions. Therefore, randomized controlled experiments
often provide the only credible counterfactual control group. However, situations are
conceivable — particularly in social sciences — where randomized trials reach their limits.
For instance, non-compliance, attrition, or randomization bias are well-known hazards of
any experiment.!” Focus here is rather on the problems caused by the small sample size
typical for experiments which might set even more severe limits to evaluation. In this
case, randomization might lose its persuasiveness for it cannot be expected to achieve

balance of all relevant covariates between the treatment and control group.

Specifically, small sample sizes arise if randomization occurs at the group level and/or if
cost considerations prevent analysts from establishing a large scale experiment. Therefore,
alternatives should be considered as well. Instrumental variable estimation as a quasi-
experimental technique might be a helpful device to circumvent the small sample problem
and open the field for less costly large scale observational studies if a good instrument
is available. The simulation results suggest that correlations of around 0.3 to 0.4 can
be considered to characterize a good instrument if the observational study comprises ten
times more observations than a corresponding randomized experiment. In practice, one
might even encounter ratios larger than 10 which would thus allow to utilize instruments

with lower correlations. Moreover, contaminations of randomized experiments especially

17Since these problems are disregarded in our simulations they show randomized experiments in a
favorable light. Other fundamental objections might be of ethical nature since treatments that produce
positive effects are withheld the control group.



at the group level — would also be avoided in observational studies.

Albeit, IV estimation yields inconsistent estimates in case treatment effects are hetero-
geneous and individuals or groups decide whether to undergo treatment upon their true
effects. In this case, IV identifies the mean effect of treatment on compliers, i.e. the local
average treatment effect. Thus, it would answer the question of how large the treatment
effect would be if the binary instrument 7 were increased from 0 to 1, for example, if
more treatment sites were established such that some individuals or groups had a shorter
distance to their site. This measure would only affect compliers while always- and never-
takers would be unaffected. From this point of view, LATE might give answers to policy
relevant questions, t00.'® Nevertheless, it seems fairly unlikely that individuals know their
own treatment effects in advance; in contrast, it seems more probable that they have to

make their participation decision upon some sort of expected gains.

In sum, if a randomized experiment is infeasible because of practical reasons or because
it would not provide enough observations, observational studies are not necessarily a
contemptible alternative. They often contain valuable and detailed information that might
still help to identify causal relationships. On the other hand, absent randomization bias
and systematic attrition or noncompliance, randomized controlled experiments are the
most convincing evaluation approach as long as a sufficient number of units are involved

in the trial.

18See ANGRIST (1990), ANGRIST & KRUEGER (1991), and IMBENS & ANGRIST (1994) for examples
and a formal discussion.
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