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ABSTRACT 
 

Black Sheep and Walls of Silence∗  
 

In this paper we analyze the frequently observed phenomenon that (i) some members of a 
team ("black sheep") exhibit behavior disliked by other (honest) team members, who (ii) 
nevertheless refrain from reporting such misbehavior to the authorities (they set up a "wall of 
silence"). Much cited examples include hospitals and police departments. In this paper, these 
features arise in equilibrium. An important ingredient of our model are benefits that agents 
receive when cooperating with each other in a team. Our results suggest that asymmetric 
teams where these benefits vary across team members are especially prone to the above 
mentioned phenomenon. 
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1 Introduction

Motivation In July 2003, a test driver of DaimlerChrysler drove a Mercedes pro-

totype from corporate headquarters in Stuttgart (Germany) to the company’s test site

in Papenburg, which is located about 300 miles to the north. On the highway he drove

very fast (allegedly 150 m.p.h.) and massively tailgated a slower car. The driver of that

car became so scared by the incident that she hit two trees on the roadside after losing

control over her vehicle. Both, the driver and her two-year old daughter were killed. In

the courtroom, the key question was whether it had really been the test driver who had

tailgated the slower car. Hence, the timing of the test driver’s trip became an issue,

and precise evidence on his departure time from headquarters and his arrival time at

the test site was crucial. Yet such information was very hard to elicit as colleagues of

the test driver were claiming they could not remember any details at all. In the end,

the test driver was convicted by testimony of two other motorists whom he had passed

shortly before the accident. After the trial, the judge complained about the test driver’s

colleagues’ strong reluctance to cooperate with the authorities, presuming that none of

them liked to be considered a denigrator.1

In this paper, we study two interrelated questions. First, we ask why individuals

such as the test driver’s colleagues might implicitly tolerate certain actions by fellows

even if they strongly dislike them? That is, why might they ”set up a wall of silence”?

Second, we simultaneously study how such potential walls of silence affects the incentives

of would-be ”black sheep” to misbehave. Apart from the above example, there are many

other settings where similar phenomena arise, the most prominent examples being police

1See Süddeutsche Zeitung, February 17, 2004, p. 17.
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departments and hospitals. In police departments, it is frequently observed that police

officers are extremely reluctant to testify against their colleagues and, consequently, such

behavior is often referred to as the ”blue wall of silence”. For example, Chevigny (1995, p.

92) reports that according to civilian members of the Civilian Complaint Review Board

(CCRB) of New York, ”it had never had a case in which a police witness testified against

another”. Further evidence is provided by Kleinig (2001, p. 1) who quotes an anonymous

source according to which ”it’s unwritten law in police departments that police officers

must never testify against their brother officers”. Finally, according to the report of the

Mollen Commission that investigated police violence in New York ”the vast majority of

honest police officers still protect the minority of corrupt officers”.2 In a medical context,

there is the phenomenon of the so-called ”white wall of silence” referring to the fact that

doctors seem to be reluctant to testify against colleagues in cases of malpractice. For

example, Benoit and Dubra (2004, p. 784f.) report that, while the number of deaths per

year in US hospitals due to malpractice is estimated to lie between 44,000 and 98,000,

”two thirds of the nation’s hospitals haven’t reported a single adverse incident involving

a physician in the last eight years”. In an economic context, walls of silence allegedly

sometimes emerge in auditing relationships.3

The explanation we propose for this phenomenon is based on benefits that agents

2See Commision to Investigate Allegations of Police Corruption and the Anti-Corruption Procedures
of the Police Department Report, New York, 1994, p. 51.

3Additionally, in a social context, there is abound evidence that community members are often ex-
tremely reluctant to cooperate with the police during the investigation of a crime. For example, Freeman
(1999) and Donohue and Levitt (2001) report such reluctance for members of minority communities,
where the police force is frequently perceived as being racially biased (on the related issue of racial pro-
filing in motorist searches, see Knowles, Persico, and Todd 2001 and Persico 2002). As a consequence,
there is a debate whether more own race policing should be introduced in some neighborhoods in order
to increase cooperation with the police and to reduce crime rates. In their empirical analysis, Glaeser
and Sacerdote (2000) indeed find that part of the geographic variation in crime may be attributed to
lower arrest probabilities in cities resulting from lower reporting rates.
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potentially reap from cooperating with other agents within a team. Such benefits may be

substantial. In the police example, a police officer needs to be backed up by his colleagues

in dangerous situations, i.e., it is important for him to have an attentive colleague around.

In the medical context, a surgeon’s probability of conducting a surgery successfully might

strongly depend on the quality of support he receives from other members of his team.

In the test driver example, the above-mentioned statement by the judge indicates that

there might exist substantial benefits from being an accepted member of the team. While

in all these case there is some benefit from cooperation within the team, in the absence

of cooperation each team member is on its own and foregoes these benefits. At the

same time, such benefits from cooperation may well be asymmetric. For example, a new

member may consider being accepted more important than a more established one. In

addition, with the emergence of more attractive outside options for some team members,

such asymmetries may also arise over time

Given that walls of silence may emerge it is interesting how, in turn, they influence

behavior of potential ”black sheep”, i.e., team members who may pursue activities that

increase their own payoff but are disliked by their fellows. For example, in the medical

context, doctors may save on effort costs when not taking appropriate care thereby causing

harm to patients. In the police context, some cops may handle suspects in a manner that,

while acceptable to themselves, may be considered unduly harsh or even brutal by others.

Importantly, note that we are not enquiring why criminal teams, where all members

are misbehaving, are stable in the sense that, if caught, none of them cooperates with

the authorities. There seem to be many disciplining devices in the real world such as the

threat of physical retaliation that might explain such behavior for the case of criminal
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teams. In our model, we focus on the question why honest team members might set up a

wall of silence, and the ”threat of retaliation” will be much more indirect via a reduced

amount of cooperation.

Framework and results We analyze a model that exhibits the basic features of the

above mentioned examples as equilibrium phenomena. The aim is to provide conditions

under which ”black sheep” misbehave and such misbehavior is tolerated by honest team

members. In the model, honest team members differ with respect to their (privately

known) willingness to report misbehavior. As a consequence, their reporting decision

may convey information about their type and this, in turn, might affect their future

payoffs. The basic mechanism at work is that, when reporting misbehavior, honest team

members may forego future cooperation benefits (with ”black sheep” or with other team

members who also observe the reporting). Anticipating that reporting may not occur

leads black sheep to misbehave in the first place. From a game theoretical point of view,

we thus analyze a signaling game in which the receiver of a signal (the black sheep)

chooses an action (a level of misbehavior) before the sender of the signal (the honest

team member) chooses his first action (his reporting decision).

We provide conditions under which black sheep indulge in misbehavior and honest

team members set up a wall of silence. Our results on the existence of walls of silence are

most pronounced in the case of asymmetric teams where cooperation is more important

for honest team members.

Relation to the Literature Our analysis is closely related to the work by Benoit

and Dubra (2004) who ask ”Why Do Good Cops Defend Bad Cops?”. Similar to this
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paper, we aim at explaining why honest team fellows protect dishonest ones. Benoit and

Dubra (2004) model this by enquiring under which circumstances a single (potentially

honest) agent would favor the representation of all agents (called the union) to indiscrim-

inately defend misbehaving colleagues (i.e., to set up a wall of silence) over employing a

candid strategy in which the union honestly reports all (stochastic) information it has.

The basic idea is that in the first case a court will tend not to listen too much to the

union’s statement because it contains no information. This might reduce the probability

for an individual agent of being subject to a type II error. Our analysis is different in

at least four aspects: i) we explicitly model the incentives of black sheep to indulge in

misbehavior and the incentive of honest team member to file a report, ii) we stress the

role of cooperation benefits in determining equilibrium outcomes, iii) we consider private

information on part of honest team members with respect to their willingness to file re-

ports, and iv) in our analysis walls of silence are not driven by potentially false decisions

that courts may make when assessing whether misbehavior has indeed occurred. Thus

while Benoit and Dubra (2004) show that walls of silence may emerge due to enforcement

errors, we identify an additional channel that also gives rise to this phenomenon.

Furthermore, Donohue and Levitt (2001) analyze a model in which the effect of race

on the behavior of police, criminals and the community is explored. The sequence of

events is similar to ours in that in a first stage, a criminal opportunity arises and a

potential criminal decides whether or not to commit a crime. Then, the victim chooses

whether to report the crime to the police. If reporting takes place, it may lead to a false

arrest. In their work the impact of enforcement errors is again at center stage.

The remainder of the paper is organized as follows: In Section 2 the model is set up,
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which is then analyzed in Section 3. Section 4 concludes. All proofs are relegated to an

appendix.

2 The Model

We consider two risk-neutral individuals, B and G who may derive benefits b > 0 and

g > 0, respectively, from cooperating with each other in a team. As spelled out in the

introduction, b and g might, for example, be thought of as the benefits for surgeons from

working together with attentive and careful colleagues during the course of a surgery. In

the police context, b and g might represent the benefits for cops due to additional backup

provided by team mates in dangerous situations.

We consider the case that B, the potential ”black sheep”, might engage in activities

disliked by the ”good guy” G. As explained above, in the police context, this might

represent that B tends to treat suspects unduly harsh; in the medical context, B might

be prone to lacking an adequate care level when treating patients. In an auditing context,

B, a client, might engage in irregular accounting practices. Throughout the paper, we

will refer to such activities as ”misbehavior”.

Given that G dislikes misbehavior by B, he may choose to work on his own thereby

foregoing the benefit from cooperation. The value of this outside option is denoted by

g > 0. Similarly, B might refuse to cooperate and work on his own in which case he

derives an outside option b > 0.

Stage game In order to capture dynamic effects, we assume that B and G play a

stage-game that is repeated twice, where the two periods are denoted by t ∈ {1, 2}. The
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stage-game itself consists of four dates, which are illustrated in Figure 1 and laid out in

more detail below.

 
1 2 3 4 

B offers to 
form a team 

 
 

TB∈{0,1} 

G accepts or 
rejects to 

form a team
 

Tθ∈{0,1} 

B might 
misbehave 

 
 

m∈[0,m] 

G might report 
misbehavior 

 
 

Rθ∈{0,1} 

Date 

Figure 1: Stage game

Dates 1 and 2 (team formation). To model the issue of team formation and coopera-

tion as simply as possible, we assume that at a date 1 B decides whether or not to offer

G to form a team (i.e., TB ∈ {1, 0}). In case an offer has been made, G decides at date 2

whether or not to accept.4 As will be laid out below, G may be one of two possible types

θ ∈ {H,D}, and hence G’s decision is denoted by T θ ∈ {1, 0}. When a team is formed

(i.e., if TB · T θ = 1), B and G receive cooperation benefits b and g respectively, while if

TB · T θ = 0, they receive their reservation payoffs b and g respectively.

Date 3 (misbehavior). Given that a team has been formed, B might choose to ”mis-

behave”. That is, he might take an action m ∈ [0,m] that generates a private gain bb(m),
where bb(·) is an increasing, concave function satisfying bb(0) = 0. As explained above,

such behavior is disliked by G and reduces his payoff by m.

Date 4 (reporting). At date 4G decides whether or not to report potential misbehavior

4Alternatively, consider a setting where the parties first decide whether to form a team, and subse-
quently whether to cooperate (if a team has indeed been formed). Our assumptions below ensure that
if the parties decide to forego the benefits from cooperating, they will always prefer not to form a team,
and hence exercise their outside option. As a consequence, we do not consider the team formation and
cooperation decisions separately, and use these terms interchangably. Note that our results below are
not sensitive to the order in which B and G decide over team formation, and hence they would continue
to hold if it is G who moves first.
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by B to some authority that may then investigate the case. However, G’s willingness to

cooperate with the authorities is not common knowledge. To model such heterogeneity

as simply as possible we assume that G is one of two possible types θ ∈ {H,D}. While

a hawkish type H has low reporting costs (which we set equal to zero), a dovelike type

D faces some fixed reporting costs r > 0. Thus while type H is readily willing to report

any kind of behavior he dislikes, type D is more reluctant to do so: for example he

might simply dislike to cooperate with the authorities, or, alternatively, he might face

opportunity costs from filing a report. As a result type D will only cooperate with

the authorities if the level of misbehavior is sufficiently large. We denote the reporting

decision of type θ of G by Rθ ∈ {1, 0}. The benefits that G derives from reporting are

made explicit below. We assume that θ is G’s private information. G learns his type in

the first period after a team has been formed.5 With prior h ≡ Prob(θ = H) > 0, G is

a hawkish type θ = H and with probability (1− h) he is a dovelike type θ = D. The

probability h is assumed to be common knowledge.

Stage game payoffs In case a team has been formed, in addition to their cooperation

benefits, the payoffs of the parties depend on whether B decides to misbehave and on

whether G decides to report such misbehavior. As explained above, B derives a positive

benefit bb(m) from choosing some positive m. However, G may choose to report such

misbehavior to the authorities. If this indeed happens, some authority (who is not a

player in our model) inspects the case. We take the authority’s enforcement technology

as exogenously given, i.e., we assume that it is independent of the players’ actions and

5This assumption allows us to focus on the potential signaling effect of the reporting decisions.
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can be represented by a mapping from the level of misbehavior to expected penalties.6

Penalties consist of a fine and/or the monetary equivalent of imprisonment. In particular,

given that B has taken action m and has been reported by G, the expected penalty

bp(m) that B faces is determined by a function p : m → <+0 , satisfying bp0(m) > 0 and

bp00(m) ≥ 0.7 Absent any misbehavior, B does not face a sanction so that bp(0) = 0.

Moreover, penalties are sufficiently high to deter misbehavior if reporting occurs with

certainty, i.e., bp0(m) > bb0(m) ∀m is assumed to hold.

The honest G dislikes any kind of misbehavior (recall that it causes him a utility loss

of −m), and he derives a private benefit if B is convicted. For example, he might simply

be satisfied to see B penalized.8 This expected (gross) benefit from reporting is given

by br (m) ≥ 0 which is increasing in m satisfying br(0) = 0. Thus, the higher the level

of misbehavior by B, the more satisfied is G when B is penalized. It follows that the

total expected net benefit from reporting is br(m) and (br(m) − r) for types H and D,

respectively. Finally, although there is a benefit from conviction, G prefers lower levels

of misbehavior, which formally amounts to br0(m) < 1 ∀m.9
To summarize, the total period t payoff of type H is given by

TB
t · TH

t ·
£
g −mt +RH

t · br(mt)
¤
+ (1− TB

t · TH
t ) · g, (1)

6That is, the authority does not necessarily discover the exact level of misbehavior, and as a conse-
quence there is a (possibly stochastic) connection between the level of misbehavior and the result of all
legal enforcement activities.

7Of course, in reality the expected penalty bp(m) is the product of a certain probability with which B
is found guilty and the resulting penalty from conviction. However, for ease of notation we only use the
expected penalty. Our assumption that the expected penalty is increasing in the level of misbehavior
is consistent with the notion of ”marginal deterrence”, see e.g., Stigler (1970) and Mookherjee and Png
(1992).

8Benoit and Dubra (2004) report that moral considerations constitute a major reason for many (out
of the few) police officers who testifiy against their colleagues.

9Thus, we rule out the unrealistic case that G prefers high levels of misbehavior because the private
benefit from conviction is so large.
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while the total period t payoff of type D is given by

TB
t · TD

t ·
£
g −mt +RD

t · [br(mt)− r]
¤
+ (1− TB

t · TD
t ) · g. (2)

Finally, given that a team has been formed, the expected period t payoff of B is given by

b+bb(mt)− ERt · bp(mt), (3)

where ERt ≡ ht · RH
t + (1− ht) · RD

t denotes the expected period t reporting decision

given a belief ht to face type H.

Information and equilibrium concept Throughout, we assume that, with the ex-

ception of θ, there is symmetric information between G and B. The above definitions

and assumptions apply to both periods of the game, and the two periods differ in only

two ways. First, G knows his type at the beginning of the second period because he has

learned it in the first period, and second, while the first-period belief h1 equals h, based

on the observed reporting behavior in the first period, B might hold a belief h2 = β 6= h

at the beginning of the second period. To solve this game of incomplete information,

we focus on pure-strategy Perfect Bayesian equilibria that are robust with respect to the

Intuitive Criterion as proposed by Cho and Kreps (1987).
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3 Analysis of the Model

3.1 Static Problem

In this section, we derive the properties of all potential period 2 equilibrium strategies.

Below, we show that given our assumptions the last period of the game can be solved

by backwards induction because the circularity between equilibrium strategies and equi-

librium beliefs normally present in dynamic games of incomplete information is not an

issue. As a consequence, the period 2 equilibrium outcome is identical to the outcome of

a static version of the model, where the stage game is only played once. Note that in the

following we omit the time subscript t = 2 for ease of notation.

Since at the end of the game, G does no longer have to worry about his reputation,

optimality of his strategy implies that he will report whenever he expects a positive net

benefit from doing so. This implies that (with the exception of cases of indifference)

the equilibrium reporting strategies of both types of G only depend on m (and not on

other parts of the history of the game).10 Hence, while the hawkish type will report any

positive level of m, the dovelike type will only report when his benefit from doing so is

sufficiently large. To this end, it is useful to define a critical value mD as the level of

misbehavior where type D is indifferent between reporting and not reporting. Formally,

mD is implicitly given by br(mD) ≡ r, where it follows from r > 0 and br(0) = 0 that

mD > 0. To avoid trivial results, we assume mD < m (i.e., there exist sufficiently large

levels of m for which type D reports).

10In the following we proceed in a similar manner and include only those parts of the history as
arguments in the equilibrium strategies that might have a non-trivial impact.
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Lemma 1 (reporting strategies in the static case) In period 2, type H reports when-

ever misbehavior occurs, while type D does so only if the level of misbehavior is sufficiently

large, i.e., RH∗ (m) = 1 ∀m > 0 and RD∗ (m) = 1 ⇔ m > mD.

When determining the optimal level of misbehavior, B takes G’s subsequent reporting

strategy into account.11 This implies that in equilibrium, the period 2 level of misbehavior

depends only on B’s belief β at this point in time to face a hawkish type. It follows that

the level of misbehavior optimally chosen is given by

m ≡ argmaxem {bb(em)−ER∗(em) · bp(em)}, (4)

where, analogously to above, ER∗(em) ≡ β · RH∗(m) + (1− β) · RD∗(m). Denote the

unique solution to (4) as a function of β by m (β). Figure 2 below illustrates the optimal

level of misbehavior chosen by B.

Lemma 2 (misbehavior in the static case) The optimal period 2 level of misbehav-

ior does not exceed mD. In particular, m(0) = mD, m(1) = 0, and m (β) is weakly

decreasing in β.

If B is certain to face type D he chooses the maximal level ofm for which no reporting

occurs. If B is certain to face type H he chooses m = 0 because misbehavior does not

pay in this case (recall our assumption that bp0(m) > bb0(m) ∀m). Finally, as the hawkish
type always reports, a higher β induces B to choose a lower level of misbehavior.

Corollary 1 (partial wall of silence in the static case) In the static case, type D

does not report in equilibrium.

11Note that if in cases of indifference G would report, equilibria might fail to exist.

13



 

b(m)-p(m) ^ 

0 
m

m mD 

b(m)-β⋅p(m) 

m(β)

^ 

^ 

^ 

Figure 2: The optimal level of misbehavior: an example

Corollary 1 immediately follows from Lemmata 1 and 2. The fact that only type H

does report in equilibrium implies that there is a (partial) wall of silence in the static

case because misbehavior is only reported with probability h. While, given that type

D faces reporting costs r, this result is not surprising, we show in the next section that

in a dynamic setup a wall of silence, where neither type reports, may emerge due to

reputational concerns.

Finally, we turn to team formation. Whether the parties are indeed willing to form a

team (in principle) depends on the subsequent level of misbehavior by B and the resulting

reporting behavior of G. For the next section, where we consider a dynamic setup, it turns

out to be instructive to distinguish two cases: a symmetric team case, where cooperation

is sufficiently attractive for both parties (such that the team is always formed), and an

asymmetric team case, where it depends on the anticipated behavior of the parties within

a team whether they indeed decide to join forces. In the dynamic setup, we are mainly

interested in the reporting behavior of the honest G (which is potentially driven by B’s

subsequent willingness to cooperate with him). Consequently, we assume that G always

prefers to be part of the team, and vary B’s cooperation benefit to distinguish the two

14



cases.

Assumption 1 (G’s benefit from cooperation) Cooperation is sufficiently attractive

for party G, i.e., g > m+ g.

Assumption 1 implies that either type of G prefers cooperation with B over being on

his own independent of the belief of B. Hence, whenever B proposes to form a team,

both types of G accept, which implies that in equilibrium G’s team formation decision

has no effect on the belief held by B.

Now consider B’s team formation decision. As B always has the option not to mis-

behave (in which case bb(0)− β · bp(0) = 0), it follows that bb(m(β))− β · bp(m(β)) ≥ 0 for
all β. Hence, if b ≥ b (the symmetric case), B will always want to form a team. On the

other hand, if b < b (the asymmetric case), this does not necessarily hold true: party B

will only propose to form a team if his belief β to face a hawkish type is sufficiently low

such that his payoff inside the team, which is given by b+bb(m(β))−β · bp(m(β)), exceeds
his outside option b. For this asymmetric case it is useful to implicitly define a critical

value β by b−b = bb(m(β))−β ·bp(m(β)), where β < 1 holds.12 This leads to the following

result:

Lemma 3 (team formation in the static case) In equilibrium, each type of G ac-

cepts the offer by B to cooperate, i.e., TH∗ = TD∗ = 1, and B’s optimal team formation

12The fact that the equilibrium payoff of B given that a team is formed is decreasing in β is obvious for
all β such thatm(β) = mD. For all other values of β this relationship follows from the Envelope-Theorem.
If a β satisfying the above equality fails to exist, we have TB∗(β) = 0 for all β.
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decision is given by

TB∗(β) =


0 if b− b < 0 and β > β, and

1 otherwise.

Lemma 3 implies that B might choose not to offer to cooperate with G when both, b

and his belief β that he faces a hawkish type are sufficiently large: while a larger b makes

exercising the outside option more attractive for B, a larger β reduces B’s profit arising

within a team. In order to avoid trivial outcomes (that might arise in the asymmetric

team case), we assume that, B offers to cooperate given the prior belief h. That is, we

assume that the critical value β is sufficiently large, i.e., β > h if b < b.13

For a given belief β ∈ [0, 1] at the beginning of period 2, the period 2 equilibrium

outcome is unique and described by Lemmata 1, 2 and 3. This equilibrium outcome would

also obtain in a static, one-shot version of the present game, where the stage game is only

played once. In particular, in this static case β = h holds, and the static equilibrium

outcome is given by

©
TB∗ = TH∗ = TD∗ = 1, m∗ = m (h) , RD∗ = 0, RH∗ = 1

ª
. (5)

To summarize, in the static version of the game, B would indeed become a black sheep

and misbehave, and type D would tolerate B’s behavior and set up a wall of silence by

not reporting to the authorities. To the contrary, when facing a hawkish type, reporting

would occur, and hence a wall of silence emerges with probability (1− h). Moreover, in

13If this assumption is violated, then in the asymmetric team case there is a unique equilibrium outcome
where the parties prefer to exercise their outside options in both periods.
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the static case mD provides an upper bound for the equilibrium level of misbehavior, and

this upper bound only depends on characteristics of type D. Hence, the equilibrium crime

level is weakly increasing both in the belief to face type D and in this type’s disincentive

r to report.

In the next section we turn to a dynamic version of the game and show how in

equilibrium a wall of silence may be set up by both types.

3.2 Dynamic Problem

In the dynamic case, G may potentially signal his type through his first period reporting

decision, and hence reputational concerns might influence his willingness to cooperate

with the authorities.14 In the following, we speak of a separating equilibrium if the parties

cooperate in period 1 and RH∗
1 (m

∗
1) 6= RD∗

1 (m
∗
1), and of a pooling equilibrium otherwise.

In a separating equilibrium, at the beginning of period 2 B knows which type of G he

faces, whereas in a pooling equilibrium he receives no additional information through

the period 1 reporting decision. Therefore, in a pooling equilibrium his belief β at the

beginning of period 2 has to equal h.

Separating equilibria In a first step, we show that separating equilibria fail to ex-

ist, and hence in any equilibrium, B cannot distinguish between the two types at the

beginning of period 2.

14In reality it may sometimes happen that upon finding (sufficiently large) misbehavior the authorities
effectively rule out further (second period) interaction with a black sheep B (e.g., if as a consequence of a
conviction B is fired or, in the case of a doctor, he loses his licensure). In this case our model nevertheless
applies if one assumes that there are other team members (such as other collegues) who observe the first
period interaction between G and B and with whom G may want to interact in the second period.
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Proposition 1 (no separating equilibria) In any equilibrium it holds that RH∗
1 (m1) =

RD∗
1 (m1) ∀m1, i.e., separating equilibria fail to exist.

To see the intuition behind this result note that in a separating equilibrium, both

types of G would make different reporting decisions in the first period, implying that both

possible actions Rθ
1 ∈ {0, 1} would be on the equilibrium path. Suppose, for example,

that for a given level of first-period misbehavior m1 only type H (but not type D) is

supposed to report. The consistency requirement for the beliefs of B at the beginning of

period 2 implies β = 1 if G has reported, and β = 0 otherwise. There is no leeway in

forming off-equilibrium beliefs because both possible actions by G are on the equilibrium

path. Any other beliefs would conflict with the consistency requirement for the beliefs in

a PBE. Given this structure of the beliefs, it follows that in each candidate separating

equilibrium one type has an incentive to deviate. First, consider the case of a symmetric

team where the team is always formed independent of B’s belief (see Lemma 3). If the

hawkish type is supposed to report on the equilibrium path, the dovelike type has an

incentive to report as well because the resulting reduction in the second period level of

misbehavior would outweigh his first period reporting costs. Second, in the case of an

asymmetric team B would not cooperate with a hawkish type which induces the latter

to refrain from reporting.

Pooling equilibria In a next step, we consider pooling equilibria. In order to econo-

mize on notation, the period 1 reporting decision in a pooling equilibrium is denoted by

R∗1(m1). Note that because β = h in any candidate pooling equilibrium, the unique period

2 equilibrium outcome is given by (5). An important preliminary step to identify pooling
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equilibria is to characterize under which circumstances R∗1(m1) = 0 and R∗1(m1) = 1,

respectively, are consistent with equilibrium. As has been argued above, in the present

framework the One-Deviation Principle applies, and hence only simple deviations from

the candidate period 1 reporting strategies need to be considered. This observation allows

to derive the following result.

Lemma 4 (only one type is relevant) Independent of off-equilibrium beliefs, R∗1(m1) =

0 (R∗1(m1) = 1) is consistent with equilibrium if and only if type H (type D) has no in-

centive to deviate.

To illustrate the intuition behind Lemma 4 suppose that the equilibrium strategies

prescribe R∗1(m1) = 1, and consider a deviation to non-reporting. In the first period,

(relative to type H) type D saves reporting costs r. In the second period (relative to

type D) type H obtains a reporting benefit [r(m(β)) − r(m(h))] that is smaller than

r.15 Hence, type D has a larger incentive to deviate. A similar logic applies to the case

R∗1(m1) = 0.

Off-equilibrium beliefs We now briefly turn to the issue of off-equilibrium beliefs in

pooling equilibria. Given that for a certainm1 the equilibrium period 1 reporting strategy

prescribes R∗1(m1) = 1, denote the off-equilibrium belief following a deviation to non-

reporting by β1(m1). Analogously, when the equilibrium strategy prescribes R
∗
1(m1) = 0,

denote the belief following a deviation to reporting by β0(m1). At the outset the concept

of Perfect Bayesian equilibrium does not impose any restrictions on the off-equilibrium

beliefs party B may hold in a pooling equilibrium. If the Intuitive Criterion has bite, it

15This follows from the fact that both m(β) and m(h) are not larger than mD (see Lemma 2).
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follows from Lemma 4 that β0(m1) = 1 respectively β1(m1) = 0 has to hold because in

the former (latter) case a deviation is potentially more profitable for type H (D).16 In

many cases, however, the Intuitive Criterion will have no bite, but nevertheless in light

of Lemma 4 certain off-equilibrium beliefs seem to be implausible. In order to ensure

that our results do not rely on potentially unrealistic off-equilibrium beliefs, we impose

an additional requirement. Suppose that in a pooling equilibrium for a given m1 both

types are supposed to report (R∗1(m1) = 1) but no reporting occurs resulting in an off-

equilibrium belief β1(m1). If R
∗
1(m1) = 1 is indeed an equilibrium strategy, both types

of G would lose through such a deviation. However, Lemma 4 implies that this loss

would always be larger for type H. Hence, it would seem plausible that in this case

B does not update in the direction of type H. An analogous argument applies to the

case R∗1(m1) = 0. Consequently, it seems natural to impose the following restriction on

off-equilibrium beliefs:17

Assumption 2 (off-equilibrium beliefs) β0(m1) > h > β1(m1) for all m1.

Our results for the asymmetric case (see Section 3.2.2) would not change at all if

Assumption 2 were not imposed. In the symmetric case (see Section 3.2.1), however,

in the absence of Assumption 2, there might exist additional ”wall of silence”-equilibria

where the first period level of misbehavior is strictly positive, but neither type reports to

the authorities.18 Although these equilibria survive the Intuitive Criterion, they involve

16For example, in the case R∗1(m1) = 0 the Intuitive Criterion has bite if, given that B holds the most
favorable beliefs, a deviation would be profitable for type H but not for type D.
17Note that restricting off-equilibrium beliefs to β0(m1) = 1 and β1(m1) = 0 (as in the case when the

Intuitive Criterion applies) would not alter our results in any way.
18It can be shown that a necessary and sufficient condition for the existence of such equilibria (that

survive the Intuitive Criterion) is given bymD−r ≥ r−br(m(h)). This condition is, for example, satisfied
if r ≤ 1

2m
D holds, i.e., if type D’s cost of reporting is not too high.
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off-equilibrium beliefs that, in light of Lemma 4, may be questionable. By imposing

Assumption 2, we thus make it more difficult to support equilibria that exhibit a wall of

silence.

In the following two subsections we describe the equilibrium outcomes in the symmet-

ric case and the asymmetric case, respectively, where the main difference between these

cases is that in the former the team will always be formed, while in the latter this is not

necessarily the case.

3.2.1 The Symmetric Case

In the symmetric case the cooperation benefits of both G and B are sufficiently large

(b > b). In this case, R∗1(m1) = 0 can never be consistent with equilibrium because b > b

implies that there is always cooperation in period 2. Hence, deviating from R∗1(m1) = 0

would always be profitable because it would lead to a smaller level of misbehavior in

period 2. Second, R∗1(m1) = 1 is consistent with equilibrium as long as type D wants to

conceal his type and has no incentive to deviate: on the equilibrium path type D would

derive br(m1) − r from reporting in period 1, and face a level of misbehavior m(h) in

period 2. By deviating he would forego br(m1)− r and face m(β1(m1)) instead of m(h).

Hence, he has no incentive to deviate as long as

−m(h) + br(m1)− r ≥ −m(β1(m1)) ⇔ br(m1) +m(β1(m1))−m(h)− r ≥ 0, (6)

i.e., as long as the utility loss due to the higher level of misbehavior is larger than the

reporting cost. If (6) holds, reporting is a ”credible threat” for either type. In this case it

is optimal for B to choose m1 = 0 because misbehavior would be reported with certainty.
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As B still gains b from cooperating with G, he nevertheless prefers this outcome to his

(low) outside option b. Off-equilibrium beliefs β1(m1), such that (6) is satisfied, exist if

the prior belief to face a hawkish type is sufficiently large, or equivalently, if dovelike types

are sufficiently rare. Note that br(m1) +m(β1(m1)) −m(h) − r ≥ m(β1(m1)) −m(h) −

r. Now, suppose that h is sufficiently large and that β1(m1) = 0 holds. In this case

m(β1(m1))−m(h)− r ≥ 0 simplifies to mD ≥ m(h) + r which is satisfied for sufficiently

large h, because we have m(1) = 0 and mD ≥ r (due to br(mD) = r and br0 < 1).
Proposition 2 (symmetric case) In the symmetric case,

(i) equilibria exist if the prior belief to face the hawkish type H is sufficiently large,

(ii) in all equilibria, any level of misbehavior will be reported by either type

(i.e., R∗1(m1) = 1 for all m1), the team is formed (i.e., TB∗
1 = TH∗

1 = TD∗
1 = 1),

and B chooses not to misbehave (i.e., m∗
1 = 0).

Intuitively, when cooperation is sufficiently important for the potential ”black sheep”

B, he is disciplined by the uncompromising reporting behavior of G, and chooses not to

misbehave.19

3.2.2 The Asymmetric Case

We now turn to the case of asymmetric teams where B’s outside option is assumed to be

relatively attractive, such that b > b holds. An example for an asymmetric team might

be the potential cooperation between a ”young” G and an ”old” B, where the young G’s

benefit from working with B is large (as he is eager to gain experience), while working

19Note, however, that this lack of misbehavior also comes at a cost. The equilibrium strategies require
either type to confirm that no misbehavior has occurred even though this is costly for type D.
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with the unexperienced G might impose some cost on the old B thereby making working

with G less attractive.

Obviously, if b is too large relative to b, in equilibrium B will always decline to

cooperate in period 1. In order to rule out this uninteresting case, in the following we

focus on settings where b is not too large, i.e., where b < b+bb(m) holds.
We now show that in the asymmetric team case two types of period 1 equilibrium

outcomes are possible. In a first class of equilibria (i) the parties cooperate, (ii) the level

of misbehavior is strictly positive, but (iii) reporting does not occur in equilibrium, i.e.,

there is a wall of silence. It is shown that such equilibria always exist. In a second class

of equilibria (that may also exist) B and G fail to cooperate. However, if both types of

equilibria exist simultaneously, equilibria of the first type payoff-dominate the equilibria

of the second type. Hence, even if other equilibria exist it seems plausible that the parties

will coordinate on a (payoff-dominant) ”wall of silence” outcome.

In order to prove these claims, in a first step, we will now characterize which first

period reporting behavior is consistent with equilibrium.

Proposition 3 (reporting in asymmetric teams) In the asymmetric case,

(i) for all m1 there exist off-equilibrium beliefs β0(m1) such that neither type of G has

an incentive to deviate from R∗1(m1) = 0,

(ii) for a given m1 there exist off-equilibrium beliefs β1(m1) such that neither type

of G has an incentive to deviate from R∗1(m1) = 1 if br(m1)− r +mD −m(h) ≥ 0.

Intuitively, for a given m1 where the equilibrium strategies prescribe R
∗
1(m1) = 0, the

hawkish type can only be prevented from deviating if the future loss is sufficiently high.

Only for off-equilibrium beliefs above the threshold β this is the case because such beliefs
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induce B to reject cooperation in period 2. For a given prior h, R∗1(m1) = 1 is only

consistent with equilibrium for sufficiently high levels of m1 (see the discussion above

Proposition 2). Proposition 3 implies that while for certain m1 the equilibrium strate-

gies might require both types to report, for other levels of misbehavior the equilibrium

strategies might prescribe non-reporting.

Now consider B’s optimal choice of m1. For given equilibrium reporting strategies

R∗1(m1) ∈ {0, 1}, B optimally chooses the largest level of misbehavior for which reporting

does not occur. Hence, in any equilibrium the maximizer m∗
1 = max{m | R∗1(m1) = 0}

must be well defined, which implies R∗1(m
∗
1) = 0 for any m

∗
1 > 0. Moreover, given b > b,

party B will only propose to form a team if m∗
1 > 0. That is, if a team is indeed formed,

there is both, misbehavior and a wall of silence in period 1. In particular, it follows from

Proposition 3(i) that there always exists an equilibrium where the parties cooperate, but

m∗
1 = m and R∗1(m) = 0. That is, the maximum level of misbehavior m is chosen,

but reporting does not occur. If the equilibrium reporting strategies are such that the

resulting m∗
1 is relatively low, the parties will not cooperate in equilibrium. Such non-

cooperation equilibria are, however, necessarily payoff-inferior because in the cooperation

equilibria, non-cooperation would have been an option for both parties. The discussion

above is summarized in the following proposition.

Proposition 4 (asymmetric case) In the asymmetric case,

(i) in any equilibrium where a team is formed there is a strictly positive first period

level of misbehavior m∗
1 > 0 accompanied by a wall of silence (i.e., R

∗
1(m

∗
1) = 0).

Equilibria of this kind always exist. In particular, there always exists an

equilibrium where m∗
1 = m and R∗1(m) = 0, and

24



(ii) there might exist additional equilibria where the parties choose not to cooperate in

period 1, but such equilibria are payoff-dominated.

Summary of the results Let us now summarize and compare our results. In the static

setting the equilibrium level of misbehavior is positive but only type D sets up a wall of

silence and, as a consequence, B is still reported with positive probability. Contrary to

that, in a dynamic setting a complete wall of silence may emerge as even the hawkish

type might be willing to tolerate a strictly positive level of misbehavior and refrain from

reporting it to the authorities. In the asymmetric case such wall of silence equilibria are

payoff-dominant and survive a strong requirement on the off-equilibrium beliefs.

4 Conclusion

In this paper we aim at exploring the interplay between the behavior of black sheep

(i.e., members of a team engaging in activities disliked by their (honest) fellows) and the

behavior of honest team members who often fail to report such activities. In our model,

such behavior arises as an equilibrium phenomenon: black sheep choose to misbehave,

and honest team members set up a wall of silence.

The reason why honest team members set up a wall of silence is that they do not

want to forego future benefits from cooperation. The basic mechanism at work is that

the reporting decision may convey information about the type of a honest team member.

Depending on his own benefit from cooperation, this influences the decision of a potential

black sheep to cooperate in the first place. Our analysis suggests that the joint occurrence

of misbehavior by black sheep and a wall of silence set up by its team mates seems to be
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most likely in asymmetric teams where the cooperation benefit is relatively large for the

honest team members and relatively small for the potential black sheep.

5 Appendix

5.1 Proof of Lemma 2

We prove Lemma 2 by proving the following claim:

m(β) =


mD if bb0(mD)− β · bp0(mD) ≥ 0,

bm(β) if bb0(mD)− β · bp0(mD) < 0 < bb0(0)− β · bp0(0), and
0 otherwise,

(7)

where bm(β) is implicitly defined by bb0(bm) − β · bp0(bm) = 0, and where bm(β) ∈ £0,mD
¤

holds for all β. Proof of the claim: Note that bb00(m)−β · bp00(m) < 0 ∀m,β by assumption.

For a given β, B may choose some m ≤ mD or some m > mD From Lemma 1 it follows

that only type H reports for m ≤ mD, and that both types report for all m > mD. Note

thatm > mD can never be optimal because bb ¡mD
¢−β ·bp ¡mD

¢
> bb ¡mD

¢−bp ¡mD
¢
for all

β < 1, and bb0 (m)−bp0 (m) < 0 by assumption. This observation also implies that m = 0 is

optimal for β = 1. Therefore, we only need to consider m ≤ mD. Recall that the period

2 payoff of B is given by (3). Hence, if bb0(mD) − β · bp0(mD) ≥ 0, concavity implies that
bb(m)−β·bp(m) is increasing for allm ≤ mD, and hencemD is optimal. Ifbb0(0)−β·bp0(0) ≤ 0,
concavity implies that bb(m)− β · bp(m) is decreasing for all m ≤ mD, and hence m = 0 is

optimal. If bb0(0)−β ·bp0(0) > 0 > bb0(mD)−β ·bp0(mD), concavity and the Intermediate Value

Theorem imply that there exist some bm (β) ∈ (0,mD) that solves bb(bm) − β · bp(bm) = 0.
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Finally, define a critical value βD implicitly by bb0(mD)− βD · bp0(mD) = 0, and note that

bb0(mD)− β · bp0(mD) < 0 is equivalent to β > βD. Hence, for all β > βD the optimal m is

strictly below mD and decreasing in β.

5.2 Proof of Lemma 3

If B chooses TB = 0, the game ends and both parties receive their reservation utilities.

Hence, G decides about T θ if and only if TB = 1. It immediately follows from (1), (2)

and Assumption 1 that both types of G strictly prefer T θ = 1 independent of the belief

subsequently held by B. Given this equilibrium continuation TB∗(β) immediately follows

from the discussion above the Lemma.

5.3 Proof of Proposition 1

Suppose that in a candidate equilibrium RH∗
1 (m1) 6= RD∗

1 (m1) for some m1 ∈ [0,m]. In

order to prove that such behavior is not consistent with equilibrium it has to be shown

that at least one type of G can gain from deviating.

Case 1 (b − b ≥ 0). First, suppose that RH∗
1 (m1) = 1 and RD∗

1 (m1) = 0. In this case

the incentive compatibility condition for type D is given by −m1 + g − mD ≥ −m1 +

br(m1)− r + g ⇔ −mD ≥ br(m1)− r. If m1 > mD, then br(m1)− r > 0, and D’s incentive

compatibility condition cannot be satisfied. If m1 ≤ mD, then br(m1)− r ≤ 0. Note that

−mD ≥ br(m1)−r⇔ −br(m1) ≥ mD−br(mD). Moreover,mD−br(mD) > 0 because br(0) = 0
and br0 < 1, which again yields a contradiction because −br(m1) ≤ 0 for all m1. Second,

suppose that RH∗
1 (m1) = 0 and RD∗

1 (m1) = 1. The incentive compatibility condition of

type H is given by −m1+ g ≥ −m1+ br(m1) + g−mD + br(mD)⇔ mD ≥ br(m1) + r. The
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incentive compatibility condition of type D is given by −m1 + br(m1) − r + g − mD ≥

−m1 + g ⇔ br(m1) − r ≥ mD. Hence, if both incentive compatibility conditions were

satisfied simultaneously this would imply that −r ≥ r which is not possible.

Case 2 (b − b < 0). First, suppose that RH∗
1 (m1) = 1 and RD∗

1 (m1) = 0. In this

case the incentive compatibility condition of type H is given by −m1 + br(m1) + b ≥

−m1 + g −mD + br(mD) ⇔ 0 ≥ [g − g] + [br(mD) −mD] − br(m1), which is violated for

all levels of m1 if it is violated for m1 = m. This is the case because 0 ≥ [g − g] +

[br(mD)−mD]−br(m)⇔ 0 ≥ [g−m− g]+ [br(mD)−mD]− [br(m)−m] cannot be satisfied

due to Assumption 1, br0 < 1 and mD < m. Second, suppose that RH∗
1 (m1) = 0 and

RD∗
1 (m1) = 1. In this case the incentive compatibility condition of type H is given by

−m1+ g ≥ −m1+ br(m1) + g−mD + br(mD)⇔ 0 ≥ [g−mD − g] + br(m1) + br(mD) which

cannot be satisfied due to Assumption 1.

5.4 Proof of Lemma 4

As discussed in Section 3.1, despite the fact that we study a framework of incomplete

information, in our setup the One-Deviation Principle (see e.g., Fudenberg and Tirole

(1991, p. 109)) applies. Consequently, in order to verify which period 1 reporting strate-

gies are consistent with equilibrium one only needs to consider deviations from the can-

didate reporting strategies while the equilibrium continuation in period 2 may be taken

as given. In the following, we prove the lemma for the case that both types of G are

supposed not to report (i.e., R∗1(m1) = 0) and b − b ≥ 0 holds. The proof for the re-

maining cases is analogous, and therefore omitted. The claim holds if type H has a

larger incentive to deviate than type D. This is the case if the difference between type
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H’s candidate equilibrium payoff and his payoff following a deviation, which is given by

[g−m(h)+br(m(h))]− [br(m1)+g−m(β)+br(m(β))] is smaller than the difference between
type D’s candidate equilibrium payoff and his payoff following a deviation, which is given

by [g−m(h)]− [br(m1)− r+g−m(β)], where β ∈ [0, 1] denotes the off-equilibrium belief.

As br(m(h))− r− br(m(β)) ≤ br(mD)− r− br(m(β)) = −br(m(β)) ≤ 0 ∀β this is indeed the
case.

5.5 Proof of Proposition 2

Recall that if the Intuitive Criterion has bite it implies β0(m1) = 1 respectively β
1(m1) =

0, which will imply that the results derived below are robust to the Intuitive Criterion.

First, Lemma 4 implies that R∗1(m1) = 0 is consistent with equilibrium if and only

if −br(m1) + [br(m(h)) − m(h)] − [br(m(β0(m1))) − m(β0(m1))] ≥ 0, which, however, is

violated due to Assumption 2 and br0 < 1. Second, Lemma 4 implies that R∗1(m1) = 1 is

consistent with equilibrium if and only if br(m1)− r +m(β1(m1))−m(h) ≥ 0. Note that

for all m1 there exist off-equilibrium beliefs such that this inequality is satisfied, if it can

be satisfied for m1 = 0. It immediately follows from the discussion above Proposition 2

that this is indeed the case if h is sufficiently large. The period 1 level of misbehavior m∗
1

has to be optimal given the equilibrium reporting strategies and given the equilibrium

continuation in period 2. It follows from the reasoning above that in equilibrium the

period 1 choice of the level of misbehavior has no impact on B’s period 2 belief, which

just equals h. Hence, B chooses the level of misbehavior that maximizes his period 1

payoff, and given that any misbehavior is reported it follows that m∗
1 = 0 is optimal.

Finally, given Assumption 1 and b ≥ b both parties choose to cooperate.
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5.6 Proof of Proposition 3

Recall that if the Intuitive Criterion has bite it implies β0(m1) = 1 respectively β
1(m1) =

0, which will imply that the results derived below are robust to the Intuitive Criterion.

First, consider R∗1(m1) = 0. Lemma 4 implies that the incentive compatibility condition

of type H is decisive. It follows from the proof of Proposition 2 in Appendix 5.5 that

R∗1(m1) = 0 is not consistent with equilibrium if β
0(m1) ≤ β. However, if β0(m1) > β, the

parties do not cooperate in period 2, and hence the incentive compatibility condition of

typeH is given by g−m(h)+br(m(h)) ≥ br(m1)+g ⇔ [g−g]+[br(m(h))−m(h)]−br(m1) ≥ 0.

The above inequality is satisfied if it is satisfied for m1 = m: [g−g]+ [br(m(h))−m(h)]−

br(m) ≥ 0 ⇔ [g − g − m] + [br(m(h)) − m(h)] − [br(m) − m] ≥ 0, which holds due to

Assumption 1 and br < 1.
Second, consider R∗1(m1) = 1. Lemma 4 implies that the incentive compatibility condition

of type D is decisive. For a given m1 the proof of Proposition 2 in Appendix 5.5 implies

that R∗1(m1) = 1 is consistent with equilibrium if br(m1) − r −m(h) +m(β1(m1)) ≥ 0.

Off-equilibrium beliefs β1(m1) such that this inequality is satisfied exist if and only if

br(m1)− r −m(h) +m(0) ≥ 0.

5.7 Proof of Proposition 4

Note that in any equilibrium no additional information regarding the type of G is re-

vealed. Hence, the period 2 equilibrium outcome is independent of the choice of the

period 1 equilibrium strategies. In particular, this implies that both the period 1 level of

misbehavior and the period 1 cooperation decisions have to maximize period 1 payoffs.

Ad (i): Suppose the candidate equilibrium strategies are such that at date 1 B anticipates
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that m∗
1 = 0. In this case his period 1 payoff would be given by b which is smaller than b.

Hence, B will choose TB∗
1 = 0. This proves that in any equilibrium where the parties co-

operate m∗
1 > 0 has to hold. As Proposition 1 shows that only pooled reporting decisions

are consistent with equilibrium, if a certain level of m1 is reported it is reported with cer-

tainty. Moreover, as bb(m1) > bb(m1)−bp(m1) for all m1 > 0, B will choose the highest level

of m1 such that R
∗
1(m1) = 0.

20 If such a maximizer fails to exist, the respective candidate

reporting strategies cannot be part of an equilibrium. Finally, it immediately follows from

Proposition 3(i) that there exists an equilibrium where m∗
1 = m and R∗1(m) = 0. In such

an equilibrium both parties want to cooperate. G wants to cooperate due to Assumption

1. B wants to cooperate due to the fact that in equilibrium he is not reported in period

1, and hence gets away with a level of misbehavior m resulting in a period 1 payoff of

b+bb(m) > b.

20If R∗1(m1) = 1 for all m1, B will choose m1 = 0.
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