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1. Introduction

Kindleberger’s classic book on financial panics (Kindleberger and Aliber 1978/2005), and recent books by Reinhart and Rogoff (This Time is Different 2009), and Akerlof and Shiller (Animal Spirits 2009) provide many examples of financial crises, often depicted as financial panics—from bank runs in the 19th century to the Great Depression, the East Asian Crisis, the dot-com collapse, and the Great Recession. Yet, in spite of the large number of such episodes, the notion of panic in financial markets is not very well understood.

According to the aforementioned books, in order to understand financial crises, and panic events in particular, we need to go beyond classic economic arguments. Specifically, we need to further explore “animal spirits,” the expression used by Keynes (1936) to describe the human emotions that he saw as drivers of consumer confidence, necessary to motivate action. This paper is an effort in that direction, supported by a growing body of empirical research documenting the importance of emotional (or affective) determinants of decisions under risk and uncertainty, including financial investment decisions (for example, Holtgrave and Weber 1993; Loewenstein et al. 2001; Weber, Siebenmorgen, and Weber 2005). We attempt in this paper to give a psychological account of panic, and specifically of panic in financial markets, by discussing uncertainty, the desire for predictability and control, the illusion of control, and confidence. We suggest how one might incorporate these psychological insights into existing economic models.

Before diving into the psychology of panic, it is worth asking whether animal spirits are really necessary to explain financial crises regarded as panics. Couldn’t such crises simply be instances of rational bubbles, that is, episodes where sophisticated investors are aware that a bubble exists yet, because of asymmetric information, constraints to arbitrage, or heterogeneous beliefs, do not drive prices down to fundamental values (Brunnermeier 2008)? For instance, rational investors may be aware of the bubble, but may prefer riding it rather than puncturing it in order to make profit in the short run. Indeed, the dot-com crisis of 2000 and the bubble
preceding it provide an example that might be consistent with a rational bubble: a *Barron’s* survey of professional money managers in 1999 revealed that 72 percent of the respondents believed the stock market to be in a speculative bubble. While the dot-com crisis may be explainable as a rational bubble, this does not appear to be the case with other major financial crises such as the 1997 East Asian Crisis and the 2008 Great Recession. Radelet and Sachs (2000) show that there was no awareness of any economic problem at the onset of the East Asian Crisis and that the crisis was not anticipated by key market participants; indeed, they called it “… the least anticipated crisis in years.” Krugman (1998) also noted that he was caught by surprise, in spite of being less optimistic than most investors. Even scholars who identify political and economic factors as important contributors to the crisis cannot rule out panic as a driving cause (for example, Moreno 1998). Like the East Asian Crisis, the 2008 Great Recession does not seem to be consistent with a rational-bubble argument. Hard as it may be to believe now, Lehman Brothers’ analysis in 2005 put only a 5 percent probability on the possibility that real-estate prices could go down (Foote, Gerardi, and Willen 2012, 18).

Not only did sophisticated investors fail to expect these crises, evidence also shows that they overreacted when the crises occurred. With the East Asian Crisis, there was a sudden withdrawal of investor funds from the region instead of a simple deflation of asset values where warranted (Radelet and Sachs 2000), and following the 2008 subprime mortgage crisis, investors avoided mortgage-backed securities altogether, regarding them as “toxic.” This was reflected in tightened credit standards even for prime borrowers (Rosengren 2011, Figure 2, right panel) and in a complete breakdown of the securitization market for prime, nonconforming, “jumbo” mortgages, which are safe, low-default mortgages (see Figure 2, left panel).

Having established that financial panics occur, we next ask what constitutes a panic. Financial panics have been described as a “sudden fright without a cause that may occur in asset markets” (Kindleberger and Aliber 2005, Ch. 5) and as “crises not justified solely on the basis of fundamentals” (Goldstein forthcoming). Bank runs are a special case of financial panic that have been characterized and modeled as caused by a “shift in expectations, which could depend on almost anything” (Diamond and Dybvig 1983) and that has negative consequences due to its
self-fulfilling characteristic and its potential to amplify the effects of fundamentals on the economy (Goldstein forthcoming).

These descriptions depict panics as an emotional reaction with adverse consequences that is not (entirely) justified by existing market information. Interestingly, work on panic and animal spirits suggests that the mental models or “stories” that investors hold prior to a crash describing how the economy works or justifying the economic boom are key to understanding these episodes. For example, investors prior to the 1997–1998 East Asian Crisis referred to economic activity in that region as the “Asian Miracle.” Prior to the 2008 subprime mortgage crisis, it was widely believed that real-estate prices would never fall. Once these models were challenged by empirical events to the contrary, panic resulted. In East Asia, when Thailand showed signs of trouble, foreign capital inflows quickly reversed, and other East Asian currencies were attacked. Once real-estate prices fell in 2008, the worst financial crisis since the Great Depression ensued. These stories or mental models are important, as they link uncertainty to confidence and then to panic, as further described below.

To preview our main point, we argue that the human need for predictability and control is central to a psychological account of panics. Confidence in a system such as a financial market results when investors believe they understand how things work, which leads to a sense of predictability (Einhorn 1986). This sense of predictability gives investors a feeling of control, which then legitimizes further opportunity seeking (reaping benefits while avoiding catastrophic losses) that is often riskier than it is perceived to be (Hertwig et al. 2004). We argue that events that destroy this sense of predictability and perceived control trigger panics, the feeling that crucial control has been lost and that the future is unpredictable, and hence, dangerous. Resulting behavior, including a retreat to safe and familiar options, aims to minimize exposure to such danger until a new model of how things work has been established.

We build our suggested psychological account of panic by starting with a description of human perception and reaction to risk and uncertainty as seen by psychology. We introduce and describe the concept of perceived control, and the difference between learning from description
versus learning from experience in determining perception and choice under risk and uncertainty. We continue by discussing the illusion of control and its contribution to irrational exuberance or mania, and the flip side of it—the relationship between perceived lack of control and panic. Finally, we discuss economic models of panic and suggest how to incorporate the psychological insights introduced in this paper into existing economic models. We emphasize that our analysis is exploratory. It suggests a different way of thinking about financial panics and it is therefore meant to be provocative.

2. Perceptions and reactions to risk and uncertainty

The natural point of departure in the attempt to give a psychological account of panics to inform economics is a discussion of psychological models of decisionmaking under uncertainty. "Uncertainty" refers to a state in which decisionmakers are unable to specify the exact outcomes and their probabilities if they engage in different actions. The degree of this uncertainty can vary, with endpoints on a continuum that ranges from partial to full information about outcomes and their probabilities (Knight 1921). In economics this is represented by the probability distribution over future states of the world, where "decision under risk" refers to decisions made when the probability distribution over future states of the world is known and "decision under uncertainty" or "ambiguity" refers to decisions made when this probability distribution is unknown. The probability distribution over future states of the world is therefore key to analyzing decisionmaking under uncertainty.

First departure from economic models—intuitive risk perception

In contrast to the analytic, mathematical assessments of likelihood and severity of events used in economics, psychologists stress that risk perception is an intuitive assessment of such events and their consequences.

Evidence from cognitive, social, and clinical psychology indicates that risk perceptions are influenced by associative processes (meaning connections between objects or events contiguous in space or time, resembling one another, or having some causal connection (Hume 1748/1999))
and affective processes (that is, processes influenced by emotions) and that these influence risk perception as much or even more than analytic processes (Weber 2010). The psychologist Daniel Kahneman (initially in his Nobel address (2003) and more extensively in his recent book (2011)) has captured decades of behavioral research by characterizing two modes of thinking, called System 1 and System 2. The associative and affective processes that give rise to intuitive perceptions of risk are typical of System 1 thinking, which operates automatically and quickly with little or no effort and no sense of voluntary control and is available to everyone from an early age. Analytic assessments of risk, on the other hand, are typical of System 2 processes, which work by algorithms and rules such as probability calculus, Bayesian updating, and formal logic. System 2 processes must be taught explicitly and require conscious effort and control, which operate more slowly. Even though the operations of these two processing systems do not map cleanly onto distinct regions of the brain, and although the two systems often operate cooperatively and in parallel (Weber and Johnson 2009), Kahneman (2011) argues convincingly that the distinction between Systems 1 and 2 helps to make clear the tension between automatic and largely involuntary processes and between effortful and more deliberate processes in the human mind. Psychological research over the past decade has documented the prevalence of System 1 processes in the intuitive assessment of risk, depicting them as essentially effort-free inputs that orient and motivate adaptive behavior, especially under conditions of uncertainty (Finucane et al. 2000; Loewenstein et al. 2001; Peters et al. 2006).

Interestingly, recent work in neuroeconomics has shown that decisions under ambiguity are processed in qualitatively different ways from decisions under risk. Namely, different brain regions encode choice options and mediate the decision, depending on whether the decision is made under conditions of risk or ambiguity. More specifically, choice under ambiguity involves greater activation of brain regions associated with affective responses, in particular fear (Hsu et al. 2005). This result suggests that risk and ambiguity are processed in different ways and that ambiguous information is not simply first reduced to the expected level of risk. A visual analogy representing one psychological understanding of ambiguity is provided in Figure 1. The ambiguous image can be interpreted as either a candlestick or two faces in profile. As the
viewer can verify, we are capable of switching back and forth between seeing either the candle holder or the two faces, but we can only see one image at a time; we cannot see a combination of the images. Applying this analogy to decisionmaking under ambiguity, ambiguous choice options have multiple probability distributions of outcomes, with each having different implications for choice, and we seem to consider one at a time, instead of reducing the multiple probabilities into one “average.”

**Second departure from economic models—the outcome dimension**

In addition to treating probability assessment differently from economists, psychologists also stress that uncertainty may exist on the outcome dimension as well as over the likelihood of known events occurring. That is, there may be uncertainty about what the range of possible outcomes is or how catastrophic possible outcomes might be (Taleb 2007).

Consistent with this idea, psychologists have identified two psychological risk dimensions that influence people’s intuitive perceptions of risk. The first factor, dread risk, captures emotional reactions to hazards such as nuclear reactor accidents or nerve gas accidents, that is, things that make people anxious because of a perceived lack of control over exposure to these events and because their consequences may be catastrophic. The second factor, unknown risk, refers to the degree to which a risk is seen as new, with a perceived lack of control due to unforeseeable consequences (for example, use of DNA technology). These two dimensions have been shown to influence perceptions of health and safety risks in ways common across numerous studies in multiple countries and to explain differences between the risk perceptions of members of the general public versus those of technical experts (Slovic 1987). Responsiveness to these factors shows that the human processing system maps both the catastrophic outcome risk and the uncertainty risk of future events into affective responses and represents risk as a feeling rather than as a statistic (Loewenstein et al. 2001), consistent with System 1 processing.

The fact that dread and the unknowability of a risk increase risk perception provides an explanation for the moderating effect of familiarity on risk perception, holding constant objective information about the probability distributions of possible outcomes (Weber,
Intuitively, familiarity is associated with knowledge: knowing a certain product, game, person, or environment gives rise to the feeling of familiarity. Empirical research shows that familiarity not only breeds liking, it also breeds greater comfort, reducing dread and feelings of risk and increasing the feeling of control (Weber, Siebenmorgen, and Weber 2005). This association may be legitimate, but it may also be spurious. For instance, familiarity and reduced perception of risk may simply be due to a familiar name, as for a stock widely discussed in the financial press or a stock of a local firm (see Huberman 2001; for a survey see Barberis and Thaler 2003). But it may also be a result of personal experience with the risky option (for example, 20 years of working in a chemical plant). Interestingly, familiarity also moderates the effects of ambiguity on choice. The Ellsberg paradox (Ellsberg 1961) revealed that most decisionmakers are not only risk averse but also ambiguity averse, preferring well-specified probabilities (“risk”) to ambiguous probabilities. However, Heath and Tversky (1991) demonstrated that ambiguity aversion is not present when decisionmakers believe they are familiar with and thus have perceived expertise with the domain of choice. Many members of the general public think of themselves as experts in domains such as sports or the stock market and therefore do not shy away from choice options with ill-defined probabilities, in fact preferring them to equivalent financial lotteries with well-specified probabilities.

In sum, psychology views risk perception as an intuitive rather than an analytic response. This intuitive evaluation is influenced by associations and emotional responses, which in turn are influenced by familiarity. The more familiar a product, stock, or procedure is, the greater the liking and the lower the dread or feeling that it is unknown, even if the objective probability information about possible outcomes (whether exact or not) remains unchanged. This results in lower perception of risk, which leads to a greater involvement in the risky or ambiguous activity, such as greater investment in the stock market.

3. **The role of perceived control**

Investment decisions and risk perception are central topics in behavioral finance, and familiarity is recognized in that literature as one of several important factors in determining
investors’ behavior. Two other important factors are overconfidence and the feedback mechanisms between individual confidence and the economy.

**Combined effect**

These factors are all related and, in fact, all contribute to perceived control and often the illusion of control, which is known to affect perceptions of risk. We argue that perceived control is a key concept in understanding mania and panic, as the need for control is a basic human need that contributes to optimism bias and affects risk perception more generally. Lack of control is therefore a violation of a basic need and will trigger episodes of panic and retreat to the safe and known.

The illusion of control refers to the human tendency to believe we can control or at least influence outcomes, even when these outcomes are the results of chance events. For example, individuals often believe they can control the outcome of rolling a pair of dice in a game of craps—throwing the dice hard for large numbers and softly for low numbers (Langer 1975). Most situations outside of casinos involve a combination of skill and chance, but in such situations the illusion of control also induces people to overestimate their degree of control over adverse consequences, believing, for example, that driving is a safer means of transportation than air travel, contrary to accident statistics (Slovic 1987).

Originally defined by Langer as “an expectancy of a personal success probability inappropriately higher than the objective probability would warrant” (Langer 1975), illusory control has since been implicated in a variety of behaviors in which individuals feel inappropriately confident in either their skills or their ability to predict future outcomes, given the circumstances. It has received attention in stock market behavior and financial decisionmaking (Shefrin 2000; Shiller 2000/2005) and in portfolio diversification strategies (Fellner 2009). In financial markets, overconfidence has been tied to excess volatility, as stocks overreact to private information (Daniel, Hirshleifer, and Subrahmanyam 1998) and to poor performance (Barber and Odean 2001).
The illusion of control is more commonly found in familiar situations, in situations where feedback emphasizes success rather than failure, in situations associated with the exercise of skill (for example, situations that provide involvement in choice and competition (Langer and Roth 1975)), and in stressful situations, including financial trading (Fenton-O’Creevy et al. 2003). Social psychologists argue that the illusion of control is adaptive, since it motivates people to persist at tasks when they might otherwise give up and because there is evidence that it is more common in mentally healthy than in depressed individuals (Taylor and Brown 1988).

The illusion of control is the outgrowth and faulty overgeneralization of the human ability to predict our physical and social environment, a fundamental accomplishment that has helped homo sapiens be one of the most successful species on planet Earth. The search for patterns and predictive relationships is an ability that is inborn, automatic, and nonconscious, and its ubiquity gives rise to superstitious beliefs, including the illusion of control (Langer 1975). Given its value in the process of predicting our environment, the belief in our ability to control events has become a basic human need (Maslow 1954). Persistent failures to have such belief can lead to depression and learned helplessness (Seligman 1975), while having a sense of control is associated with better health (Plous 1993, p. 172).

**Control and uncertainty**

Perceptions of uncertainty and choice under uncertainty are both influenced by the sense of control. When people feel in control they act as if they faced risk (left column of Table 2) rather than uncertainty (right column), and they are more willing to take on risk/uncertainty, probably because they overestimate risk when they do not feel in control. It is therefore important to determine the objective situational factors and subjective internal perceptions and beliefs that trigger the perception of control and associated confidence on the one hand, and the perception of lacking control and associated panic on the other hand. The next subsection provides some answers to these questions.

### 3.1. Decisions from description versus decisions from experience
Third departure from economic models—Sources of risk information

While economists do not distinguish between different sources of information on the probability distributions of choice options, behavioral research has shown important differences in the way people make decisions when information about risky or uncertain choice options comes from repeated personal experience rather than from a statistical (numeric or graphic) description of possible outcomes and their likelihood (Weber, Shafir, and Blais 2004).

This distinction between learning from experience versus learning from description has received recent attention because ostensibly identical information about events and their likelihoods can lead to very different perceptions and actions (Hertwig et al. 2004) because different psychological processes are engaged. Learning from repeated personal experience involves associative and often affective processes that are fast and automatic—the same processes involved in risk perception and perceived control—while learning from statistical descriptions requires analytic processing and cognitive effort. Perhaps for this reason, when given the choice between attending to information provided in the form of statistical summaries or to information provided by personal experience, people are more likely to pay attention to personal experience, and its impact dominates statistical information, even though the latter is often far more reliable (Erev and Barron 2005).

Decisions from description are described well by prospect theory (Tversky and Kahneman 1992), which is based on hundreds of studies of choices between described, one-shot, risky options, typically money lotteries. In such choices, decisionmakers tend to overweight the impact of small-probability events, especially when such events have large positive or negative valence (for example, a 0.001 chance of making $5M, or a 0.005 chance of brain damage as a side effect of vaccination against measles). In contrast, decisions from experience follow classical reinforcement learning that gives recent events more weight than distant events (Weber, Shafir, and Blais 2004). Such updating is adaptive to dynamic environments where circumstances might change. Because rare events (for example, large financial losses) have a smaller probability of having occurred recently, they tend on average to have a smaller impact on the decision than their objective likelihood of occurrence would warrant. When they do occur,
however, they have a much larger impact on related decisions than warranted by their probability. This makes learning and decisions based on experience more volatile across respondents and past outcome histories than learning and decisions based on description (Yechiam, Barron, and Erev 2005). These reinforcement learning models and their predicted, more-volatile responses to small-probability risks seem to describe the general public’s (and perhaps also some domain experts’) dynamic and fluctuating reactions to small-probability risks far better than rational choice models or their psychological extensions such as prospect theory.

Experience and control

As mentioned previously, perceived control is influenced by outcome feedback, and the illusion of control is more likely to occur in contexts that emphasize success rather than failure (Langer and Roth 1975). Hence, learning from experience is important for perceived control. When people learn from experience, the reinforcement learning models described above predict that in favorable contexts (that is, environments with largely positive feedback, albeit some small risk of sizable losses) individuals will underweight the probability of losses and will grow overconfident in their ability to control losses, appearing to act in increasingly risk-seeking ways. Conversely, in unfavorable environments, we expect individuals to overweight the probability of losses and underestimate their ability to control such losses, appearing to act in increasingly risk-averse ways. There is indeed evidence indicating that individuals draw different lessons from experience than from description, especially when small-probability events are involved (Hertwig et al. 2004).

If associations with risks and resulting emotional responses arise from personal experience, they should differ significantly across individuals and groups as a function of personal history or socioeconomic circumstances. Several recent economic studies show exactly this: personal experience, such as growing up during a recession, has a long-term effect on economic behavior, including risk-taking, in the expected direction (Malmendier and Nagel 2011), and personal experience with the Great Recession of 2008 seems to shift confidence in homeownership (Bracha and Jamison 2012). Interestingly, there is evidence that experience with
a recession has an effect on perceived degree of personal agency in determining success (Giuliano and Spilimbergo 2009), which is an important component of the perception of control. Other work has documented the effect of exposure to stressors, such as violent conflict, on economic preferences, in particular risk-taking (for example, Voors et al. forthcoming). Moreover, Malmendier and Nagel (2011) show that more recent experiences have the strongest effect, as is suggested by reinforcement learning (Weber, Shafir, and Blais 2004).

In sum, there is evidence indicating that people learn differently from experience than from description, with recent experience being most influential. Since the perception of control is history- or path-dependent, with greater likelihood of illusory control in the face of continued positive feedback, we expect increased perception of control given a long and recent sequence of favorable experiences. The longer and the better a pattern in recent history is, the greater the sense of control and the lower the perceptions of risk on the part of financial decisionmakers, and the riskier their exhibited choices and behavior appear to an outside observer.

3.2. Perceived control, confidence, and panic

Confidence and mania

Extended periods of successful investment decisions (that is, successful investment in bull markets, like the real estate bubble leading up to the 2008 Great Recession) give rise to feelings of excessive confidence. As discussed above, learning from experience, with its overemphasis on recent events and associated underweighting of small-probability risks, will reduce perceptions of the risk of investment actions that may have sizable objective loss potential. Attribution biases, for example, the tendency to attribute positive outcomes to personal investment skill, but negative outcomes to bad luck (Zuckerman 1979; Van den Steen 2002) contribute to the growing feeling of perceived control and associated reduced perception of risk.

In addition to learning processes at the individual level, social processes also contribute to financial behavior leading up to bubbles. Social comparisons provide incentives to keep up with those who reap benefits from perhaps questionable actions, both for ordinary investors
(Schoenberg 2007; Schoenberg and Haruvy 2009) and for sophisticated investors. Kindleberger observed that during the dot-com bubble, social comparisons among venture capitalists resulted in investors’ fearing being left behind (Kindleberger and Aliber 1978/2005). Another level of social amplification is provided by the financial media’s coverage of investment successes and the causal stories built around them. Examples of such stories include the wide range of laudatory articles and books on the East Asian economies during the late 1980s and early 1990s, including a 1993 World Bank report titled “The East Asian Miracle.” Investment success fosters an emotional sense of safety and control, which investors justify to themselves and others by developing models or less formal stories of how things work. Having a model or “story” of the world is argued to be important in forming bubbles and to result in surprising crises (Shiller 2000/2005; Akerlof and Shiller 2009; Reinhart and Rogoff 2009).

Panic

Events suggesting that existing beliefs of control are illusory—when individuals or groups realize that they can no longer predict and hence control important (financial) events and outcomes in their lives—lead to panic, a strong negative emotion designed to motivate protective action. Such emotional reactions can be seen as an adaptive early warning system, evolution’s way of jolting us out of our habitual way of doing things, counteracting our strong status quo bias (Samuelson and Zeckhauser 1988).

Black swan events, that is, the occurrences of something previously considered outside of the plausible range of events, signal that our current mental model of the risky or uncertain processes is inadequate or faulty (Taleb 2007). Hence, a reassessment of the risks and benefits of different choice options is necessary and short-term protective action may be required. Such a signal indicating that we have an incorrect model of the world and hence may not be able to predict or control consequences essentially reactivates the second psychological risk dimension identified by Slovic et al. (Slovic et al. 1981; Slovic 1987) (see Table 2, right column), fear of the unknown, which previously may have been assuaged by repeated successful personal experiences with the risky choice options.
We deal with the potential threats of new and complex environments or technologies by forming a mental model of how the new technology and/or environment works. This model gets tested by repeated exposure, that is, by sampling these risky options and observing resulting outcomes. The absence of negative consequences and the occurrence of essentially predicted outcomes make us confident in our understanding of how things work and our ability to control adverse consequences. Both the complexity and riskiness of these new technologies or environments may be underestimated in the face of positive feedback. When we subsequently receive a signal contradicting our model, we no longer know what to do, and panic results.

A nonfinancial example of panic-inducing events that shake our sense of understanding a technology and hence upend our feeling of control over possible adverse catastrophic consequences is nuclear power accidents. Interestingly, it was U.S. public opposition to nuclear power in the 1950s that triggered the investigation of the psychological risk dimensions discussed above. At that time, the nuclear power industry commissioned psychologists to explain to them why public perception of the relative risk of nuclear power generation (compared with other fuel choices like coal) was so different from engineering models and estimates. A better understanding of public fears led to a re-description of energy choices that resulted in greater acceptance of nuclear power, and during the 1960s and 1970s the number of reactors under construction globally increased continually. The Three Mile Island accident in 1978, a partial nuclear meltdown, was a significant turning point in the global development of nuclear power, despite the fact that only small amounts of radioactive gases and radioactive iodine were released into the environment (International Atomic Energy Association 2008). Public panic about our insufficient understanding and control over a dangerous and complex technology was expressed and amplified by the media, who used sorcerer’s apprentice story lines in movies like “The China Syndrome.” The 1986 Chernobyl accident reinforced concern about gaps in our understanding of the risks of the technology, and the recent Fukushima Daiichi accident showed that existing backup plans to provide coolant to reactor cores had dangerous gaps under national disaster conditions.
The feeling of panic, an extremely aversive emotion, motivates us to turn away from dangerous new technologies or environments and toward the old and familiar, whether this means embracing a known technology, like coal-generated power with its known risks of climate-changing emissions, or moving our assets from mortgage-backed securities to gold.

Just as social processes amplify individual responses and reactions during periods of perceived control and (over)confidence, social processes also amplify the perceived loss of control and feelings of panic (Kasperson et al. 1988). During the East Asian financial crisis, for example (see Table 3), previously glowing media coverage of the East Asian Miracle gave way to new buzzwords such as “crony capitalism,” “spontaneous privatization,” and “destabilizing speculation” (Kindleberger and Aliber 1978/2005, p. 158; Knoop 2008). In addition to economic consequences, the psychological impact of the new “junk bond status” of sovereign debt in South Korea, Thailand, and Malaysia, after being downgraded by Moody’s in December 1997, contributed to creditor panic and bank runs.

Evidence that panics give rise to a redesign of existing mental models of complex technologies and environments comes from the fact that recent financial crises appear to affect subsequent events. Once the mental model is challenged, perceived control is lost and investors seem to retreat from all markets where they held a similar mental model. That is, investors shift from perceived control to perceived lack of control, which leads them to avoid similar investment environments, even if the triggering event resulting in loss of control originated in a different market.

**Example**

The East Asian Crisis in the late 1990s and the following crises in Russia and Brazil are a nice illustration of such overgeneralization. Psychology tells us that risk and uncertainty are, at least in part, emotional constructs influenced by the causal models of the world people form to fit their personal experience. The longer these models are confirmed or not violated by the data, the more confident people grow in their model and the lower their perceptions of risk or uncertainty. Hence, the longer the period of reassuring feedback, the greater the increase in
risk-taking and the higher the likelihood of falling into an illusion of control. Importantly, the state of feeling in control is discrete: people either feel in control (with the risk of illusory feeling of control) or they feel lack of control. The sense of control or predictability collapses when a casual model is violated, especially if the violation follows a long sequence of reassuring experiences and if there is no alternative model people can rely on. The response in such an event tends to be a panic response, reflected in retreat from all markets governed by the violated model, until a new model emerges. These elements were all present in the East Asian Crisis: For several years preceding the crisis, East Asian countries experienced consistently high annual GDP growth and high growth in their stock markets. In the five Asian countries most strongly impacted by the crisis, average GDP growth was between 5 and 10 percent per year, and the stock market increased between 256 and 934 percent in just a few years since 1987 (see Table 3). This several-years-long positive record led to large foreign capital inflows and the “Asian Miracle” label (Kindleberger and Aliber 2005, 156–158). The label reflected investors’ confidence and their mental model of the investment environment in Asia, namely, the belief that the “emerging economies” of East Asia were a miracle, shifting from a negative to a positive investment environment and the belief that it would continue to be positive. Indeed, when the crisis hit East Asia it was regarded as “…the least anticipated financial crisis in years” (Radelet and Sachs 2000).

Importantly, the “Asian Miracle” label also reveals that Asian countries were regarded as a single group. When the crisis began in Thailand in July 1997, it quickly spread to other East Asian countries, with a rapid reversal of private capital inflows. As Radelet and Sachs (2000) write, “the Asian crisis can be understood as a ‘crisis of success,’ caused by a boom of international lending followed by a sudden withdrawal of funds. At the core of the Asian crisis were large-scale foreign capital inflows into financial systems that became vulnerable to panic.” “By early 1997,” they add, “markets expected a slowdown—even a devaluation crisis—in Thailand, but not in the rest of Asia. Indicators as late as the third quarter of 1997 did not suggest a financial meltdown of the sort that subsequently occurred.”
Our account of the perception of control fits well: investors formed a mental model applicable to all Asian countries, and they grew confident in this model of a “miracle” as the Asian economies experienced years of abnormal positive economic performance, confirming the “miracle” model. Once one of these countries—Thailand—collapsed, it violated investors’ favorable mental model regarding (all) Asian countries; investors lost their sense of control and cashed out in other Asian markets, leading to the Asian meltdown.

Following the Asian crisis, Russia and then Brazil were also subject to currency attacks that resulted in financial crises. The Russian and Brazilian experiences can be thought of as a contagion from the Asian crisis, due to investors’ overstating the perceived similarities between these countries. If investors think of countries in broad categories—say, developing countries—a crisis that shakes investors’ mental model of the markets or perceived control in investment in one country may spill over to other countries in the domain. Indeed, Corsetti, Pesenti, and Roubini (1999), discussing the spread of the crisis to Brazil, noted that "investors overrated the perceived similarities, in terms of macro conditions, between Brazil and Russia, thus overlooking structural differences within the highly heterogeneous group of 'emerging' economies." Krugman summarized this in an interview prior to the Russian devaluation (Lahóz 1998): "If you look at the domestic and foreign balances, you realize that the Brazilian economy is decelerating. Under normal circumstances, you could consider adopting expansionary monetary measures. The necessary side effect is currency depreciation. But one thing is certainly: now is not the time to devalue the exchange rate. Not with such unstable financial markets. In my view, the main contagion of the Asian crisis in Brazil is psychological: the financial market today associates devaluation with lack of control and catastrophe. Because of that, Brazil must wait until everything settles down. There’s a funny side: if the mark falls, there will be no sign of panic in Germany. But all the countries that are lumped together with the Asians have to be very careful in the present moment. Unfortunately, that’s still the case of Brazil".
4. Economic models of financial panics

How do we think about (aspects of) panic within economics? In this section we briefly describe macroeconomic models of informational cascades, sunspots, macroeconomic frictions, and fire sale externalities that, although not models of panic per se, capture aspects of panic, including its unexpected timing and/or the resulting drastic, amplified, coordinated actions. We briefly describe these models by pointing out the mechanisms suggested in these models that allow for panic-type behavior. We show that these mechanisms do not capture the psychological insights suggested in this paper, and we suggest possible ways to incorporate the psychological insights into economics, by focusing on models of individual decisionmaking.

Models of partial informational cascades, such as Lee (1998), capture the drastic and sudden change of actions during financial crises. In fact, Lee's model is consistent with the stylized facts of price movement before a crash, namely, a boom, followed by euphoria, then a trigger event and panic. The idea is that agents receive private information, but due to transaction costs, some of this private information will be hidden, that is, not reflected in prices. This information is hidden because some agents with weak signals find it unprofitable to trade. However, once an agent receives a signal strong enough to warrant different action than previously taken, his or her action reveals that information to all. This revelation triggers action by all agents who previously received similar yet weaker information—that is, a signal that was not strong enough to warrant an action and hence was kept hidden. The greater the amount of hidden information accumulated in the market, the stronger the reaction to the triggering signal will be. If there is enough hidden information, a triggering signal will generate large avalanches that can be viewed as “panic.” In other words, “panic” in this model is rooted in information aggregation and follows the revelation of new information.

Models of multiple equilibria with the possibility of sunspots capture some aspects of panic as well, although in a very different fashion. To illustrate this we use the seminal paper by Diamond and Dybvig (1983), which focuses on bank runs, but is applicable more broadly. Specifically, a bank's liabilities are deposits, which are liquid and yet are invested in projects
(for example, profitable technology) that are not as liquid. The bank can credibly pay high returns on deposits (higher than attainable by just keeping the money at home), even if these deposits are withdrawn before the project is completed, only the amount that is withdrawn early is limited. Diamond and Dybvig (1983) show that in such an environment, there are two possible equilibria—a good one and a bad one. In the good equilibrium, only those who must withdraw early do so, the project is completed, and everyone is better off. In the bad equilibrium, depositors panic en masse and create a run on the bank by withdrawing early. In this case, due to the mismatch of liquidity, even a healthy bank will fail and some depositors will lose their money. Ending up in the good or bad equilibrium is a matter of coordination, since if everyone withdraws early the best response is to withdraw money as well. Yet, if there is no bank run, the best response is to keep the money on deposit till maturity (unless one must withdraw early). Hence, this is an example of a situation in which, in the absence of new information, a bank run or, more generally, a panic can occur.

Models of multiple equilibria of the type illustrated above capture the possibility of “panic” in the sense of “fright without a cause.” Yet they do not explain why coordination on a particular equilibrium occurs. “Sunspots”—unrelated events or signals that trigger a different equilibrium—are assumed to be arbitrary. Nevertheless, we believe that such models are a natural entry point to incorporate possible influences of the perception of control and that the events that trigger a switch in equilibrium may not be as arbitrary as they appear to economists. Signals that appear to cause individuals to converge on a specific equilibrium may not be signals of coordination per se; rather, they may spark a common perception of control or lack of control. One can think of modeling a process to capture the evolution of (the illusion of) control; signals or events that affect dimensions important for control, along the lines we lay out in this paper, would likely trigger a change of equilibrium, while signals that do not play on important dimensions for control would not affect the market.

The logic behind the mechanism of a bank run—that is, a situation in which, due to a liquidity mismatch, a fear of a bank run is self-fulfilling—is applicable to firms and countries as well. If lenders fear a firm will be unable to meet its obligations, they will not renew or make new loans
to the firm. This could be devastating, even for a healthy firm, especially if the firm relies on short-term loans to finance long-term projects or holds otherwise illiquid assets. An idea along these lines is captured in models of frictions or fire-sale externalities, which illustrate mechanisms that amplify or help to generate business fluctuations. The amplification effect may be seen as panic, and we use two seminal papers in this strand of the literature—Bernanke and Gertler (1989) and Bernanke, Gertler, and Gilchrist (1999)—to illustrate the basic idea. In these models there are borrowers (entrepreneurs) and lenders, but only the entrepreneurs know the realized return on capital. The lenders, if they wish to verify the true return on capital, need to accept an “auditing” or agency cost (for example, the cost of bankruptcy). These costs are relevant only in bankruptcy, and the lender must be compensated for this risk. Quite intuitively, the more the entrepreneur invests in the project with internal funds, the lower the chance of bankruptcy (that is, the lower the risk of being unable to meet the loan’s terms), and hence the less the lender needs to be compensated for this risk. Yet if there is a negative shock that harms the borrower’s cash flow or the value of the firm’s assets so that the firm has less money to invest, the chance of bankruptcy increases, and external funds become more expensive. This leads to lower lending, less investment in capital, and lower productivity in future periods, which then leads to further reductions in lending and investment. Hence, the existence of agency costs creates a feedback loop that helps to propagate bad (and symmetrically good) times, where bad times are reflected in either bad balance sheets of the borrower or a negative productivity shock in the economy. A similar effect, in which a temporary shock may generate large and persistent movements in output, can also be captured using durables as collateral (for example, Kiyotaki and Moore 1997).

The above models, although representing only a very small number of studies, reflect the main mechanisms considered in the economic literature to capture some of the aspects present in episodes of panic. The mechanisms considered in the literature are problems in information aggregation (partial informational cascades), coordination (sunspots), and frictions or fire-sale externalities that give rise to a feedback mechanism that amplifies an initial temporary shock. The insight proposed in this paper—that a perceived loss of predictability and control gives rise
to panics—is not represented in these models. However, the proposed dynamics surrounding the perceived loss of control can inform these models. As previously suggested, it is possible that the seemingly arbitrary and irrelevant signal that triggers coordination on a bad equilibrium (that is, the sunspot) is not as arbitrary as it seems and may need to have specific characteristics. In particular, it may need to be an event that falsifies agents’ mental model or understanding of the world, leading to a perceived loss of control—a sudden fright without necessarily an economic cause.

How can we incorporate the insights from psychology to economic models?

There are two important elements in the psychological account of panic: (1) recognition of two regimes: (a) perceived control and (b) perceived lack of control and (2) learning from experience. We usually feel in control, and this is the relevant regime for existing decisionmaking models. Panic occurs when we slip into the second, lack-of-control regime in which agents do not know what to do. We suggest below three possible manners of addressing panic within economics: (1) by modeling panic as a switch from optimism to pessimism, (2) by using models with two layers of uncertainty, in which the additional layer captures the two perceived control regimes, and (3) by using experience-based models of reasoning.

Switching between optimism and pessimism

Switching between two extreme views of the world—either focusing on the best- or the worst-case scenario—can be captured using the variational preference framework (Maccheroni, Marinacci, and Rustichini 2006). The variational preference framework subsumes the max-min expected utility model of Gilboa and Schmeidler (1989) and the multiplier preferences model of Hansen and Sargent (2001). In this approach the individual takes the best action, given the worst-case scenario—a play against a malevolent nature—which is constructed to capture ambiguity aversion. Although it is presented as a model of ambiguity aversion, Bracha and Brown (2012) show that this approach has the alternative interpretation of pessimism, by assuming that the worst case is the most likely one. Furthermore, considering the best-case scenario instead—a max-max expected utility—gives rise to Bracha and Brown’s affective
decisionmaking model (ADM), a model of optimism bias. Interestingly the two approaches can be represented as a maximization of a composite function \( J(U(x)) \), where \( J \) is a function over the utility of consumption \( U(x) \). When \( J(\cdot) \) is convex, the ADM representation—optimism—arises; when \( J(\cdot) \) is concave, variational preferences—pessimism—arise.

Uncertainty is represented by a set of possible probability distributions where the agent does not know which distribution is the correct one. In other words, the agent has several models of the world but does not know which model is the true one. Panic, as we describe it, occurs when the current model of the world, based on past experience and especially on recent past experience, is shattered. An example would be an optimistic agent who thinks that the world functions according to the best-case scenario; once an event or signal contradicts this rosy view of the world, it triggers a fundamentally different view, a feeling that the worst may happen, meaning extreme pessimism. We can therefore think of panic as a trigger that moves the agent from convexity to concavity of the function \( J(\cdot) \), that is, from optimism to pessimism.

Note that switching from confidence to panic or, as suggested above, from optimism to pessimism, is reminiscent of the notion of shifts in investor sentiment in finance. Investor sentiment relates to different regimes of control, in our terminology. In their model of investor sentiment, Barberis, Shleifer, and Vishny’s (1998) investors shift between two different models of the world, in which investors believe that earnings are either mean-reverting or continuing a trend. We similarly suggest that investors switch between an optimistic and a pessimistic model of the world in which perceived control allows putting most decision weight on the best-case scenarios and where the absence of perceived control mandates putting most decision weight on the worst-case scenarios.

Under this approach, the set of possible probability distributions (or models of the world) remains unchanged. The difference is whether the agent focuses attention on the best-case or the worst-case scenario. Another way to represent our approach is to think of the set of possible probability distributions (over future states of the world) that the agent considers as his or her model of the world. Any sequence of realizations not consistent with probability distributions
in the set would violate the agent’s model of the world. In other words, panic may be captured by the need to introduce an additional layer of uncertainty: uncertainty over which sets of possible distributions need to be considered. It is possible to think of a hierarchy of sets, where smaller sets represent better knowledge and greater confidence as to which is the true model of the world. When a sequence of realizations is inconsistent with the set that the agent is currently considering, a panic is triggered. In this case, panic can be represented as a switch to considering a larger set of probability distributions, possibly even the full universe of distributions. Considering a larger set of possible probability distributions reflects the agent’s loss of confidence that he or she holds the true model of the world. Here, panic is represented by the size of the set considered, not by switching among decision rules or ambiguity attitudes.

Another framework to address panic that may be most fruitful in application to macroeconomics, is the “fragile beliefs” framework of Hansen and Sargent (2001). In this framework there are two sources of uncertainty: uncertainty due to model misspecification and uncertainty over which model to consider. While in their paper Hansen and Sargent are concerned with consumption growth, we can adopt their framework to a situation in which the background model selection captures the two regimes—perceived control and perceived lack of control. The psychological view of panic also suggests that the weights put on the two possible models or regimes by individuals are not continuous, but rather a 0-1 function.

**Experience-based learning**

We have argued that an important difference between the economic and psychological approaches to risk perception is the recognition of a difference between learning from experience and learning from description. Evidence suggests that learning from experience dominates if both types of learning are present. Given the importance of experience in general, and in contributing to the illusion of control and the destruction of perceived control, models of experience-based learning such as Gilboa and Schmeidler’s (1995) case-based decision theory are also relevant. In addition, recent studies such as Fuster, Hebert, and Laibson’s (2011)
“natural expectations” show the potential relevance of recent data in explaining asset prices dynamics.

Case-based decision theory suggests that decisions are based on past experiences: each agent has a memory set of cases, namely, all past events, the action taken at each event, and its outcome. Each such past event is judged in terms of similarity to the current decision situation. Based on the memory set and similarity function, the decisionmaker takes the action that is expected to yield the best outcome. Gayer and Gilboa (2012) present a model of switching between rule-based and case-based reasoning. Taking this framework, we can think of rule-based reasoning as the state in which the agent has a model of the world, analogous to the regime of control in our terminology.

5. Discussion

In this paper, we propose a psychological account of financial panics in the tradition of providing psychological motives for economic behavior and applying dual process theory, in which System 1 associative and emotional processes influence and often compete with System 2 analytic processes. At both the individual and collective levels this results in responses that are overly influenced by recent events and thus overly volatile relative to a rational analysis of encountered situations.

Specifically, we propose a central role for the need for control, a human motivation so important for survival in complex and potentially dangerous environments that the search for prediction and for causal mental models of phenomena has become automatic and ubiquitous. Causal mental models for nonscientists typically take the form of stories, one of Akerlof and Shiller’s (2009) animal spirits—a insightful acknowledgement even if somewhat mislabeled (in that stories are not emotions).

The explanatory power of stories or narratives is typically tested with some confirmation bias (Klayman and Ha 1987), leading to overreactions in either direction, meaning overconfidence in a benevolent environment or overreaction in the face of apparent malevolence. Fluctuations
from irrational exuberance to panic and back again contrast with a much more moderate, rational, Bayesian updating of beliefs in the face of changing evidence. Part of this difference is no doubt due to the difference in processes assumed to be used by the rational versus the descriptive account of belief updating in the face of changing evidence. The rational account represents belief in the form of probability distributions over possible states of the world and assumes that updating is done in a continuous fashion. The descriptive account proposed in this paper represents belief more discretely, for example, in the form of a small number of competing narratives (typically two) and assumes that people alternate between these two. Such alternation is analogous to the perception of ambiguous visual images like the one shown in Figure 1. We are capable of switching back and forth between seeing a candlestick or two faces in profile, but we cannot see both at once, nor any image halfway in between. The common practice of substituting a small number of discrete scenarios for a continuous distribution of possible probability distributions of future states of the world in many strategic planning contexts, from oil exploration (Schoemaker 1991) to climate change mitigation (Morita et al. 2001) suggests that the processing of discrete states of the world is a more natural process for even relatively sophisticated human decisionmakers.

Instances of overreaction in the direction of irrational exuberance and panic must have some evolutionary advantage, given their continued existence despite repeated experience of their inaccuracies. The illusion-of-control literature makes this argument for the overconfidence that results from the excessive perception of control, suggesting that overconfidence may make us persist at tasks that we might otherwise abandon. An argument for an evolutionary advantage can also be made for self-protective actions taken in response to panic or excessive pessimism, since the System 1 response of taking self-protective action enables System 1 and 2 processes to safely collect additional information to generate a new narrative that makes the environment predictable again. Future research may want to examine the contribution of overconfidence and panic to individual and public welfare, and the way these two conflicting animal spirits keep each other in check.
Given the important supporting role played by the illusion of control in triggering periods of exuberance and panic outlined in this paper, it is useful to speculate about situations that may enhance or reduce the illusory perception of control or illusory beliefs in a lack of control and their potentially negative consequences. Gaining a better understanding of the preconditions of panic may enable us to better predict instances of panic or to design choice environments that maximize the positive consequences and minimize the negative consequences of automatic System 1 processes that are hard to inhibit (Johnson et al. in press). The connection between decisions based on experience and the illusion of control (with implications for reduced perception of risk and increased apparent risk-taking) suggests that long periods of positive feedback enhance perceived control and confidence in the causal narrative believed to underlie the experienced success. The greater the confidence in the ability to predict and control outcomes and risks, the larger will be the panic when such assumptions are proven wrong. Hence, we would expect a negative signal to have a higher likelihood of causing panic when agents both hold a clear testable (simple) model and their recent experience is a long sequence of positive outcomes. The complexity of the situation or phenomenon will most likely interact with these dynamic processes; that is, one would expect it to take longer to feel control over more complex phenomena, but also expect a greater likelihood of the perception of loss of control and panic for complex phenomena. The illusion of control has been shown to be greater under stressful conditions. Under stressful conditions, to which complexity contributes, the need to gain a feeling of control by adopting a narrative is greater than under more benign circumstances, as doing so is a way to manage such stress (Fisher 1986). Yet once such a narrative is proven wrong, the feeling of lack of control would likely be stronger, since the stress and complexity make it more difficult to find an alternative narrative and regain control.

Little research exists on individual differences in susceptibility to the illusion of control or susceptibility to panic. Our account suggests that more-successful people may be more susceptible to it, but this hypothesis awaits testing. Somewhat contrary to this hypothesis, there is some evidence of the negative consequences of the illusion of control in financial trading. One study followed 107 traders in four London banks and found that those with the highest illusion
of control performed the worst, as measured by managers’ ratings of performance and by total remuneration (Fenton-O’Creevy et al. 2003).

Are there any actions that policymakers or institutional systems could take to prevent or minimize reactions of panic during financial crises? For example, are there different types of messages that could induce different degrees of feeling in control? The account of panics proposed in this paper suggests that a crucial role that policymakers could play would be to provide investors with new, compelling narratives about the market or about a commodity in crisis, to supplant the narrative that has shattered existing narratives (for example, the belief that some banks, such as Lehman Brothers, are too big to fail). Providing new, simple, positive narratives that provide guidance to action could fill the vacuum left by disproven narratives that, in the absence of intervention, give rise to panic and narratives of gloom and doom.
References


