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1 Introduction

For the last two decades, energy production has been characterized by renewables.1

Conventional energy is deterministic, and as such, easy to predict. Wind energy,2

however, possesses stochastic features, so prediction is a tough task. Research3

may focus on predicting wind speed and transforming these predictions into wind4

power forecasts. Such a mapping from wind speed to wind power is often done5

by using the manufacturer’s power curve. However, Wu and Hong (2007) suggest6

to use a power curve created by measured wind speed. Alternatively to simple7

mapping, wind power can be predicted directly by, e.g., a time series or regression8

approach. We compare several wind power forecasting models and evaluate their9

accuracy.10

In the literature, forecasting models are classified into short-term, medium-term11

and long-term methods. Although this arrangement is mildly diffuse, short-term12

forecasts are usually ones that aim at a forecasting horizon of up to six or twelve13

hours. For instance, Lei et al. (2009) make that determination.14

Wind power data hold a high degree of persistence. Thus, in wind power forecast-15

ing, a hard-to-beat benchmark for all newly developed prediction methods is the16

persistence model (i.e. x̂t+k = xt). For example, Giebel et al. (2011) emphasize17

its importance and point out its surprisingly well prediction performance, at least18

for very short forecasting horizons. Another established class of benchmark pre-19

diction models are time series approaches. The univariate type of these models is20

the autoregressive process. Moreover, we present a vector autoregressive process21

that is able to capture linear interdependencies.22

Wind speed, as the most important explanatory variable for wind power predic-23

tion, shows a strong diurnal pattern which can be modeled using a Fourier series.24
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A method based on persistence and daily wind speed patterns is the Wind Power25

Prediction Tool (WPPT), as discussed by Nielsen et al. (2007). Croonenbroeck26

and Dahl (2014) generalize the idea by adding wind direction as an explanatory27

variable and also make use of the a-priori known power range of the turbine, i.e.28

the fact that there are predetermined boundaries of wind power forecasts. The29

result, named GWPPT, improves forecasting precision by a severe degree.30

Wind speed prediction is mostly done by univariate time series models. How-31

ever, there are alternative ideas such as artificial neural networks or fuzzy logic32

models. An impressively simple idea is the one of the Mycielski algorithm. The33

algorithm developed by Ehrenfeucht and Mycielski (1992) is originally proposed34

as a pseudorandom number generator. An application as a universal prediction35

method is refined by Jacquet et al. (2002). Finally, Hocaoglu et al. (2009) use36

the method to predict wind speed as measured at three different sites in Turkey.37

More recently, Gan et al. (2012) apply the method to three sites whose locations38

are not revealed.39

The Mycielski algorithm has its similarities to Markov chain models. Markov40

chain models build up transition probabilities from one condition to another.41

Thus, they learn from the history of the whole data set. As a simplification of42

that, the Mycielski algorithm directly picks values out of the history as predic-43

tors. By using the successor of the longest matching string in the history of data44

that is identical to the string in the most recent history, it uses the historic value45

that represents the most probable predictor. Although this approach does not46

stem from a parametric statistical model, Hocaoglu et al. (2009) as well as Gan47

et al. (2012) find good forecasting performance for the algorithm when used as a48

wind speed prediction method.49

Instead of using the Mycielski algorithm as a wind speed forecaster, we evaluate50
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its qualification as a wind power forecaster. The results are compared to WPPT,51

GWPPT, persistence and the time series models. Since Mycielski is positioned as52

a short-term forecaster, results for horizons of 1 step ahead and 12 hours ahead53

are presented.54

The article is organized in the following way. A description of the analyzed data55

is given in Section 2. Thereafter, Section 3 shortly introduces the tested Myciel-56

ski algorithm, WPPT, GWPPT and the time series models. In Section 4, results57

are discussed. Finally, Section 5 concludes the obtained findings.58

2 Wind Power Data59

The wind power data set used in this study is a high-frequency series collected60

in Eastern Germany. The in-sample fit and the out-of-sample forecasts are cal-61

culated for four different Fuhrländer FL MD 77 turbines of one wind park. The62

observed wind park is situated in a rural plain region. The area has a slight63

roughness with fields and some forests. Due to a non-disclosure agreement, the64

specific locations cannot be revealed.65

The turbines, labeled Turbine A to D, exhibit a power range of each [0; 1500] kW66

and write sensor data to log files at a frequency of ten minutes. The observed time67

frame spans from Nov. 1, 2010 to Nov. 5, 2012, so there are 105984 observation68

per turbine.69

3 Forecasting Methods70

This Section provides an overview of the wind power prediction models investi-71

gated in this article. Assume that a forecast for time t + k is desired, based on72
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historical data for time 1, 2, . . . , t− 1, t. Typically, the Mycielski algorithm picks73

a short pattern of the most recent history and searches the entire history for that74

pattern. Say, the pattern is denoted as p ∈ Rd and consists of d elements. In the75

simplest case, d = 1, so p = xt. Every successor of historic observations that are76

identical to xt are then possible predictors for time t + 1. In the more general77

case of forecasting horizons k > 1, the kth successor of that observation would78

be the predictor.79

Whenever multiple candidates are found, d is increased by 1, so in the second80

step, d = 2 and p = (xt−1, xt)T . That pattern is searched again. The algorithm81

continues until the longest matching chain is found. It is assumed that the re-82

spective successor of the longest matching chain is the most probable predictor.83

Formally, Hocaoglu et al. (2009) note the algorithm as follows. The forecast is84

calculated as85

x̂t+k = ft+k (x1, . . . , xt) , (1)

where f(·) performs the iterative search algorithm: Let µ be the index of the kth86

successor of the longest matching string, which itself ends at index o. Then µ is87

found by88

µ = arg max
L

(xt = xo, xt−1 = xo−1, . . . , xt−L+1 = xo−L+1) , (2)

where L denotes chain length. Thus, it follows that ft+k (x1, . . . , xt) = x̂t+k = xµ.89

As data are usually decimal values, it is unlikely to find long strings that exactly90

match the search pattern. To overcome this, Hocaoglu et al. (2009) transform91
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the data. They use rounded integer values during the search process. An alterna-92

tive to this is not to search for exact matches in the history, but only for similar93

ones. This fuzzy search method can be applied by searching for chains that may94

not match exactly, but only lie within a certain tolerance interval. In that case,95

tolerance becomes a parameter of the model (denoted as τ , interval width is 2τ ,96

then) which can be optimized from the data. One way of optimization would97

be to calculate a set of pseudo-out-of-sample predictions using several values of98

tolerance and then pick the tolerance that provides the best forecast.99

WPPT is based on a dynamic regression approach. It takes wind speed as a100

regressor and captures diurnal periodicity by a Fourier series of time of day ob-101

servations to estimate the parameters of the model102

x̂t+k = m+ a1 · xt + a2 · xt−1 + b1 · wt+k|t + b2 · w2
t+k|t + dc1 · cos

(
2πdt+k

144

)

+ dc2 · cos
(

4πdt+k
144

)
+ ds1 · sin

(
2πdt+k

144

)
+ ds2 · sin

(
4πdt+k

144

)
+ εt+k, (3)

where wt+k|t is wind speed at time t+ k given at time t, dt is time of day for ob-103

servation t and εt+k is assumed white noise. The important wind speed forecasts104

may stem from numerical weather predictions (NWP) or from statistical models105

themselves.106

The generalization of this, GWPPT, is based on the same idea, but uses wind di-107

rection as an additional explanatory variable. Furthermore, the data is modeled108

as both-sided censored: Each wind turbine is produced to operate at a certain109

range, the so-called power range. The range is provided by the manufacturer.110
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For example, Fuhrländer FL MD 77 turbines are designed to operate at a max-111

imum load of 1500 kW, so it can be assumed that any forecast that lies outside112

of an interval of [0; 1500] is wrong. GWPPT makes use of this a-priori known113

information. The model imposes the following structure on wind power:114

x∗t = η(zt) + εt, (4)

where zt is the vector of explanatory variables, η is a linear function of zt, and εt115

is an assumed Gaussian error term. GWPPT imposes a censored data structure,116

so that117

xt =



l, x∗t ≤ l

x∗t , x∗t ∈ (l, u)

u, x∗t ≥ u,

(5)

where l and u are the lower and upper censoring points. Parameters are estimated118

using a generalized probit model. In the end, due to assumed Gaussian errors,119

the forecast is calculated by120

x̂t+k = (Φ(f2)− Φ(f1)) · x∗t+k + (φ(f1)− φ(f2)) · σ̂ + u · (1− Φ(f2)), (6)

where121

f1 = l − x∗t+k
σ̂

, (7)

f2 = u− x∗t+k
σ̂

, (8)
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and φ(·) and Φ(·) denote normal PDF (Probability Density Function) and CDF122

(Cumulative Distribution Function), respectively.123

Of course it is desirable that a model is able to beat the naïve prediction model124

x̂t+k = xt. Alternatively, we use a second type of crude benchmark models, au-125

toregressive and vector autoregressive approaches. These models are often used126

in the context of wind speed and wind power prediction. Taylor et al. (2009)127

expand these approaches and introduce periodic regressors and a fractional in-128

tegrated component. Here, we consider AIC-based AR(p) and VAR(p) models129

as benchmarks. These processes are easily estimated by solving the Yule-Walker130

equations. This guarantees a stationary solution and saves computing time. The131

Akaike Information Criterion is used to select the appropriate model order. Con-132

cerning the VAR(p) process, we use wind power, wind speed, wind direction and133

exterior temperature as response variables Xt. The autoregressive and vector134

autoregressive models of order p are given by135

xt = ψ(B)xt−1 + wt, where {wt} ∼ WN(0, σ2) (9)

and136

xt = Ψ(B)xt−1 + wt, where {wt} ∼ WN(0, σ2), (10)

where xt is anm×1 vector. Moreover, wt is a white noise error and wt is anm×1137

vector white noise error term. The backward shift operator B is BlXt = Xt−l.138

ψ(B) and Ψ(B) are polynomials defined by ψ(B) = 1 − ψ1B − . . . − ψpBp and139

Ψ(B) = 1−Ψ1B− . . .−ΨpB
p. Note that Ψ is an m×m transition matrix which140

maps the dependency of xt on xt−1, . . . ,xt−p.141
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Eventually, we investigate three sophisticated models (Mycielski, WPPT and142

GWPPT) and three common benchmarks (persistence, AR and VAR).143

4 Results144

For this article, out-of-sample forecasts are calculated. Initially, roughly 60% of145

the entire time frame (approximately 60000 observations) are used as training146

data. The considered high frequency observations for the in-sample model cali-147

bration start from November 1, 2010 and reach to December 7, 2011. For WPPT,148

GWPPT, and the autoregressive models, we calculate the forecasts using a rolling149

window of fixed size. To conserve processing time, 4000 forecasts are calculated,150

both for one step ahead forecasting horizon (10 minutes) as well as 72 steps ahead151

(= 12 hours).152

To find the optimal tolerance level τ , we perform out-of-sample predictions for153

τ = {0, 1, 2, 3, 4, 5} as described above. Figure 1 depicts RMSE and MAE at154

given tolerance levels for 1 and 72 steps ahead and all turbines. Most curves155

suggest a slight decrease in aggregated forecasting errors for τ = 2, with a weak156

tendency of decreasing values for increasing tolerance. Table 1 shows average per-157

forecast chain lengths dependent on τ . Lengths increase for increasing tolerance158

levels, but the percentage inflation of lengths declines after τ = 2. These findings159

suggest to use a tolerance level of τ = 2. This parametrization provides a trade-160

off of well forecasting performance and parsimonious specification. Therefore, all161

further results are calculated using τ = 2.162

Figure 2 presents out-of-sample forecasts’ behavior in a typical power curve di-163

agram. WPPT returns forecasts x̂t+1 < 0 for wind speeds below 2 m/s. In the164

area of 5 m/s, GWPPT overestimates. Between 8 and 10 m/s, GWPPT and165
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WPPT underestimate. Above 12 m/s, Mycielski and persistence underestimate,166

while WPPT strongly overestimates above 13 m/s (several forecasts are even167

x̂t+1 > 1500). As expected, GWPPT converges asymptotically against l = 1500.168

AR, VAR and persistence perform similarly. Only in the sparse upper right area,169

the spreads between the curves become slightly wider. Results for the other tur-170

bines look similar and are presented in the four panels of Figure 3.171

Figure 4 shows actual values and the forecasts in a time series comparison plot.172

Note that the ordinate is differently scaled for WPPT, since as described above,173

there is no predetermined limit of domain for this method. Mycielski forecasts174

are more volatile than the other ones, possibly due to the fact that there is no175

means of capturing persistence of data for this forecaster.176

Figure 5 presents results for forecasts 72 steps (= 12 hours) ahead. While WPPT177

and GWPPT still follow the actual power curve comparably well, Mycielski, AR,178

VAR and persistence perform badly. The four panels in Figure 6 show similar179

results for all of the four turbines. Figure 7 depicts the time series for 12 hours180

forecasts for turbine A. WPPT and GWPPT perform well (again, for WPPT,181

the ordinate has different scaling), but Mycielski is even noisier than for the 1182

step ahead forecast. Persistence shows good structure at first glance, but as ob-183

servations are lagged, forecasts are not well. AR and VAR look good, but only184

slightly more plain.185

In Tables 2 and 3, descriptive statistics of forecasting errors 1 step ahead and 72186

steps ahead are shown for all turbines and forecasting methods. Except for per-187

sistence, errors are mostly stationary (according to ADF tests). In 1 step ahead188

forecasts, errors usually have zero mean (E [ε̂t+k] 6= 0 is rejected), while in 12189

hours ahead forecasts, errors are significantly biased. Few exceptions aside, errors’190

distribution is mostly symmetric. For WPPT and GWPPT, errors are mostly191
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leptokurtic, while for Mycielski and persistence, they are usually platykurtic, es-192

pecially for the longer forecasting horizon. AR and VAR errors are leptokurtic193

in the 1 step scenario, but platykurtic in the longer horizon scheme. One step194

ahead, AR and VAR provide the lowest standard deviations and the most nar-195

row interval of min/max values. For 12 hours forecasts, GWPPT returns lowest196

standard deviation and most narrow min/max ranges.197

Table 4 presents RMSE and MAE for all stations, all forecasters and both fore-198

casting horizons, respectively. The respective best (i.e. lowest) values are bolded.199

In all cases, Mycielski is clearly dominated. AR and VAR prove to be strong com-200

petitors even to persistence, especially for short-term forecasts. Overall, VAR is201

strongest in 1 step forecasts, occasionally outperformed by the simple AR model.202

For 72 steps ahead, GWPPT is the overall winner.203
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Figure 1. Behavior of RMSE and MAE dependent on τ , Turbines A to D, 1 step and 72 steps
ahead, time frame December 08, 2011 to January 04, 2012.
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Figure 2. Comparison of the six forecasting methods in a typical power curve diagram. Turbine
A, 1 step ahead, time frame December 08, 2011 to January 04, 2012.
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Figure 3. Comparison of the six forecasting methods in a typical power curve diagram. Turbines
A to D, 1 step ahead, time frame December 08, 2011 to January 04, 2012.
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Figure 4. Time series diagram of actual values and the six forecasters. Turbine A, 1 step ahead,
time frame December 08, 2011 to January 04, 2012.
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Figure 5. Comparison of the six forecasting methods in a typical power curve diagram. Turbine
A, 72 steps ahead, time frame December 09, 2011 to January 04, 2012.
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Figure 6. Comparison of the six forecasting methods in a typical power curve diagram. Turbines
A to D, 72 steps ahead, time frame December 09, 2011 to January 04, 2012.
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Figure 7. Time series diagram of actual values and the six forecasters. Turbine A, 72 steps
ahead, time frame December 09, 2011 to January 04, 2012.
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5 Conclusion204

This article presents a comparison of the forecasting methods Mycielski, WPPT,205

GWPPT, AR(p), VAR(p) and the naïve predictor. Out-of-sample forecasts for206

four sites in Germany, for both 1 step and 12 hours ahead, show that GWPPT207

provides the most accurate forecasts in most cases. Although known as quite well208

wind speed forecaster, the Mycielski algorithm does not provide convincing wind209

power predictions as measured in RMSE and MAE aggregated forecasting error210

measures.211

Furthermore, the results in this article can be seen as a cross check of Hocaoglu212

et al. (2009), Gan et al. (2012) and Croonenbroeck and Dahl (2014). They show213

that WPPT and GWPPT are robust and universally applicable for turbines in214

different locations and of different types (Croonenbroeck and Dahl, 2014, use215

Vestas V90 type turbines). Mycielski, while useful for wind speed forecasts, is216

strictly outperformed when used as a wind power predictor. Methods initially217

dedicated to wind power forecasting, such as GWPPT, are to be preferred.218
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10 min RMSE 10 min MAE 12 hours RMSE 12 hours MAE

Turbine A
WPPT 109.28 75.68 153.28 107.50
GWPPT 102.07 72.80 139.50 101.26
Mycielski 135.77 93.63 406.34 312.06
AR 99.46 70.25 194.76 142.10
VAR 99.49 70.29 194.83 141.61
Persistence 101.23 70.42 346.33 266.67

Turbine B
WPPT 113.52 78.72 157.18 112.28
GWPPT 104.28 74.30 142.24 104.89
Mycielski 142.47 100.40 432.47 335.35
AR 102.31 72.20 212.35 156.98
VAR 102.15 71.84 244.34 179.76
Persistence 105.01 73.03 348.34 274.30

Turbine C
WPPT 120.07 82.46 168.28 122.42
GWPPT 111.09 77.17 153.47 112.59
Mycielski 158.43 111.53 437.74 338.59
AR 108.82 75.87 208.81 153.56
VAR 108.47 75.32 226.25 163.75
Persistence 111.12 76.45 355.64 278.16

Turbine D
WPPT 123.44 82.66 182.85 126.41
GWPPT 115.51 78.15 168.08 117.86
Mycielski 142.54 98.37 431.77 327.05
AR 107.61 74.11 226.02 162.68
VAR 107.82 74.29 243.68 173.34
Persistence 109.04 73.86 357.49 277.90

Table 4. RMSE and MAE for 1 step ahead and 12 hours ahead forecasts.
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