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IDENTIFYING GENUINE EFFECTS IN OBSERVATIONAL RESEARCH BY

MEANS OF META-REGRESSIONS

Stephan B. Bruns1,2

Abstract

Meta-regression models are increasingly utilized to integrate empirical results across studies
while controlling for the potential threats of data-mining and publication bias. We propose
extended meta-regression models and evaluate their performance in identifying genuine em-
pirical effects by means of a comprehensive simulation study for various scenarios that are
prevalent in empirical economics. We can show that the meta-regression models here pro-
posed systematically outperform the prior gold standard of meta-regression analysis of re-
gression coefficients. Most meta-regression models are robust to the presence of publication
bias, but data-mining bias leads to seriously inflated type I errors and has to be addressed
explicitly.
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1 Introduction

This paper proposes extended meta-regression models and assesses their performance in identify-
ing genuine empirical effects by means of a comprehensive simulation study for various scenarios
that are prevalent in empirical economics. Meta-regression analysis aims to enhance the credibility
of observational research by evaluating the authenticity and size of empirical effects while account-
ing for the threats of data-mining and publication bias. Glass (1976) describes meta-analysis as
the ”analysis of analyses” that takes stock of the increasing amount of empirical findings beyond
the potentially misleading summaries of narrative surveys. In medical research, meta-analysis is
widely applied to integrate distinct clinical trials to increase the certainty of treatment effects. The
most basic application is the synthesis of odds ratios, each stemming from a randomized control
trial, by calculating the weighted average with weights equal to the inverse of the variances of the
odds ratios (Sutton et al., 2000, pp. 58).

Integrating empirical findings in economics is more challenging, however, as the majority of
studies make use of observational research designs. The relation between two variables is es-
timated by utilizing the regression framework to control for a potentially large set of possibly
confounding variables. Leamer (1983) points out that a properly randomized treatment ensures in
expectations that an unbiased estimate of the effect of interest will be attained. On the contrary,
observational designs suffer from the uncertainty caused by whether all possibly confounding vari-
ables are indeed accounted for by control variables included in the regression. The set of control
variables can be expected to differ across empirical economic studies, resulting in methodological
heterogeneity in the estimation of the effect of interest. This heterogeneity leads to a wide range of
empirical results that casts doubts about the credibility of empirical economics reliant on the use
of observational data (Hendry, 1980; Leamer, 1983; Sims, 1988). Improvements in the credibility
of empirical economics stem primarily from the increasing use of experimental research designs
(Angrist and Pischke, 2010). However, the types of economic questions that can be addressed by
the use of experimental designs may be limited. This limitation is an issue for macroeconomics
in particular (Stock, 2010). The purpose of this study is to complement measures that directly
enhance the credibility of empirical estimates, such as experimental research designs, with meta-
regression models that facilitate the integration of empirical estimates in order to identify genuine
effects ex post and distinguish them from estimates that are only statistically significant due to
biases.

Meta-regression analysis has been suggested in the seminal work by Stanley and Jarrell (1989)
as an approach to explain the large heterogeneity observed in empirical economic findings. The
t-value of a regression coefficient is regressed on study characteristics such as methodology, data
sources, and variable definitions to identify the main sources of heterogeneity in the estimates of
the effect of interest. Subsequently, Card and Krueger (1995) and Stanley (2001, 2008) augment
meta-regression models to test for the presence of underlying genuine effects while controlling
for heterogeneity and publication bias. The underlying idea is to relate the t-value of a regression
coefficient to its precision, defined as the inverse of the standard error of the regression coefficient
or approximated by degrees of freedom. If sample size increases and the estimate of the coefficient
becomes more precise, the t-value increases in the presence of a genuine effect.

2
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Meta-regression analysis is increasingly applied to empirical economics in order to identify
the authenticity and size of empirical effects. Card and Krueger (1995) and Doucouliagos and
Stanley (2009) find no evidence of an adverse employment effect of minimum wages, although
both economic theory and published empirical findings support this conclusion. They find evi-
dence of publication selection for significant and theory-confirming results which may be induced
by strong theoretical presumptions about an adverse employment effect of minimum wages. A
further example of meta-regression analysis is Doucouliagos et al. (2012) who provide a publi-
cation bias and heterogeneity-corrected estimate of the value of a statistical life which is 70-80%
smaller than suggested by a simple average of the published literature.

We propose the use of improved meta-regression models that relate a measure of statistical
significance rather than the t-value to precision or degrees of freedom. The t-value of a regression
coefficient does not necessarily increase even if a genuine effect is present and sample size in-
creases. In specific, an increasing sample size causes the variance of the t-distribution to decrease,
thereby requiring smaller t-values for the same level of significance. Hence, we propose to relate
the probit-transformed p-values either to precision or degrees of freedom and define these models
as p-value tests (pVT). The probit-transformed p-values guarantee a constant relation to the level
of significance. We evaluate the comparative performance of the pVT models to existing meta-
regression models in identifying genuine effects in the presence of data-mining and publication
bias by means of a comprehensive simulation study. We can show that pVT models systematically
outperform all other meta-regression models. Our simulations also reveal that publication bias
can be perfectly handled by most meta-regression models. However, all meta-regression models
are not robust with respect to data-mining bias. This finding extends the current view on meta-
regression models as being robust with respect to data-mining bias (Stanley, 2008).

Section 2 provides an overview of the existence of data-mining and publication bias in ob-
servational research and presents the meta-regression models. Section 3 presents the simulation
design and the results. Section 4 discusses the implications of our findings for meta-regression
analyses in economics. Section 5 concludes.

2 Meta-Regression Analysis of Regression Coefficients

2.1 Genuine Empirical Effects, Data-Mining, and Publication Bias

The majority of empirical economic research uses the regression framework to estimate condi-
tional associations between variables that stem from observational data. This research design is
characterized by a high degree of flexibility and, as a result, the corresponding range of obtainable
estimates is wide (Hendry, 1980; Leamer, 1983; Sims, 1988). Sources of this flexibility include the
choice of estimation techniques, functional forms, variable definitions, and, in particular, the sets
of control variables included. Variations in the sets of control variables may introduce omitted-
variable biases in the estimates of the effect of interest. To illustrate this, suppose a theory that
states X causes Y and the corresponding data generating process (DGP) is:

Y = β0 + β1X +Zδ
′
+ ε, (1)

3
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where β1 is the coefficient of interest, Z = [Z1, ..., Zh] is a vector of h control variables with
coefficients δ = [δ1, ..., δh], and ε ∼ N(0, 1). Let us define Zq as a subsample of q variables from
Z and Zp as the complement to Zq so that each variable of Z is either in Zq or Zp. Let δq and δp
be the corresponding coefficients of Zq and Zp, respectively. Consider i = 1, ..., k independent
studies estimating the following regressions:

Yi = β̂0i + β̂1iXi +Zqiδ̂
′
qi + ε̂i, (2)

where β̂0i, β̂1i, and δ̂
′
qi are the ordinary least squares (OLS) estimates of β0, β1, and δ

′
qi for study

i. The set of control variables Zqi is specific to study i. Some studies may use the same Zqi, but
in general we observe a variety of Zqi across studies. Let us define Qi = [Xi,Zqi] so that Qi

contains all variables which are present in study i. Accordingly, the OLS estimate of β̂1i becomes:

β̂1i = β1 + (Q
′
iXi)

−1Q
′
iZpiδ

′
pi + (Q

′
iXi)

−1Q
′
iε, (3)

where the second term of the right-hand side is well-known from illustrating omitted-variable bias
(e.g. Greene, 2008, pp. 133). The omission of the relevant variables Zpi biases β̂1i, dependent
on the conditional relation between Xi and Zpi as well as the relevance of Zpi for Y , measured
by δpi. The expectation of the third term on the right-hand side is usually assumed to be zero
as E[ε] = 0 is a key assumption of the regression framework. If omitted-variable biases occur
randomly, e.g. [(Q

′
iXi)

−1Q
′
iZpiδ

′
pi] ∼ N(0, 1), and E[ε] = 0 indeed holds, the synthesis of β̂1i

across studies in order to identify genuine underlying effects is straightforward and we can learn
a lot about β1 by simply averaging the β̂1i.

However, empirical research is characterized by a selection for statistically significant results.
It has been shown that the vast majority of published p-values cluster just below the widely used
significance thresholds for both the leading general-interest journals (Ridley et al., 2007) and top
economics journals (Brodeur et al., 2013). Results have to be significant, but they also have to
confirm the theory or hypothesis presented in the paper. Fanelli (2010) shows that the probability
that a paper finds support for its hypothesis is extremely high across all research disciplines and
much higher for social sciences compared to natural sciences. A reason for this might be that
social sciences can select from a wider range of empirical estimates due to the flexibility of ob-
servational research designs compared to experimental research designs. The pressure to provide
significant and hypothesis-confirming results is accelerated by the combination of decreasing ac-
ceptance rates in economic top journals and the need to publish in these journals to start or advance
an academic career (Card and DellaVigna, 2013). As a result, Young et al. (2008) compare the
publication process to the winner’s curse in auction theory. The most spectacular or exaggerated
results are rewarded with publication in the top journals and the scientific community rather than
the author is cursed. In extreme cases, strong theoretical presumptions may force authors to search
for theory-confirming results (Card and Krueger, 1995). As soon as potentially false theories be-
come established, empirical research may be characterized by selection for results which cohere
with the anticipated expectations of reviewers (Frey, 2003) rather than falsifying the false theory.
The combination of flexible observational research designs and incentives to select for specific
results may introduce severe distortions in empirical economic studies.

4
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Suppose a publication selection for positive and significant β̂1i. In such a case, only a biased
subset of β̂1i may be observable in the published literature, whereas a potentially large amount of
β̂1i estimated in the process of conducting research remains unpublished. Accordingly, we may
observe:

E[β̂1i|PS] = β1 + E[(Q
′
iXi)

−1Q
′
iZpiδ

′
pi|PS] + E[(Q

′
iXi)

−1Q
′
iε|PS], (4)

where PS denotes publication selection for positive and significant β̂1i. We can expect that
E[(Q

′
iXi)

−1Q
′
iZpiδ

′
pi|PS] > 0 if authors vary the set of control variables until positive and

significant β̂1i are obtained. We denote the search for positive and significant β̂1i by varying
the set of control variables as data-mining bias. Such a search process need not even necessar-
ily be a conscious manipulation of the estimate of the effect of interest, but might result from a
naive and unconscious experimentation with the data or as a consequence of facing limitations on
data availability. Leamer (1983) and Leamer and Leonard (1983) highlight the importance of this
data-mining bias as the key source of the low credibility of observational research.1 They also
illustrate that E[(Q

′
iXi)

−1Q
′
iZpiδ

′
pi] = 0 holds for randomized experiments, given that random-

ization ensures that X is uncorrelated with Z. As a result, randomized experiments offer, at least
asymptotically, a solution to data-mining bias by providing an unbiased β̂1i.

A further source of bias in the published β̂1i is the selection of positive and significant β̂1i
from those results provided by sampling variability. In an extreme case, we may observe only
those 2.5% of β̂1i that are positive and significant by chance, whereas the 95% insignificant β̂1i
as well as the 2.5% negative and significant β̂1i remain in the file-drawer (Rosenthal, 1979). This
bias is mirrored by E[(Q

′
iXi)

−1Q
′
iε|PS] > 0 in (4) and is usually referred to as publication bias.

Given that data-mining bias is addressed by randomization, experimental designs may primar-
ily be forced to focus on publication bias in order to select for significant results. In empirical
economics, however, publication bias is likely to be dominated by data-mining bias, as the ob-
servational research design allows authors to search for positive and significant β̂1i by varying
assumptions of the estimated model and not necessarily by estimating the same model in various
samples.

We evaluate the performance of meta-regression models in identifying genuine effects with
regards to three main cases in which empirical findings are distorted by selection for positive and
significant β̂1i. In the following, we denote those regressions utilized by studies that conduct
the original estimation as primary regressions, whereas meta-regressions synthesize the findings
of primary regressions ex post. First, we consider a case in which the literature estimates the
correct primary regression, but is distorted by the existence of different degrees of publication
bias. Publication bias selects the positive and significant results among those results offered by
sampling variability. This bias vanishes with sample size, due to the increasing precision of β̂1i
and, thereby, decreasing probability of obtaining large values of β̂1i by chance. This pattern helps
the meta-regression models to account for this bias. Second, we consider a case with data-mining

1It should be noted that data-mining, understood as general-to-specific modeling without a particular variable of
interest, can reveal the true DGP if correctly applied (Hendry and Krolzig, 2005; Hoover and Perez, 1999). Our
definition of data-mining bias considers the misuse of data-mining.
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bias in which authors search for positive and significant β̂1i by using various omitted-variable
biases. The size of the omitted-variable bias that is required to obtain a positive and significant
β̂1i vanishes as sample size increases. If authors desire a positive β̂1i that is simply significant
at the 5% level and they want to use a bias that is as small as possible, larger biases will appear
in small samples and smaller biases in larger samples. In this second case, the actual size of the
effect is constantly decreasing with sample size and the emphasis is on statistical significance of
β̂1i. Third, we consider a case in which data-mining bias is present, though the probability of
observing large biases does not vanish with sample size. This case establishes how particular
regression specifications might become prevalent in the literature and are applied irrespective of
sample sizes. In this third case, the size of β̂1i is not decreasing with sample size and can remain
constant.

In summary, we evaluate the performance of various meta-regression models in identifying
genuine empirical effects for these three cases, each reflecting a different example of the conscious
and unconscious strategies available to obtain desired estimates of the effect of interest.

2.2 Fixed-Effects Model

The unadjusted fixed-effects model serves as the benchmark for our analysis:

β̂1i = α+ ui, (5)

estimated by weighted least squares (WLS) where the weights are equal to the inverse variance
of β̂1i. This weighting procedure gives smaller weights to imprecisely estimated β̂1i and larger
weights to more precisely estimated β̂1i (e.g. Sutton et al., 2000, pp. 58). H0 : α = 0 tests for
a non-zero weighted mean of β̂1i. The fixed-effects model does not control for publication bias.
In other words, if authors select for positive and significant β̂1i among those results provided by
sampling variability, the weighted mean becomes biased.

The fixed-effects model as well as the following meta-regression models can control for het-
erogeneity in β̂1i by introducing control variables in the meta-regression. We may observe gen-
uine heterogeneity in terms of different β1 for different countries, firms, households, or across
time and methodological heterogeneity may be present in the estimates due to different choices
in the process of conducting research, specifically regarding estimation techniques, variable def-
initions, data sources, and the sets of primary control variables included. Our simulations focus
on methodological heterogeneity in terms of primary control variables that vary across studies as
this source of heterogeneity is of particular concern for the credibility of observational research
in economics (Leamer, 1983; Leamer and Leonard, 1983). We aim to evaluate the robustness of
meta-regression models with respect to this data-mining bias, so that our simulations do not con-
sider meta-regressions that explicitly control for varying sets of primary control variables, e.g. by
including dummy variables in the meta-regression.

An alternative to the fixed-effects model is the random-effects model which models the under-

6
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lying effect to be drawn from a random distribution:

β̂1i = α+ µi + ui, (6)

again estimated by WLS where the weights are equal to the inverse variance of β̂1i and µi ∼
N(0, v) is the random effect. A fundamental limitation of this model is the assumption of strict
exogeneity, i.e. E[ui|C] = 0, where C is an arbitrary control variable in the meta-regression
(Wooldridge, 2006, pp. 493). This assumption may hold in the meta-analysis of randomized ex-
periments, but the meta-analysis of observational research designs has to include a large amount of
control variables to adequately control for methodological and genuine heterogeneity. However,
it is very likely that some sources of heterogeneity are not perfectly accounted for by the control
variables included in the meta-regression. This disregarded heterogeneity will enter into the ran-
dom effect and is likely to be correlated with the control variables present in the meta-regression.
As a result, the assumption of strict exogeneity is violated. In actual fact, this assumption is ba-
sically never met in observational data and, for this reason, it is common to pair random-effects
models with fixed-effects models to justify their use (Wooldridge, 2006, pp. 497). Consequently,
we focus our analysis on the fixed-effects model.

Disregarded heterogeneity is additionally problematic given the potential introduction of het-
eroskedasticity. We address this issue by the use of heteroskedasticity-consistent standard errors.
As meta-analysis is often confronted by limitations of sample size, we utilize the standard errors
of Long and Ervin (2000) which are designed for use with small samples rather than the more
well-known Huber-White errors (Huber, 1967; White, 1980) which provide inflated type I errors
for small samples.

2.3 Precision-Effect Test (PET)

Publication selection is a sample-selection rule and if information about the non-published results
were available, the two-step Heckman (1979) approach could be applied (Stanley and Doucoulia-
gos, 2007). Unfortunately, we do not have any information about the non-published results. In
fact, thousands of estimations might be conducted before those results are obtained that are pre-
sented in the literature. However, there are patterns that can help control for publication selection.
If the primary regression is correctly specified, β̂1i is an unbiased and consistent estimate of β1.
We can expect that β̂1i is a precise estimate of β1i if the sample size is large and ŝe1i small. On the
contrary, if the sample size is small and ŝe1i large, sampling variability yields a wide range of β̂1i
with substantial uncertainty over the size of the genuine effect. Publication bias towards positive
and significant β̂1i requires larger β̂1i as ŝe1i increases. Consequently, we observe an association
between β̂1i and ŝe1i in the presence of publication bias and β̂1i becomes an increasingly precise
estimate of β1 as ŝe1i decreases. These patterns can help us to identify the genuine effect, even in
the extreme case where all observable β̂1i are positive and significant, but β1 is actually zero.

We may also expect an association between β̂1i and ŝe1i in the presence of data-mining bias.
First, large ŝe1i require large omitted-variable biases to obtain positive and significant β̂1i. Second,
keeping sample size constant, ŝe1i increases with the size of the omitted-variable bias. Therefore,
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Figure 1: Illustration of Data-Mining and Publication Bias
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Notes: The left graph shows the range of results that can be obtained by sampling variability (black lines). All β̂1i
between the red line and the black line on the right represent estimates that are positive and statistically significant and
can be obtained by publication bias. The use of the Egger-regression allows us to take the systematic relation between
the estimated standard error (ŝe1i) and β̂1i into account. The intersection of the x-axis and the Egger-regression thus
represents the publication bias-corrected estimate of β̂1i that correctly suggests β1 = 0. A simple average of the β̂1i
would suggest, however, that β1 > 0. The right graph illustrates the presence of data-mining bias. Holding sample
size constant, the grey lines represent different values of the biased β̂1 if the omitted-variable bias is varied from 1 to 4.
These lines have a positive slope given that ŝe1i increases with the size of the omitted-variable bias when the sample
size is constant. This positive slope and the fact that larger ŝe1i require larger β̂1i to obtain positive and significant β̂1i
makes it likely that ŝe1i and β̂1i are also associated in the presence of data-mining bias. Correcting for this association
can help to reduce the impact of data-mining bias, but still does not completely resolve this issue per se, as β̂1i does
not converge to β1 in the presence of omitted-variable biases. In the presented case, the Egger-regression would falsely
point to β1 = 1.9.

we can expect larger omitted-variable biases to be associated with larger ŝe1i. However, ŝe1i
decreases with sample size irrespective of the size of the omitted-variable bias, causing β̂1i to
estimate the biased β1 with increasing precision. Hence, we can only expect that an association
between β̂1i and ŝe1i fully accounts for the presence of data-mining bias in the unlikely event
that the omitted-variable bias is constantly decreasing with sample size, such that β̂1i becomes an
increasingly precise estimate of β1 as ŝe1i decreases.

The fixed-effects model can be augmented by ŝe1i in order to account for publication bias and
partially for data-mining bias by controlling for the association between β̂1i and ŝe1i:

β̂1i = α+ γŝe1i + ui, (7)

again estimated by WLS with weights being equal to the inverse variance of β̂1i. This regression
is known as the Egger-regression in medical research (Egger et al., 1997). H0 : α = 0 tests for the
presence of a genuine effect corrected for publication bias and partially corrected for data-mining
bias. See Figure 1 for an illustration of this test. However, this form of the Egger-regression is
heteroskedastic. Therefore, dividing by ŝe1i leads to:

t1i = γ + α
1

ŝe1i
+ ui, (8)

8
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where t1i is the t-value of β̂1i. Stanley (2001, 2008) suggest H0 : α = 0 to test for a genuine
effect in the presence of publication and data-mining bias, referring to this test as the Precision-
Effect Test (PET). If a genuine effect is present, t1i follows a non-central t-distribution with a
non-centrality parameter that is an increasing function of the degrees of freedom or precision. In
contrast to this, t1i should be unrelated to precision in the absence of a genuine effect. PET can
handle publication bias and partially data-mining bias, as t1i is unrelated to 1

ŝe1i
if β̂1i is constantly

decreasing with ŝe1i, so that β̂1i
ŝe1i

= t1i remains constant.

The Egger-regression and PET are algebraically equivalent and may only differ if we base
our inference on the assumption of homoskedastic standard errors for PET and heteroskedasticity-
consistent standard errors for the Egger-regression. However, we use heteroskedasticity-consistent
standard errors for all meta-regression models to address the likely presence of disregarded het-
erogeneity in the data. As a result, the remainder of the paper exclusively refers to PET given that
this version is more common in the economic literature.

PET is known to be biased due to the use of the estimate of se1i as an independent variable
in the meta-regression. This bias is particularly notable for estimates obtained from small sample
sizes (Macaskill et al., 2001). Furthermore, the use of ŝe1i in the meta-regression requires X and
Y to be measured in the same units across all studies (Becker and Wu, 2007).

2.4 Meta-Significance Testing (MST)

Meta-Significance Testing (MST) is proposed by Card and Krueger (1995) and popularized by
Stanley (2001, 2005a, 2008). MST is basically a modification of PET as precision is substituted
by
√
df where df are the degrees of freedom. If a genuine effect exists, t1i should increase with√

dfi as the precision of β̂1i increases. However, MST uses a log-log transformation which leads
to some undesirable properties:

ln(|t1i|) = γ + α ln(dfi) + ui, (9)

where H0 : α = 0 tests for the presence of a genuine effect. MST can be upwardly biased
as taking the magnitude of t1i does not allow to distinguish between positive and negative t1i
(Stanley, 2008). In addition to that, the use of log transformations introduce heteroskedasticity
and asymmetrically distributed ui.

2.5 p-Value Tests (pVT-df and pVT-se)

Prior models use the relationship between t-value and precision or df to identify genuine effects.
However, the variance of the t-distribution does not remain constant, but instead converges to the
variance of the standard normal distribution as df increase. Hence the size of the t-value is not
constantly linked to the level of significance that we are actually interested to measure. In specific,
attaining the same p-value requires larger t-values for smaller df than compared to larger df .2 At

2For the MST model, focusing on the magnitude of the t-value, this implies that we should expect α < 0 rather
than α = 0 if no genuine effect is present. This is indeed a frequently reported result for the MST model (e.g. Card and
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the extreme, we may observe the same t-values across a range of df , a fact which prior meta-
regression models have tended to interpret as the absence of a genuine effect. However, constant
t-values across a range of df imply an increasing level of significance, actually suggesting the
existence of a genuine effect. This issue can be resolved by using probit-transformed p-values as
the dependent variable in the meta-regression:

z1i =

Φ−1(p1i2 ), if β̂1i < 0,

Φ−1(1− p1i
2 ), if β̂1i ≥ 0,

(10)

where p1i is the p-value of a two sided t-test of β̂1i and Φ−1 represents the probit-transformation.
The new dependent variable of the meta-regression model, z1i, is now the value of a standard
normal distribution with the same p-value as the original t-value. Hence, the level of significance
is constantly related to the value of z1i, independent from df or precision.3 We can test the relation
between z1i and

√
dfi directly rather than using a log-log specification:

z1i = γ + α
√
dfi + ui (11)

with H0 : α = 0 as a test for the presence of a genuine empirical effect. We denote this test as
”p-Value Test with df” (pVT-df).4 We also consider a modification of PET in which we replace
the t-value with the corresponding z1i-value in equation (8):

z1i = γ + α
1

ŝe1i
+ ui. (12)

We denoteH0 : α = 0 as ”p-Value Test with Precision” (pVT-se). Table 1 provides an overview of
the considered meta-regression models and the corresponding tests for the presence of a genuine
effect.

Table 1: Overview of Meta-Regression Models

Method Test Regression Test of Genuine Effect

Fixed-Effects Model β̂1i = α+ εi weighted by 1
ŝe21i

H0 : α = 0

PET t1i = γ + α 1
ŝe1i

+ ui H0 : α = 0

MST ln(|t1i|) = γ + α ln(dfi) + ui H0 : α = 0

pVT-df z1i = γ + α
√
dfi + ui H0 : α = 0

pVT-se z1i = γ + α 1
ŝe1i

+ ui H0 : α = 0

Krueger (1995); Doucouliagos and Paldam (2008)).
3Transformations to yield a normal distribution are also suggested to attain a common metric whenever the test

statistics are differently distributed (Stanley, 2001, 2005b).
4Bruns et al. (2013) and Bruns and Stern (2013) extend the pVT-df model to the meta-regression analysis of Granger-

causality tests that are F - and χ2-distributed through the application of an asymmetric probit-transformation.
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3 Simulation

3.1 Design

We simulate empirical economic literatures that are affected by publication and data-mining bias
in order to evaluate the performance of meta-regression models in identifying genuine empirical
effects. We consider the sample sizes of the meta-regression analyses as k = 20, 40, 80, 160, 320.
These values mirror the usual sample sizes of meta-analyses in economics (e.g. Doucouliagos and
Stanley, 2011). The primary study sample size of the ith study is drawn from a gamma distribution
with scale parameter equal to σ2/(µ − 10) and shape parameter equal to (µ − 10)2/σ2. Thus, µ
denotes the mean of the primary study sample size distribution and σ2 its variance. We round
the obtained value for the primary study sample size to the next integer and add 10 so that 10 is
the smallest primary study sample size. The choice of the scale and shape parameters allows us
to vary µ and σ2 independently. The use of a gamma distribution provides right-skewed primary
study sample size distributions for small µ and increasingly symmetric ones for larger µ, which
is what we can observe in empirical economics. We consider µ = 30, 60, 120, 240, 480 and σ2 =
152, 302, 602, 1202, 2402. Smaller µ may be encountered in macroeconomic time-series analysis,
whereas larger µ may be encountered in microeconomic panel-data analysis.

We evaluate the performance of the various meta-regression models for the three cases dis-
cussed in Section 2.1. First, we consider empirical literatures that are distorted by pure publication
bias. We generate the observations of each study i by:

Yi = β1Xi + εi, (13)

where Xi ∼ N(0, 1) and εi ∼ N(0, 1). The coefficient of interest is β1 and we consider β1 =
0, 0.2, 0.4, 0.8 to evaluate size and power for various strengths of a genuine effect. Each study i
estimates:

Yi = β̂1iXi + ε̂i. (14)

We model publication selection for positive and significant β̂1 by resampling (13) until the first c%
of primary studies achieve positive and significant β̂1i, where c = 25, 50, 75, 100. The remaining
(100− c)% of the primary studies are not affected by publication bias.

Regarding the second case, we evaluate the performance of the meta-regression models in
the presence of data-mining bias, defined as the utilization of omitted-variable biases to obtain a
positive and significant β̂1i. The observations of each primary study i are generated by:

Yi = β1Xi + β2iZi + εi, (15)

where Xi ∼ N(0, 1), Zi ∼ N(0, 1), εi ∼ N(0, 1), and Zi = Xi + vi with vi ∼ N(0, 1).
The coefficient of interest is again β1 and we again consider β1 = 0, 0.2, 0.4, 0.8. β2i repre-
sents the data-mining bias which we model to vanish as sample size increases. For this pur-
pose, we draw β2i from N(0, 0.22). We truncate the normal distribution to |β2i| < 0.45 and
round the obtained value to the next decimal place after the decimal point, so that we obtain
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Figure 2: Illustration of the Weighting Schemes
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Notes: The probabilities of using an omitted-variable bias of either 0.1 or 0.3 are exemplary displayed. The probability
of obtaining a small bias of 0.1 is considerably larger (A+B) compared to the probability of obtaining a large bias of
0.3 (C) for the normally distributed omitted-variable bias. On the contrary, the probability of obtaining a bias of 0.1
equals to the probability of obtaining a bias of 0.3 for the uniformly distributed omitted-variable bias, which is mirrored
by the area A and C +D, respectively.

β2i = −0.4,−0.2,−0.1, 0, 0.1, 0.2, 0.4. These values mirror seven different primary regression
specifications that are symmetric around zero. Specifications with smaller biases, however, have
a higher probability to be given emphasis by the authors. See Figure 2 for an illustration of the
weighting scheme. Each study i again estimates (14) and β̂1i can be biased in these regressions
due to β2i 6= 0. We model publication selection for positive and significant β̂1i by generating
new Yi in (15) if β̂1i is not positive and significant. For this purpose, we draw a new β2i while
holding Xi and εi constant. This procedure models the systematic utilization of various strengths
of omitted-variables biases to obtain positive and significant β̂1i. We draw 100 times new values
of β2i to ensure that each bias is likely to be tested by the author. If a positive and significant β̂1i
is not obtained, the results remain unpublished. This is the publication bias component of data-
mining bias. The outcome of this second case is the presence of larger biases in small samples,
whereas smaller biases are more likely to appear in larger samples.

Finally, regarding the third case, we consider data-mining bias that does not vanish as sample
size increases. For this purpose, we draw β2i from a uniform distribution in the interval [−0.45 <

β2i < 0.45] and round the obtained value again to the next decimal place after the decimal point,
such that the range of omitted-variable biases is identical to the previous case, but large biases
are now as likely to occur as small biases. See again Figure 2 for an illustration of the weighting
scheme.

3.2 Results

For the first case of pure publication bias, the relation between the type I errors of H0 : α = 0

and the degree of publication selection is illustrated in Figure 3. The fixed-effects model does not
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control for publication bias and, as a result, provides highly inflated type I errors that are increasing
with the degree of publication selection. Those meta-regression models that use precision as an
independent variable (pVT-se and PET) show inflated type I errors in small primary sample size
distributions. This outcome is due to an imprecise estimation of se1i in small samples. Regarding
medium and large primary sample size distributions, pVT-se and PET provide accurate type I
errors close to the nominal level of 0.05. pVT-df provides type I errors close to the nominal level
across all scenarios and MST suffers from inflated type I errors only in the presence of small
sample size distributions and a publication selection of 100%.

Figure 3: Type I Errors for First Case of Pure Publication Bias
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Notes: Type I errors of H0 : α = 0 (Genuine effect of β1 = 0) for first case of pure publication bias. The graphs
illustrate the relation between type I errors and the degree of publication selection for both very small meta-analyses
(k = 20) and moderate meta-analyses (k = 80) in combination with a small primary sample size distribution (µ = 30
and σ = 15), a medium primary sample size distribution (µ = 120 and σ = 60), and a large primary sample size
distribution (µ = 480 and σ = 240).

The relation between the power of H0 : α = 0 and the degree of publication selection for the
first case of pure publication bias is illustrated in Figure 4. The fixed-effects model has a power
close to one across all scenarios. However, this meta-regression model also suffers from highly
inflated type I errors, nearly always rejecting H0 : α = 0 in the presence of publication selec-
tion irrespective of whether a genuine effect exists or not. Accordingly, this model is not helpful
in identifying genuine effects. The power of pVT-se and PET can be reasonably interpreted for
medium and large primary sample size distributions given that these models provide adequate type
I errors in these scenarios. pVT-se can systematically outperform PET, while pVT-df systemati-
cally outperforms MST across all scenarios. Comparing pVT-se and pVT-df, the power of pVT-se
is greater for every scenario, but pVT-df provides adequate type I errors even in small primary
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Figure 4: Power for First Case of Pure Publication Bias
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Notes: Power of H0 : α = 0 (Genuine effect of β1 = 0.2) for first case of pure publication bias. The graphs illustrate
the relation between type I errors and the degree of publication selection for both very small meta-analyses (k = 20) and
moderate meta-analyses (k = 80) in combination with a small primary sample size distribution (µ = 30 and σ = 15), a
medium primary sample size distribution (µ = 120 and σ = 60), and a large primary sample size distribution (µ = 480
and σ = 240).

sample size distributions.

In general, the power increases along with the size of the genuine effect (β1) and reaches often
one even if the genuine effect is small (See appendix for graph). The power also increases with
the variance of the primary sample size distribution (σ) as the variance of the independent variable
in the meta-regression model is increased. Furthermore, power decreases with the mean of the
primary sample size distribution (µ) as dfi and ŝe1i are related to z1i and t1i in functional forms
which imply that changes in dfi and ŝe1i have a higher impact on z1i and t1i for smaller values
of dfi and ŝe1i. Hence, an increasing µ is coupled with increasing dfi and ŝe1i, consequently
reducing the variance in z1i and t1i.

For the second case of data-mining bias, the relation between the type I errors of H0 : α = 0

and the degree of publication selection is illustrated in Figure 5. This second case considers a data-
mining bias of β2i ∼ N(0, 0.22) and basically all meta-regression models suffer from inflated type
I errors as publication selection becomes more prevalent. The only exception is MST in small
primary sample size distributions, for which the type I errors decrease as publication selection
increases. The source of this pattern is the use of the t-value in combination with small df , as the
differences in the variances of the t-distribution are large for small df . However, this pattern exists
only for small primary sample size distributions. In all other scenarios, MST provides highly
inflated type I errors, even irrespective of the degree of publication selection that results from the
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Figure 5: Type I Errors for Second Case of Normally Distributed Data-Mining Bias
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Notes: Type I errors of H0 : α = 0 (Genuine effect of β1 = 0) for second case of normally distributed data-mining
bias. The graphs illustrate the relation between type I errors and the degree of publication selection for both very
small meta-analyses (k = 20) and moderate meta-analyses (k = 80) in combination with a small primary sample size
distribution (µ = 30 and σ = 15), a medium primary sample size distribution (µ = 120 and σ = 60), and a large
primary sample size distribution (µ = 480 and σ = 240).

use of the magnitude of the t-values. This second case shows that meta-regression models are
not robust to the presence of data-mining bias, even if the probability of observing large omitted-
variable biases decreases with sample size.

For the third case of data-mining bias, the relation between the type I errors of H0 : α = 0 and
the degree of publication selection is illustrated in Figure 6. For this third case, the data-mining
bias is uniformly distributed in the interval [−0.45 < β2i < 0.45]. The type I errors are slightly
higher compared to the second case in which the probability of observing large omitted-variable
biases decreases with sample size. Both the type I errors in the second and third case increase with
the same determinants as power in the first case of pure publication bias. The reason is that the
omitted-variable biases are mistaken for genuine effects.

We do not discuss the power of H0 : α = 0 for those cases with data-mining bias, since
all meta-regression models discussed here suffer from severe inflation of type I errors. Given
uncertainty regarding the degree of publication selection, meta-regression models must explicitly
address data-mining bias and cannot rely on robustness with respect to this type of bias.
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Figure 6: Type I Errors for Third Case of Uniformly Distributed Data-Mining Bias
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Notes: Type I errors of H0 : α = 0 (Genuine effect of β1 = 0) for third case of uniformly distributed data-mining bias.
The graphs illustrate the relation between type I errors and the degree of publication selection for both very small meta-
analyses (k = 20) and moderate meta-analyses (k = 80) in combination with a small primary sample size distribution
(µ = 30 and σ = 15), a medium primary sample size distribution (µ = 120 and σ = 60), and a large primary sample
size distribution (µ = 480 and σ = 240).

4 Implications for Meta-Regression Analyses

We can show that most meta-regression models can identify genuine effects in the presence of pure
publication bias. Most models are robust even if the results published in the literature completely
distort the underlying genuine effect by only providing positive and significant β̂1i. The mod-
els outlined here, pVT-df and pVT-se, systematically outperform the widely used PET and MST.
Nonetheless, meta-regression models are generally not robust to the presence of data-mining bi-
ases as all discussed meta-regression models provide inflated type I errors that are increasing with
the degree of publication selection.

Our finding that most meta-regression models are robust to pure publication bias confirms the
results of Stanley (2008). He also shows that PET and MST provide adequate type I errors for the
integration of estimated regression coefficients across studies, even if the underlying literature is
distorted by publication bias. The fixed-effects model is the exception and provides highly inflated
type I errors in the presence of publication bias. This model does not control for publication bias
and is therefore only used in the meta-analysis of randomized experiments within conditional
estimation strategies. First, the absence of publication bias is evaluated with the Egger-regression
by testing H0 : γ = 0 in (7) and, second, either the non-parametric trim and ill method is used
to adjust for publication bias if γ 6= 0 or a fixed-effects model is used when the Egger-regression
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suggests the absence of publication bias (γ = 0). However, these conditional testing procedures
are shown to be inferior to meta-regressions that directly control for publication bias in the context
of medical research (Moreno et al., 2009). In empirical economic research, there is not even a
valid conditional testing approach, as the use of the Egger-regression to test for publication bias
is only valid if heterogeneity in β̂1i is small or absent (Ioannidis, 2008). However, the degree of
heterogeneity in empirical economics is large. A valid test for publication bias would be the Egger-
regression with control variables that account for heterogeneity, but such a model is equivalent to
PET and can be directly utilized to test for the presence of genuine effects.

Some studies have first attempted to ascertain the presence of publication bias in order to
then use the fixed-effects model by testing how robust the attained results are to the inclusion of
unpublished studies (e.g. Rosenbusch et al., 2013). However, this approach is unlikely to be helpful
for empirical economic research, given how data-mining bias can be utilized to obtain nearly any
result desired. Accordingly, we do not expect to observe many unbiased and insignificant results
at the level of working papers. In other words, the potentially large amounts of estimates that
have been conducted to obtain the results that are presented either in working papers or journal
articles are likely to remain unobserved. Hence, the use of the fixed-effects model cannot be
recommended for the identification of genuine effects in empirical economics. Instead, we should
use meta-regression models that directly control for publication bias. This implication is further
supported by the finding of Doucouliagos and Stanley (2011) that publication bias is widespread
in economics.

Meta-regression models are robust with respect to biases that are closely related to se1i or dfi,
respectively. This is perfectly true for the selection of significant results from those results that
sampling variability offers, namely pure publication bias. Our second case models data-mining
bias that has a higher probability to use small omitted-variable biases compared to large omitted-
variable biases. As small sample sizes need larger biases to obtain positive and significant β̂1i, we
can observe larger omitted-variable biases in smaller samples and smaller omitted-variables biases
in larger samples. Although this case mirrors the situation where an omitted-variable bias vanishes
with sample size, meta-regression models are not robust to this type of bias. Those models that
control for se1i or dfi can reduce the inflation of type I errors considerably compared to the fixed-
effects model, but are still by no means robust. The reason is that the discrete nature of omitted-
variable biases does not allow producing biases that perfectly decrease with sample size. More
important, there is no statistical law, such as statistical power for publication bias, that restricts
the probability to observe large biases in large sample sizes. As a result, the type I errors are
only slightly smaller in the second case that considers vanishing data-mining biases compared to
the third case that considers uniformly distributed omitted-variable biases. These findings extend
the results of Stanley (2008). He finds PET to be robust with respect to publication selection for
positive and significant effects. He models the search for positive and significant effects as the
simultaneous selection of a new omitted-variable bias and the resampling of all variables. This
case of publication selection implies that authors, facing an insignificant β̂1i, do not only select
a new omitted-variable bias but they also estimate the model with the new omitted-variable bias
for completely new data. In this case, data-mining bias is dominated by pure publication bias
and the robustness of PET with respect to this type of publication selection is consistent with our
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finding that meta-regression models are robust with respect to pure publication bias. We simulate
cases of publication selection that model authors playing intensively with omitted-variable biases
to obtain positive and significant β̂1i for the same data. Only if the desired β̂1i cannot be obtained,
new data is considered. For these cases, that we think are more prevalent in empirical economics,
meta-regression models suffer from severely inflated type I errors.

The reason why data-mining bias leads to inflated type I errors is that the omitted variable
can substantially bias β̂1i, irrespective of degrees of freedom or precision. As a result, the biased
coefficient is ”consistently” estimated. Bruns and Ioannidis (2013) suggest a solution to this issue.
They point out that meta-regressions can only provide evidence of the existence of a non-zero
underlying effect, which could equally be the result of a genuine effect or omitted variable bias.
They argue that meta-regression models should control for primary regression specifications in the
meta-regression. This adjustment can be used to identify which primary regression specification
suggests the presence of a non-zero underlying effect. Subsequently, theoretical considerations
can be used to determine whether a primary regression is reasonably specified or, conversely,
might suffer from omitted-variable bias in order to discuss the presence of genuine effects.

Overall, we can show that pVT-se performs best in identifying genuine effects in the presence
of publication bias for medium and large primary sample size distributions. Moreover, pVT-se
provides power close to one even for small genuine effects and small meta-analysis sample size.
pVT-df provides the best power for small primary sample size distributions among those methods
with adequate type I errors in this scenario. pVT-df is also a good alternative to pVT-se if the
measurement units of X and Y differ across studies. These models can handle publication bias
perfectly, but still must explicitly address the issue of data-mining bias.

5 Conclusions

We suggest using the probit-transformed p-values (z1i) as the dependent variable in meta-regression
models. The application of this transformation resolves the issue that the t-value is not constantly
related to the p-value. The pVT-se model that relates z1i to precision, and is an extension of the
PET model, is therefore proposed as solution. We can show that pVT-se systematically outper-
forms PET across a wide range of research scenarios in the field of economics. We also suggest the
pVT-df model that relates z1i to

√
dfi. This model has lower power than pVT-se, but provides type

I errors close to the nominal significance level even for small primary sample size distributions.
Hence, pVT-df can be recommended for small primary sample size distributions and pVT-se for
larger primary sample size distributions. Moreover, pVT-df is a good alternative to pVT-se when-
ever different units of measurement are used for X and Y . Both models are completely robust
to the presence of pure publication bias occurring when authors select the positive and significant
results among the range of results offered by sampling variability. However, data-mining bias,
understood as the systematic utilization of omitted-variable biases to obtain positive and signifi-
cant results, is a threat to the validity of meta-regression results and has to be addressed with great
care. Otherwise, meta-regression analysis may suggest the presence of a genuine effect where
no genuine effect is actually present. Accordingly, meta-regression analysis can suffer from the
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same shortcomings as narrative surveys and may be even worse as the authority of meta-results
claim correctness (Egger et al., 1998). Bruns and Ioannidis (2013) discuss an approach that makes
meta-regression models robust with respect to data-mining bias.

Meta-regression analysis is thus a promising instrument to increase the credibility of observa-
tional research in empirical economics. It is a complementary tool to the use of techniques, such as
experimental designs (Angrist and Pischke, 2010), extreme bounds analysis (Leamer and Leonard,
1983; Sala-I-Martin, 1997), and general-to-specific modeling (Hendry and Krolzig, 2005; Hoover
and Perez, 1999) that directly enhance the credibility of primary studies. More methodological
work on meta-regression models is required to understand both their potential and limitations in
identifying genuine empirical effects in observational research. This includes methods that mea-
sure the size of empirical effects to evaluate not only the existence of empirical effects, but also
their economic relevance.
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6 Appendix

Figure 7: Power for First Case of Pure Publication Bias (Small Genuine Effect)
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