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FINITELY ADDITIVE EQUIVALENT MARTINGALE MEASURES

PATRIZIA BERTI, LUCA PRATELLI, AND PIETRO RIGO

Abstract. Let $L$ be a linear space of real bounded random variables on the probability space $(\Omega, \mathcal{A}, P_0)$. There is a finitely additive probability $P$ on $\mathcal{A}$, such that $P \sim P_0$ and $E_P(X) = 0$ for all $X \in L$, if and only if $cE_Q(X) \leq \text{ess sup}(-X)$, $X \in L$, for some constant $c > 0$ and (countably additive) probability $Q$ on $\mathcal{A}$ such that $Q \sim P_0$. A necessary condition for such a $P$ to exist is $L = L_\infty \cap L_\infty = \{0\}$, where the closure is in the norm-topology. If $P_0$ is atomic, the condition is sufficient as well. In addition, there is a finitely additive probability $P$ on $\mathcal{A}$, such that $P \ll P_0$ and $E_P(X) = 0$ for each $X \in L$, if and only if $\text{ess sup}(X) \geq 0$ for all $X \in L$.

1. Introduction

Throughout, $L$ is a linear space of real bounded random variables on the probability space $(\Omega, \mathcal{A}, P_0)$. The abbreviation "f.a.p." stands for finitely additive probability. Let $\mathbb{P}$ denote the set of f.a.p.'s on $\mathcal{A}$ and $\mathbb{P}_0 \subset \mathbb{P}$ the subset of countably additive members of $\mathbb{P}$. In particular, $P_0 \in \mathbb{P}_0$.

We aim to give conditions for the existence of $P \in \mathbb{P}$ such that
(1) $P \sim P_0$ and $E_P(X) = 0$ for each $X \in L$,
or such that
(2) $P \ll P_0$ and $E_P(X) = 0$ for each $X \in L$.

As usual, $P \sim P_0$ means that $P$ and $P_0$ have the same null sets, while $P \ll P_0$ stands for $P(A) = 0$ whenever $A \in \mathcal{A}$ and $P_0(A) = 0$.

Under (1) or (2), $P$ is called an (equivalent or absolutely continuous) martingale f.a.p. It is called an (equivalent or absolutely continuous) martingale measure in case $P \in \mathbb{P}_0$ and (1) or (2) hold. The term "martingale" is motivated as follows. Let $\mathcal{F} = (\mathcal{F}_t : t \in T)$ be a filtration and $S = (S_t : t \in T)$ a real $\mathcal{F}$-adapted process on $(\Omega, \mathcal{A}, P_0)$, where $T \subset \mathbb{R}$ is any index set. Suppose $S_t$ a bounded random variable for each $t \in T$ and define
$$L(\mathcal{F}, S) = \text{Span} \{I_A (S_t - S_s) : s, t \in T, s < t, A \in \mathcal{F}_s\}.$$If $P \in \mathbb{P}_0$, then $S$ is a $P$-martingale (with respect to $\mathcal{F}$) if and only if $E_P(X) = 0$ for all $X \in L(\mathcal{F}, S)$. If $P \in \mathbb{P}$ but $P \not\in \mathbb{P}_0$, it looks natural to define $S$ a $P$-martingale in case $E_P(X) = 0$ for all $X \in L(\mathcal{F}, S)$. In this sense, a f.a.p. $P$ satisfying (1) or (2) is of the martingale type.
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Why to look for martingale f.a.p.’s? We try to answer this question by four (non independent) remarks.

(i) Dating from de Finetti, the finitely additive theory of probability is well founded and developed, even if not prevailing. F.a.p.’s can be always extended to the power set and have a solid motivation in terms of coherence; see Section 2. Also, there are problems which can not be solved in the usual countably additive setting, while admit a finitely additive solution. Examples are in conditional probability, convergence in distribution of non measurable random elements, Bayesian statistics, stochastic integration and the first digit problem. See e.g. [4] and references therein. Moreover, in the finitely additive approach, one can clearly use $\sigma$-additive evaluations. Merely, one is not obliged to do so.

(ii) Martingale measures play a role in various financial frameworks. Their economic motivations, however, do not depend on whether they are $\sigma$-additive or not. See e.g. Chapter 1 of [8]. In option pricing, for instance, martingale f.a.p.’s give free-arbitrage prices, precisely as their $\sigma$-additive counterparts. Note also that many underlying ideas, in arbitrage price theory, were anticipated by de Finetti and Ramsey.

(iii) It may be that conditions (1) or (2) fail for each $P \in \mathbb{P}_0$ but hold for some $P \in \mathbb{P}$. This actually happens in some classical examples; see Examples 6 and 7. In addition, existence of martingale f.a.p.’s (both equivalent and absolutely continuous) can be given a simple characterization; see Theorem 3.

(iv) Investigating (1)-(2) is natural from the functional analytic point of view. For instance, a necessary condition for the existence of equivalent martingale f.a.p.’s is $L - L^+_{\infty}$, with the closure in the norm-topology of $L^\infty$. Such a condition is sufficient as well in case $P_0$ is atomic; see Theorem 8. Recall that $L - L^+_{\infty}$, with the closure in the weak-star topology of $L^\infty$, is necessary and sufficient for the existence of equivalent martingale measures; see [10] and [13].

We next state our main result (Theorem 3). Define

\[
\text{ess sup}(X) = \inf \{ a \in \mathbb{R} : P_0(X > a) = 0 \} = \inf \{ \sup_{A} X : A \in \mathcal{A}, P_0(A) = 1 \},
\]

\[
\|X\|_{\infty} = \max \{ \text{ess sup}(X), \text{ess sup}(-X) \},
\]

for each essentially bounded random variable $X$. There is an equivalent martingale f.a.p. if and only if

\[
\text{(3) there are } Q \in \mathbb{P}_0, Q \sim P_0, \text{ and a constant } c > 0 \text{ such that } cE_Q(X) \leq \text{ess sup}(-X) \text{ for each } X \in L.
\]

In addition, there is an absolutely continuous martingale f.a.p. if and only if

\[
\text{(4) } \text{ess sup}(X) \geq 0 \text{ for each } X \in L.
\]

Condition (4) has a transparent meaning. Even if more subtle, condition (3) is essentially an internality constraint. In a suitable financial framework, the quantity $\text{ess sup}(X)$ can be interpreted as "the maximum loss"; see Example 4.1 of [7]. Note also that, in testing whether (3) holds, one can tentatively let $Q = P_0$.

Condition (3) is automatically true in case

\[
\text{(5) } \text{ess sup}(X) \leq c \text{ess sup}(-X), \quad X \in L, \|X\|_{\infty} = 1,
\]
for some constant \( c^* > 0 \). Suppose in fact (5) holds and let \( c = 1/c^* \). \( Q = P_0 \) and \( X \in L \). Condition (3) trivially holds if \( \|X\|_\infty = 0 \). And, if \( \|X\|_\infty > 0 \), one obtains

\[
c E_{P_0}(X) \leq c \, \text{ess sup}(X) = c \, \|X\|_\infty \, \text{ess sup}\left(\frac{X}{\|X\|_\infty}\right)
\]

\[
\leq \|X\|_\infty \, \text{ess sup}\left(\frac{-X}{\|X\|_\infty}\right) = \text{ess sup}(-X).
\]

A further remark concerns the no-arbitrage condition

\[
(6) \quad P_0(X > 0) > 0 \iff P_0(X < 0) > 0 \quad \text{for each } X \in L.
\]

It turns out that

\[
(1) \implies (6) \implies (2) \quad \text{while the converse implications are not true,}
\]

where (1) and (2) are meant to hold for some \( P \in \mathcal{P} \). In particular, no-arbitrage implies existence of an absolutely continuous martingale f.a.p. (but not necessarily of an absolutely continuous martingale measure; see Example 6).

In fact, (1) \( \Rightarrow \) (6) follows from the representation

\[
P = \alpha P_1 + (1 - \alpha) Q \quad \text{where } \alpha \in [0, 1), \ P_1 \in \mathcal{P}, \ Q \in \mathcal{P}_0 \text{ and } Q \sim P_0,
\]

which can be given to any equivalent martingale f.a.p. \( P \); see Theorem 3. Since (6) trivially implies (4) and (4) \( \iff \) (2), then (6) \( \Rightarrow \) (2). Example 6 exhibits a situation where (6) holds and (1) fails. And an example where (2) holds and (6) fails is \( \Omega = \{1, 2, \ldots\}, \ P_0(\omega) = 2^{-\omega} \) for all \( \omega \in \Omega \) and \( L \) the linear span of \( X(\omega) = \frac{1}{\omega} \).

A last note deals with the assumption that \( L \) consists of bounded random variables. Even if strong, such an assumption can not be dropped. In fact, while de Finetti’s coherence principle (our main tool) can be extended to unbounded random variables, the extensions are very far from granting an integral representation; see [2], [3] and references therein.

2. de Finetti’s coherence principle

Given any set \( S \), let \( \mathcal{P}(S) \) denote the power set of \( S \) and \( l^\infty(S) \) the collection of real bounded functions on \( S \). We write \( E_P(X) = \int X \, dP \) whenever \( X \in l^\infty(S) \) and \( P \) is a f.a.p. on \( \mathcal{P}(S) \). Since \( X \) is the uniform limit of a sequence of simple functions, the integral \( \int X \, dP \) can be meant essentially in the usual sense; see [5] for details.

We briefly recall the notion of coherence. For more information, as well as for some extensions (including conditional coherence), we refer to [2], [3], [11], [12] and references therein.

Let \( D \subset l^\infty(\Omega) \) and \( E : D \to \mathbb{R} \). According to de Finetti, \( E \) is coherent in case

\[
\sup \sum_{i=1}^n c_i \{X_i - E(X_i)\} \geq 0
\]

for all \( n \geq 1, c_1, \ldots, c_n \in \mathbb{R} \) and \( X_1, \ldots, X_n \in D \). Heuristically, suppose \( E \) describes your previsions on members of \( D \). If \( E \) is coherent, it is impossible to make you a sure looser, whatever \( \omega \in \Omega \) turns out to be true, by some finite combinations of bets (on \( X_1, \ldots, X_n \) with stakes \( c_1, \ldots, c_n \)).

Say that \( E \) is internal in case \( \inf X \leq E(X) \leq \sup X \) for all \( X \in D \). If \( D \) is a linear space, \( E \) is coherent if and only if it is linear and internal. Also, internality
reduces to \( E(X) \leq \sup X \) for all \( X \in D \), provided \( D \) is a linear space and \( E \) a linear functional.

A coherent map \( E \) can be coherently extended to \( l^\infty(\Omega) \). Suppose in fact \( E \) is coherent. It is not hard to see that \( E \) can be extended to a linear internal functional \( E_1 \) on the linear space spanned by \( D \). In turn, by Hahn-Banach theorem, \( E_1 \) can be extended to a linear internal functional \( E_2 \) on \( l^\infty(\Omega) \). Note that, letting 
\[
P(A) = E_2(I_A)
\]
for all \( A \subseteq \Omega \), one obtains a f.a.p. \( P \) on \( \mathcal{P}(\Omega) \). As simple functions are dense in \( l^\infty(\Omega) \) under the sup-norm, one also obtains \( E_2(X) = \int X \, dP \) for all \( X \in l^\infty(\Omega) \). Thus, \( E : D \to \mathbb{R} \) is coherent if and only if
\[
E(X) = \int X \, dP = E_P(X), \quad X \in D,
\]
for some f.a.p. \( P \) on \( \mathcal{P}(\Omega) \). This is, according to us, the more transparent way of thinking of coherence.

We next give a couple of lemmas. The first is essentially known (see Section 10.3 of [5]) but we prove it to keep the paper self-contained. Say that \( P \in \mathbb{P} \) is pure in case it does not have a non trivial \( \sigma \)-additive part, that is if \( \Gamma \) is a \( \sigma \)-additive measure on \( A \) and \( 0 \leq \Gamma \leq P \), then \( \Gamma = 0 \).

By a result of Yosida-Hewitt, any \( P \in \mathbb{P} \) can be written as
\[
P = \alpha P_1 + (1 - \alpha) P_2
\]
where \( \alpha \in [0, 1] \), \( P_1 \in \mathbb{P} \) is pure (unless \( \alpha = 0 \)) and \( Q \in \mathbb{P}_0 \).

**Lemma 1.** Let \( P \in \mathbb{P} \) be such that \( P \ll P_0 \). Then, \( P \) is pure if and only if there is a countable partition \( H_1, H_2, \ldots \) of \( \Omega \) such that \( H_n \in A \) and \( P(H_n) = 0 \) for all \( n \).

**Proof.** The "if" part is trivial. Suppose \( P \) is pure. It suffices to prove that, given \( \epsilon > 0 \), there is \( A \in \mathcal{A} \) with \( P(A) = 0 \) and \( P_0(A^c) < \epsilon \). In this case, in fact, there is an increasing sequence \( A_1 \subset A_2 \subset \ldots \) satisfying \( A_n \in \mathcal{A} \), \( P(A_n) = 0 \) and \( P_0(A_n^c) < 1/n \) for all \( n \geq 1 \). Let \( B = (\bigcup_n A_n)^c \), \( H_1 = A_1 \cup B \), and \( H_n = A_n \setminus A_{n-1} \) for \( n > 1 \). Then, \( H_1, H_2, \ldots \) is a partition of \( \Omega \) in \( A \) and \( P(H_n) = 0 \) for \( n > 1 \). Also, \( P(H_1) = P(B) = 0 \) since \( P \ll P_0 \) and \( P_0(B) = 0 \). Next, fix \( \epsilon > 0 \), and define
\[
\Gamma(A) = \inf \{ P(B) + P_0(A \setminus B) : B \in A, B \subset A \}, \quad A \in \mathcal{A}.
\]
It is straightforward to check that \( \Gamma \) is a finitely additive measure on \( A \). Since \( P_0 \ll P_0 \) and \( 0 \leq \Gamma \leq P_0 \), then \( \Gamma \) is \( \sigma \)-additive. Since \( P \) is pure and \( 0 \leq \Gamma \leq P_0 \), then \( \Gamma = 0 \). Hence, for each \( n \geq 1 \), there is \( B_n \in \mathcal{A} \) satisfying
\[
P(B_n) + P_0(B_n^c) < \epsilon / 2^n.
\]
Let \( A = \cap_n B_n \). Then, \( A \in \mathcal{A} \), \( P(A) = 0 \) and \( P_0(A^c) \leq \sum_n P_0(B_n^c) < \epsilon \). \( \square \)

The second lemma is fundamental for our main results. It is connected to Lemma 1 of [9].

**Lemma 2.** Let \( D \subset l^\infty(\Omega) \) be a linear space, \( E : D \to \mathbb{R} \) a linear functional, and \( \mathcal{E} \) a class of subsets of \( \Omega \) such that \( A \cap B \in \mathcal{E} \) whenever \( A, B \in \mathcal{E} \). There is a f.a.p. \( P \) on \( \mathcal{P}(\Omega) \) satisfying
\[
E(X) = E_P(X) \quad \text{and} \quad P(A) = 1 \quad \text{for all} \ X \in D \quad \text{and} \ A \in \mathcal{E}
\]
if and only if
\[
\sup_A X \geq E(X) \quad \text{for all} \ X \in D \quad \text{and} \ A \in \mathcal{E}.
\]
Proof. The "only if" part is trivial. Suppose (7) holds and fix \( A \in \mathcal{E} \). If \( X, Y \in D \) and \( X = Y \) on \( A \), then (7) implies \( E(X) = E(Y) \). Hence, one can define \( \phi(X|A) = E(X) \) for \( X \in D \), where \( X|A \) denotes the restriction of \( X \) to \( A \). By (7), \( \phi \) is a coherent map on \( \{X|A : X \in D\} \). Take a f.a.p. \( P_1 \) on \( \mathcal{P}(A) \) satisfying \( \phi(X|A) = \int (X|A)dP_1, X \in D \), and define \( P(B) = P_1(A \cap B) \) for \( B \subseteq \Omega \). Then, \( P \) is a f.a.p. on \( \mathcal{P}(\Omega) \) such that \( P(A) = 1 \) and \( E(X) = E_P(X) \) for all \( X \in D \).

Next, let \( \mathcal{Z} \) be the class of \([0,1]\)-valued functions on \( \mathcal{P}(\Omega) \). When equipped with the product topology, \( \mathcal{Z} \) is compact and

\[
F_A = \{ P \in \mathcal{Z} : P \text{ is a f.a.p., } P(A) = 1, E(X) = E_P(X) \text{ for all } X \in D \}
\]

is closed for each \( A \subseteq \Omega \). By what already proved, \( F_A \neq \emptyset \) for all \( A \in \mathcal{E} \). Hence, since \( \mathcal{E} \) is closed under finite intersections, \( \{F_A : A \in \mathcal{E}\} \) has the finite intersection property. It follows that \( \bigcap_{A \in \mathcal{E}} F_A \neq \emptyset \), and this concludes the proof. \( \square \)

3. Equivalent and absolutely continuous martingale f.a.p.'s

**Theorem 3.**

(a) There is \( P \in \mathbb{P} \) such that \( P \ll P_0 \) and \( E_P(X) = 0, X \in L \), if and only if \( \text{ess sup}(X) \geq 0 \) for each \( X \in L \).

(b) There is \( P \in \mathbb{P} \) such that \( P \sim P_0 \) and \( E_P(X) = 0, X \in L \), if and only if condition (3) holds.

Moreover, every equivalent martingale f.a.p. \( P \) admits the representation \( P = \alpha P_1 + (1 - \alpha)Q \) where \( \alpha \in [0,1) \), \( P_1 \in \mathbb{P} \) is pure (unless \( \alpha = 0 \)), \( Q \in \mathbb{P}_0 \) and \( Q \sim P_0 \).

**Proof.** Let \( E : L \to \mathbb{R} \) and \( \mathcal{E} = \{ A \in \mathcal{A} : P_0(A) = 1 \} \). Since the elements of \( L \) are \( \mathcal{A} \)-measurable, there is \( P \in \mathbb{P} \) such that \( P \ll P_0 \) and \( E_P(X) = E(X) \) for \( X \in L \) if and only if there is a f.a.p. \( T \) on \( \mathcal{P}(\Omega) \) such that \( T(A) = 1 \) and \( E_T(X) = E(X) \) for \( A \in \mathcal{E} \) and \( X \in L \). Hence, part (a) follows from Lemma 2 applied with \( D = L \) and \( E = 0 \). As to part (b), suppose condition (3) holds and define \( D = L \) and \( E(X) = -E_Q(X) \) for \( X \in L \). By (3),

\[
E(X) = c E_Q(-X) \leq \text{ess sup}(X) \leq \sup_X A \text{ for all } X \in L \text{ and } A \in \mathcal{E}.
\]

By Lemma 2, there is \( P_1 \in \mathbb{P} \) such that \( P_1 \ll P_0 \) and \( E_{P_1}(X) = -c E_Q(X) \) for \( X \in L \). Hence, an equivalent martingale f.a.p. is

\[
P = \frac{P_1 + c Q}{1 + c}.
\]

Next, let \( P \in \mathbb{P} \) be such that \( P \sim P_0 \) and \( E_P(X) = 0 \) for \( X \in L \). To get condition (3), it suffices to show that \( P = \alpha P_1 + (1 - \alpha)Q \) where \( \alpha \in [0,1) \), \( P_1 \in \mathbb{P} \) is pure (unless \( \alpha = 0 \)), \( Q \in \mathbb{P}_0 \) and \( Q \sim P_0 \). In fact, suppose that \( P \) can be written in this way. If \( \alpha = 0 \), letting \( c = 1 \) and \( Q = P \), one trivially obtains

\[
c E_Q(X) = E_P(X) = 0 = E_P(-X) \leq \text{ess sup}(-X) \text{ for all } X \in L.
\]

If \( \alpha \in (0,1) \), then \( P_1 \ll P_0 \) so that \( E_{P_1}(X) \leq \text{ess sup}(X) \) for each bounded random variable \( X \). Let \( c = \frac{1 - \alpha}{\alpha} \) and \( X \in L \). Since \( E_P(X) = 0 \), one again obtains

\[
c E_Q(X) = \frac{1 - \alpha}{\alpha} \frac{E_P(X) - \alpha E_{P_1}(X)}{1 - \alpha} = -E_{P_1}(X) = E_{P_1}(-X) \leq \text{ess sup}(-X).
\]
We finally prove that $P$ admits the desired representation. By Yosida-Hewitt’s theorem, $P = \alpha P_1 + (1 - \alpha) Q$ with $\alpha \in [0, 1]$, $P_1 \in \mathbb{P}$ pure (unless $\alpha = 0$) and $Q \in \mathbb{P}_0$. Let $H_1, H_2, \ldots$ be a countable partition of $\Omega$ in $A$. Since $P \sim P_0$, it must be $P(H_n) > 0$ for some $n$. By Lemma 1, $P$ is not pure. Hence $\alpha < 1$, and this in turn implies $Q \ll P_0$. It remains to show that $Q \sim P_0$. If $\alpha = 0$, then $Q = P \sim P_0$.

Suppose $\alpha \in (0, 1)$. Let $A = \{ f = 0 \}$ where $f$ is a density of $Q$ with respect to $P_0$. If $P_1(A) = 0$, then $P(A) = (1 - \alpha) Q(A) = 0$, so that $P_0(A) = 0$. Thus, it can be assumed $P_1(A) > 0$. Toward a contradiction, suppose also that $P_0(A) > 0$. In that case, since $P \sim P_0$ and $Q(A) = 0$, one obtains

$$P_1(\cdot | A) \sim P_0(\cdot | A).$$

Hence, if $H_1, H_2, \ldots$ is as above, it must be $P_1(H_n) \geq P_1(A) P_1(H_n | A) > 0$ for some $n$. Since $P_1 \ll P_0$, Lemma 1 implies that $P_1$ is not pure, and this is a contradiction. Therefore $P_0(A) = 0$, that is, $Q \sim P_0$. This concludes the proof.

Theorem 3 is our main result. To stress its possible role, we discuss a few (classical) examples. Recall (from Section 1) that (5) ⇒ (3).

**Example 4.** (Finite state space) If $\Omega$ is finite, no-arbitrage implies existence of equivalent martingale measures. This well known fact follows trivially from Theorem 3. Indeed, when $\Omega$ is finite, $\mathbb{P} = \mathbb{P}_0$ and $L$ is finite-dimensional. Thus, by Theorem 3, it suffices to show that (6) ⇒ (5) if $L$ is finite-dimensional. Regard $L$ as a subspace of $L_\infty$, where $L_\infty = L_\infty(\Omega, A, P_0)$ is equipped with the norm-topology. Define $K = \{ X \in L : \|X\|_\infty = 1 \}$ and

$$\phi(X) = \frac{\text{ess sup}(X)}{\text{ess sup}(-X)} \text{ for all } X \in K.$$

By (6), $\phi : K \to (0, \infty)$ is well defined and continuous. Since $L$ is finite-dimensional, it is not hard to see that $K$ is compact. Thus, condition (5) holds.

A $P_0$-atom is a set $A \in A$ with $P_0(A) > 0$ and $P_0(\cdot | A) \in \{ 0, 1 \}$, and $P_0$ is atomic if there is a countable partition $A_1, A_2, \ldots$ of $\Omega$ such that $A_n$ is a $P_0$-atom for all $n$.

**Example 5.** (Atomic $P_0$) As in Example 4, sometimes, Theorem 3 helps in proving existence of equivalent martingale measures. Suppose $P_0$ atomic and fix a partition $A_1, A_2, \ldots$ of $\Omega$ with each $A_n$ a $P_0$-atom. If the $A_n$ are finitely many, we are essentially in the framework of Example 4. Thus, suppose the $A_n$ are infinitely many. Then, there is an equivalent martingale measure if condition (5) holds and

$$\lim_n P_0(A_n) = 0 \quad \text{for all } X \in L. \quad (8)$$

Here, $X|A_n$ denotes the a.s.-constant value of $X$ on $A_n$. In fact, by (5) and Theorem 3, there is an equivalent martingale f.a.p. $P$. Write $P = \alpha P_1 + (1 - \alpha) Q$, where $\alpha \in [0, 1]$, $P_1 \in \mathbb{P}$ is pure (unless $\alpha = 0$), $Q \in \mathbb{P}_0$ and $Q \sim P_0$. If $\alpha = 0$, then $Q = P$ is an equivalent martingale measure. Let $\alpha > 0$. If $P_1(A_n) > 0$, since $P_1 \ll P_0$ and $P_0(\cdot | A_n)$ is 0-1 valued, one obtains $P_1(\cdot | A_n) = P_0(\cdot | A_n)$. But this is a contradiction, for $P_1(\cdot | A_n)$ is pure. Hence, $P_1(A_n) = 0$ for all $n$, and condition (8) implies $E_{P_0}(X) = 0$ for all $X \in L$. Therefore, $Q$ is again an equivalent martingale.
measure. Finally, suppose (8) fails. Then, there is an equivalent martingale measure provided condition (5) is turned into

\[(5^*) \quad \text{ess sup}(XY) \leq c' \text{ess sup}(-XY), \quad X \in L, \|XY\|_\infty = 1,
\]

for some constant \(c' > 0\) and bounded random variable \(Y\) such that \(Y > 0\) and \(\lim_n Y|A_n = 0\). In fact, \(\lim_n XY|A_n = 0\) for all \(X \in L\), so that condition \((5^*)\) yields \(E_Q(XY) = 0, \ X \in L, \text{ for some } Q \in \mathbb{P}_0, Q \sim P_0\). Hence, an equivalent martingale measure is \(Q^*(A) = E_Q(\sigma A)/E_Q(Y), A \in \mathcal{A}\).

Example 6. (An example from [6] revisited) Let \(Y_n : \Omega \to \{-1, 1\}, n \geq 1,\) and \(\mathcal{A} = \sigma(Y_1, Y_2, \ldots).\) Suppose \((Y_n)\) i.i.d. under \(P_0\) with \(0 < P_0(Y_1 = 1) < 1/2\). Also, suppose \((Y_n)\) i.i.d. under \(Q_0\), where \(Q_0 \in \mathbb{P}_0\), with \(Q_0(Y_1 = 1) = 1/2\). Define

\[S_0 = 0, \quad S_n = \sum_{i=1}^n Y_i, \quad \mathcal{F}_n = \sigma(S_0, S_1, \ldots, S_n), \quad L = L(\mathcal{F}, S),\]

where \(L(\mathcal{F}, S)\) has been defined in Section 1.

Since \(P_0(Y_1 = y_1, \ldots, Y_n = y_n) > 0\) for all \(n \geq 1\) and \(y_1, \ldots, y_n \in \{-1, 1\}\), there is no-arbitrage, i.e., condition (6) holds. In addition, if \(P \in \mathbb{P}\) is such that \(E_P(X) = 0\) for \(X \in L\), then \(P = Q_0\) on \(\bigcup_n \mathcal{F}_n\). In fact, \(E_P(\mathcal{A} Y_n) = 0\) yields \(P(A \cap \{Y_n = 1\}) = P(A \cap \{Y_n = -1\})\) for each \(n \geq 1\) and \(A \in \mathcal{F}_{n-1}\). Thus, \((Y_n)\) is i.i.d. under \(P\) with \(P(Y_1 = 1) = 1/2\).

Since \(Q_0\) is the only member of \(\mathbb{P}_0\) which makes \((S_n)\) a martingale and

\[\frac{S_n}{n} \xrightarrow{Q_0-a.s.} 0 \quad \text{while} \quad \frac{S_n}{n} \xrightarrow{P_0-a.s.} E_{P_0}(Y_1) < 0,
\]

there are not absolutely continuous martingale measures. Instead, by Theorem 3 and no-arbitrage, there are absolutely continuous martingale f.a.p.’s. Finally, no equivalent martingale f.a.p. is available. Suppose in fact \(P\) is an equivalent martingale f.a.p.. By Theorem 3 and since \(E_P(X) = 0\) for \(X \in L\),

\[Q_0 = P \geq (1 - \alpha) Q \quad \text{on} \quad \bigcup_n \mathcal{F}_n
\]

for some \(\alpha \in [0, 1]\) and \(Q \in \mathbb{P}_0\) such that \(Q \sim P_0\). Since \(Q, Q_0 \in \mathbb{P}_0\) and \(\bigcup_n \mathcal{F}_n\) is a field, it follows that \(Q_0 \geq (1 - \alpha) Q\) on \(\sigma(\bigcup_n \mathcal{F}_n) = \mathcal{A}\). On noting that \(\alpha < 1\), one obtains the contradiction \(P_0 \sim Q \ll Q_0\).

Equivalent martingale f.a.p.’s may be available even if equivalent martingale measures fail to exist. As a trivial example, take a pure f.a.p. \(P_1\) such that \(P_1 \ll P_0\) (such a \(P_1\) exists for several choices of \(P_0\)). Define \(P = \frac{P_1 + P_0}{2}\) and

\[L = \{X : X \text{ bounded random variable, } E_P(X) = 0\}.
\]

Then, \(P \sim P_0\). But for each \(Q \in \mathbb{P}_0\), since \(Q \neq P\), one obtains \(E_Q(X) \neq 0\) for some \(X \in L\). Here is a less trivial example.

Example 7. (An example from [1] revisited) Let \(\Omega = \{1, 2, \ldots\}, \mathcal{A} = \mathcal{P}(\Omega),\) and \(P_0(\omega) = 2^{-\omega}\) for all \(\omega \in \Omega\). For each \(n \geq 0\), define \(A_n = \{n + 1, n + 2, \ldots\}\). Define also \(L = L(\mathcal{F}, S)\), where

\[\mathcal{F}_0 = \{\emptyset, \Omega\}, \quad \mathcal{F}_n = \sigma(\{1, \ldots, \{n\}\}, \quad S_0 = 1, \quad \text{and}
\]

\[S_n(\omega) = \frac{1}{2^n} I_{A_n}(\omega) + \frac{\omega^2 + 2\omega + 2}{2^{n+1}} (1 - I_{A_n}(\omega)) \quad \text{for all } \omega \in \Omega.
\]

As shown in [1], no \(Q \in \mathbb{P}_0\) satisfies \(E_Q(X) = 0\) for all \(X \in L\). However, equivalent martingale f.a.p.’s are available. Define in fact \(Q(\omega) = \frac{1}{2} - \frac{1}{\omega + 1}\) for all \(\omega \in \Omega\).
Then, $Q \in \mathbb{P}_0$ and $Q \sim P_0$. Since $S_{n+1} = S_n$ on $\mathcal{A}_n^\circ$, each $X \in L(F, S)$ can be written as

$$X = \sum_{j=0}^{k} b_j I_{A_j}(S_{j+1} - S_j)$$

for some $k \geq 0$ and $b_0, \ldots, b_k \in \mathbb{R}$. On noting that $X = -\sum_{j=0}^{k} \frac{b_j}{2^{j+1}}$ on $A_{k+1}$, one obtains

$$E_Q(X) = \sum_{j=0}^{k} \frac{b_j}{2^{j+1}} \left\{ \left( (j+1)^2 + 2(j+1) \right) Q\{j+1\} - Q(A_{j+1}) \right\}$$

$$= \sum_{j=0}^{k} \frac{b_j}{2^{j+1}} \left\{ \frac{(j+1)^2 + 2(j+1)}{(j+1)(j+2)} - \frac{1}{(j+2)} \right\}$$

$$= \sum_{j=0}^{k} \frac{b_j}{2^{j+1}} \leq \sup (-X) = \text{ess sup}(-X).$$

Therefore, condition (3) holds (with $c = 1$) and Theorem 3 grants the existence of an equivalent martingale f.a.p. $P$. Incidentally, such a $P$ can be taken of the form $P = \frac{Q+P_0}{2}$, where $Q$ is as above and $P_1 \in \mathbb{P}$ is such that $P_1(A_0) = 1$ for all $n$. Note also that condition (5) fails in this example.

Finally, we take a functional analytic point of view and we investigate the connections between existence of equivalent martingale f.a.p.’s and measures. Write $U - V = \{u - v : u \in U, v \in V\}$ whenever $U, V$ are subsets of a linear space. Let $L_p = L_p(\Omega, \mathcal{F}, P_0)$ for all $p \in [1, \infty]$. We regard $L$ as a subspace of $L_\infty$ and we let $L_\infty^+ = \{X \in L_\infty : X \geq 0\}$. Since $L_\infty$ is the dual of $L_1$, it can be equipped with the weak-star topology $\sigma(L_\infty, L_1)$. Thus, $\sigma(L_\infty, L_1)$ is the topology on $L_\infty$ generated by the linear functionals $X \mapsto E_{P_0}(XY)$ for $Y \in L_1$.

A classical result of Kreps [10] (see also [13]) states that existence of equivalent martingale measures amounts to

$$L - L_\infty^- \cap L_\infty^+ = \{0\} \quad \text{with the closure in } \sigma(L_\infty, L_1).$$

A (natural) question is what happens if the closure is taken in the norm-topology.

**Theorem 8.** There is an equivalent martingale f.a.p. if and only if

$$L_\infty^+ \subset U \cup \{0\} \quad \text{and} \quad (L - L_\infty^-) \cap U = \emptyset$$

for some norm-open convex set $U \subset L_\infty$.

In particular, a necessary condition for the existence of an equivalent martingale f.a.p. is

$$L - L_\infty^- \cap L_\infty^+ = \{0\} \quad \text{with the closure in the norm-topology.}$$

If $P_0$ is atomic, condition (10) is sufficient as well.

**Proof.** Let $L_\infty$ be equipped with the norm-topology and $V = L - L_\infty^-$. $W = V = L - L_\infty^+$, $\mathcal{M} = \{P \in \mathbb{P} : P \ll P_0, E_P(X) = 0 \text{ for } X \in L\}$.

Suppose $P$ is an equivalent martingale f.a.p. and define

$$U = \{X \in L_\infty : E_P(X) > 0\}.$$
Since $E_P(X - Y) = -E_P(Y) \leq 0$ whenever $X \in L$ and $Y \in L^+_\infty$, then $U \cap V = \emptyset$. For each $X \in L^+_\infty$, $X \neq 0$, there is $\epsilon > 0$ with $P_0(X \geq \epsilon) > 0$, so that

$$E_P(X) = E_P(X^+) \geq \epsilon P(X \geq \epsilon) > 0.$$ 

Hence, $L^+_\infty \subset U \cup \{0\}$. Further, $U$ is open and convex for the map $X \mapsto E_P(X)$ is linear and continuous. Conversely, suppose condition (9) holds. Since $V$ is convex, $U$ is open convex and $U \cap V = \emptyset$, there is a linear (continuous) functional $f : L_\infty \to \mathbb{R}$ such that $f(X) > f(Y)$ for all $X \in U$ and $Y \in V$. Since $f > 0$ on $U$ (due to $0 \in V$) then $f$ is positive. Since $f(1) > 0$ (for $1 \in U$) it can be assumed $f(1) = 1$. By Lemma 2, $f(X) = E_P(X)$, $X \in L_\infty$, for some $P \in \mathbb{P}$ with $P \ll P_0$. Such a $P$ is an equivalent martingale f.a.p.. In fact, since $L$ is a linear space and $\sup_L f \leq \sup_V f < \infty$, then $f = 0$ on $L$. Thus, $P \in \mathcal{M}$. And for each $A \in \mathcal{A}$ with $P_0(A) > 0$, one obtains $P(A) = f(I_A) > 0$ for $I_A \in U$.

Next, under condition (9), $W = \overline{\mathcal{V}} \subset U^c$. Hence, it is obvious that $(9) \Rightarrow (10)$.

Finally, suppose that $(10)$ holds. Fix $A \in \mathcal{A}$ with $P_0(A) > 0$. Since $I_A \notin W$, one obtains $f(I_A) > \sup_W f$ for some linear (continuous) functional $f : L_\infty \to \mathbb{R}$. Given $X \in L^+_\infty$, since $-nX \in W$ for all $n \geq 1$, it follows that

$$\sup_n \left[-n f(X)\right] = \sup_n \left(f(-nX)\right) \leq \sup_f < \infty.$$ 

Hence $f(X) \geq 0$, i.e., $f$ is positive. Since $f(1) > 0$ (otherwise, $f$ is identically null) it can be assumed $f(1) = 1$. Again, by Lemma 2, $f(X) = E_P(X)$, $X \in L_\infty$, for some $P \in \mathbb{P}$ with $P \ll P_0$. Since $0 \in W$, then $P(A) = f(I_A) > 0$. Since $L$ is a linear space and $\sup_L f \leq \sup_W f < \infty$, then $E_P(X) = 0$ for all $X \in L$. Summarizing, for each $A \in \mathcal{A}$ with $P_0(A) > 0$, there is $P_A \in \mathcal{M}$ such that $P_A(A) > 0$. If $P_0$ is atomic, as we now assume, there is a partition $A_1, A_2, \ldots$ of $\Omega$ such that $A_n \in \mathcal{A}$, $P_0(A_n) > 0$ and $P_0(\cdot \mid A_n)$ is 0-1 valued for all $n$. Define $P = \sum_{n=1}^{\infty} 2^{-n} P_{A_n}$. Then, $P \in \mathcal{M}$. For each $A \in \mathcal{A}$ with $P_0(A) > 0$, one obtains $P_0(A \cap A_n) > 0$ and $P_0(A^c \cap A_n) = 0$ for some $n$. On noting that $P_{A_n} \ll P_0$,

$$2^n P(A) \geq P_{A_n}(A \cap A_n) = P_{A_n}(A_n) - P_{A_n}(A^c \cap A_n) = P_{A_n}(A_n) > 0.$$ 

Therefore, $P$ is an equivalent martingale f.a.p.. \hfill \Box

For general $P_0$, we do not know whether condition (10) suffices for the existence of equivalent martingale f.a.p.’s. Another open problem is whether condition (5) implies the existence of equivalent martingale measures.
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