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A CONSISTENCY THEOREM FOR REGULAR

CONDITIONAL DISTRIBUTIONS

PATRIZIA BERTI AND PIETRO RIGO

Abstract. Let (Ω,B) be a measurable space, An ⊂ B a sub-σ-field and µn

a random probability measure, n ≥ 1. In various frameworks, one looks for
a probability P on B such that µn is a regular conditional distribution for P

given An for all n. Conditions for such a P to exist are given. The conditions

are quite simple when (Ω,B) is a compact Hausdorff space equipped with the
Borel or the Baire σ-field (as well as under other similar assumptions). Such
conditions are then applied to Bayesian statistics.

1. The problem

Let (Ω,B) be a measurable space and P the collection of all probability measures
on B. Given B ∈ B and any map µ : Ω→ P, we let µ(B) denote the function on Ω
given by ω 7→ µ(ω)(B). If µ(B) is B-measurable for all B ∈ B, then µ is said to be
a random probability measure.

This note originates from the following question. Given a sub-σ-field A ⊂ B and
a random probability measure µ, under what conditions is there P ∈ P such that
µ is a regular conditional distribution for P given A ? Such a question is easily
answered. Once stated, however, it grows quickly into the following new question.
Suppose we are given a sequence (An, µn), where An ⊂ B is a sub-σ-field and µn

a random probability measure. Under what conditions is there P ∈ P such that µn

is a regular conditional distribution for P given An for all n ? If such a P exists,
the µn are said to be consistent.

We aim to give reasonable conditions for the µn to be consistent, and to find
applications for such conditions. Indeed, if (Ω,B) is a compact Hausdorff space
equipped with the Borel or the Baire σ-field, consistency of the µn can be checked
via a certain set of inequalities (Theorem 3). The same is true under other simi-
lar assumptions (Theorem 5). Natural applications of these results are available,
mainly in Bayesian statistics.

2. Notation, assumptions and basic definitions

For any topological space X, we let Cb(X) denote the set of real bounded contin-
uous functions on X. Also, B(X) is the Borel σ-field and B0(X) the Baire σ-field.
Recall that B0(X) = σ

{

Cb(X)
}

and thus B0(X) = B(X) if X is metrizable.
Let P ∈ P and A ⊂ B a sub-σ-field. A regular conditional distribution (r.c.d.),

for P given A, is a map µ : Ω→ P such that µ(B) is a version of EP

(

IB | A
)

for all
B ∈ B. For a r.c.d. to exist, it suffices that P is perfect and B countably generated.
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2 PATRIZIA BERTI AND PIETRO RIGO

For instance, a r.c.d. is available whenever Ω is an universally measurable subset
of a Polish space (in particular, a Borel subset) and B = B(Ω). We refer to [2] and
references therein for more on r.c.d.’s.

Let f : Ω→ R be a bounded B-measurable function. For every P ∈ P, we write

P (f) = EP (f) =

∫

f dP.

Also, for any map µ : Ω→ P, we denote µ(f) the function on Ω given by

µ(ω)(f) =

∫

f(x)µ(ω)(dx), ω ∈ Ω.

Finally, throughout this note, An ⊂ B is a sub-σ-field and µn a random proba-
bility measure for each n ∈ I, where

I = {1, 2, . . .} or I = {1, . . . , n}

for some n ≥ 1. We let A = σ(∪n∈IAn) and we assume

σ
{

µn(B)
}

⊂ An for all n ∈ I and B ∈ B.

3. Results

Our starting point is the following simple lemma.

Lemma 1. The µn are consistent if and only if

Q
(

µn(A) = IA
)

= 1 whenever A ∈ An,(1)

EQ

{

µn(B)
}

= EQ

{

µ1(B)
}

whenever B ∈ B,(2)

for some probability measure Q on A and all n ∈ I. Moreover, if each An is

countably generated, condition (1) can be written as Q(Ω0) = 1, where

Ω0 = {µn(A) = IA for all n ∈ I and A ∈ An}.

Proof. If the µn are consistent, it suffices to let Q = P |A, where P ∈ P is such that
µn is a r.c.d. for P given An for all n. Conversely, suppose conditions (1)-(2) hold.
Define P (B) = EQ

{

µ1(B)
}

for all B ∈ B and fix n ∈ I. If A ∈ An, conditions
(1)-(2) yield

P (A) = EQ

{

µ1(A)
}

= EQ

{

µn(A) I{µn(A)=IA}

}

= EQ(IA) = Q(A).

Thus, P = Q on An. Next, let A ∈ An and B ∈ B. Then, µn(A∩B) = IA µn(B) on
the set {µn(A) = IA}. Since µn(B) is An-measurable and P = Q on An, conditions
(1)-(2) again imply

P (A ∩B) = EQ

{

µ1(A ∩B)
}

= EQ

{

µn(A ∩B) I{µn(A)=IA}

}

= EQ

{

IA µn(B)
}

= EP

{

IA µn(B)
}

.

Hence, µn is a r.c.d. for P given An. Finally, suppose the An are countably
generated and take countable fields Un such that An = σ(Un). Since Ω0 can be
written as Ω0 =

⋂

n∈I

⋂

A∈Un
{µn(A) = IA}, it is clear that Ω0 ∈ A and condition

(1) amounts to Q(Ω0) = 1. �
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In a sense, up to replacing Ω with Ω0, condition (1) can be assumed to be true
whenever the An are countably generated. In this case, in fact, the µn are certainly
not consistent if Ω0 = ∅. Otherwise, if Ω0 6= ∅, they are consistent if and only if
there is a law Q on the trace σ-field A ∩ Ω0 satisfying condition (2).

Among other things, Lemma 1 answers our initial question, raised in Section 1.
Suppose in fact I = {1}. Since (2) is trivially true, there is P ∈ P such that µ1 is
a r.c.d. for P given A1 if and only if condition (1) holds. To this end, a sufficient
condition is Ω0 6= ∅ (just let Q = δω for some ω ∈ Ω0). Furthermore, Ω0 6= ∅ is
equivalent to (1) in case A1 is countably generated, but not in general. As a trivial
example, take (Ω,B) =

(

R,B(R)
)

and fix P ∈ P such that P{ω} = 0 for all ω.
Define A1 = {B ∈ B : P (B) ∈ {0, 1}} and µ1(ω) = P for all ω. Then, Ω0 = ∅ and
yet µ1 is a r.c.d. for P given A1.

From now on, whether or not the An are countably generated, it is assumed
Ω0 = Ω or equivalently

µn(ω)(A) = IA(ω) for all ω ∈ Ω, n ∈ I and A ∈ An.(3)

Under (3), condition (1) is trivially true whatever Q is. Moreover, Lemma 1 can
be stated as follows.

Lemma 2. Suppose condition (3) holds. The µn are consistent if and only if
∫

µ1(ω)(B)Q1(dω) =

∫ ∫

µn(x)(B)µ1(ω)(dx)Q1(dω)(4)

for some probability measure Q1 on A1 and all n ∈ I and B ∈ B.

Proof. Suppose the µn are consistent and fix P ∈ P such that µn is a r.c.d. for P
given An for all n. Let Q1 = P |A1. Since P (dx) = µ1(ω)(dx)Q1(dω), then
∫ ∫

µn(x)(B)µ1(ω)(dx)Q1(dω) =

∫

µn(x)(B)P (dx) = P (B) =

∫

µ1(ω)(B)Q1(dω)

for all n ∈ I and B ∈ B. Conversely, suppose condition (4) holds and define
P (B) = EQ1

{

µ1(B)
}

for all B ∈ B. By (3),

P (A) = EQ1

{

µ1(A)
}

= EQ1

{

IA
}

= Q1(A) for all A ∈ A1.

Let n ∈ I and B ∈ B. Since P = Q1 on A1, condition (4) yields

EP

{

µn(B)
}

=

∫

µn(x)(B)P (dx) =

∫ ∫

µn(x)(B)µ1(ω)(dx)Q1(dω)

=

∫

µ1(ω)(B)Q1(dω) =

∫

µ1(ω)(B)P (dω) = EP

{

µ1(B)
}

.

An application of Lemma 1 (with Q = P |A) concludes the proof. �

We next prove our main results.

Theorem 3. Suppose condition (3) holds, Ω is a compact Hausdorff space and

B = B(Ω) or B = B0(Ω). For the µn to be consistent, it suffices that
{

µn(f)− µ1(f)
}

∈ Cb(Ω),

sup
n

∑

i=1

{

µi(fi)− µ1(fi)
}

≥ 0,

for all n ∈ I and f, f1, . . . , fn ∈ Cb(Ω).
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Proof. The proof is the same whether B = B(Ω) or B = B0(Ω). To fix ideas,
suppose B = B(Ω). Let L be the linear space generated by µn(f) − µ1(f) for all
n ∈ I and f ∈ Cb(Ω). Any φ ∈ L can be written as

φ =

n
∑

i=1

{

µi(fi)− µ1(fi)
}

for suitable n ∈ I and f1, . . . , fn ∈ Cb(Ω). Since L is a linear space of bounded
functions and supφ ≥ 0 for each φ ∈ L, there is a finitely additive probability P0

on the power set of Ω such that

EP0
(φ) =

∫

φ dP0 = 0 for all φ ∈ L.

(This is just de Finetti’s coherence principle; however, for a proof, see e.g. Lemma
1 of [3]). Define T (f) = EP0

(f) for all f ∈ Cb(Ω). Then, T is a linear positive
functional on Cb(Ω) such that T (1) = 1. Since Ω is a compact Hausdorff space,
Riesz theorem implies T (f) = EP (f), f ∈ Cb(Ω), for some P ∈ P. Since L ⊂ Cb(Ω),
it follows that EP

{

µn(f)
}

= EP

{

µ1(f)
}

for all n ∈ I and f ∈ Cb(Ω). By Riesz

theorem again, one obtains EP

{

µn(·)
}

= EP

{

µ1(·)
}

on B for all n ∈ I. To conclude
the proof, it suffices to apply Lemma 1 with Q = P |A. �

Apart from Ω compact, the other conditions of Theorem 3 hold true in various
real situations. Note also that, for I = {1, 2}, the last condition reduces to

sup
{

µ2(f)− µ1(f)
}

≥ 0 for all f ∈ Cb(Ω).

But compactness of Ω is actually a strong assumptions.

Example 4. Let Ω = R
2, B = B(R2), and

µ1(x, y) = δx ×N(x, 1), µ2(x, y) = N(y, 1)× δy,

where N(a, b) denotes the Gaussian law with mean a and variance b. Let

A1 = σ(X) and A2 = σ(Y ),

where X(x, y) = x and Y (x, y) = y are the canonical projections. It is well known
that µ1 and µ2 are not consistent; see e.g. page 114 of [4]. Except Ω compact,
however, all other conditions of Theorem 3 are satisfied.

In the next result, S is a linear space of bounded B-measurable functions such
that, for any P1, P2 ∈ P,

(5) P1 = P2 ⇐⇒ P1(f) = P2(f) for all f ∈ S.

For instance, S could be the linear space generated by {IU : U ∈ U}, where U ⊂ B
is closed under finite intersections and B = σ(U). Or else, if Ω is a metric space
and B = B(Ω), then S can be taken the set of bounded Lipschitz functions on Ω.

A few definitions are to be recalled as well. Let G be a σ-field of subsets of Ω.
The G-atom including ω ∈ Ω is

H(ω) =
⋂

ω∈G∈G

G.

The collection Π = {H(ω) : ω ∈ Ω} of all G-atoms is a partition of Ω and every
set G ∈ G is a union of elements of Π. For A ⊂ Ω, let A∗ = ∪ω∈AH(ω) denote the
saturation of A. For most purposes, (Ω,G) can be identified with the measurable
space (Π,G∗) where G∗ = {G∗ : G ∈ G}. See [2] for more on G-atoms.
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Theorem 5. Let S be as above and Π the partition of Ω in the A1-atoms. Suppose

condition (3) holds and

(Π,A∗
1) is a compact Hausdorff space equipped with the Borel or the Baire σ-field.

For the µn to be consistent, it suffices that
∫

µn(x)(f)µ1(·)(dx)− µ1(·)(f) is continuous on Π,

sup

n
∑

i=1

{

∫

µi(x)(fi)µ1(·)(dx)− µ1(·)(fi)
}

≥ 0,

for all n ∈ I and f, f1, . . . , fn ∈ S.

Proof. The argument of the proof is essentially the same as that of Theorem 3.
First note that any A1-measurable function h : Ω→ R is constant on the elements
of Π. Hence, h is actually a function on Π. Let L be the linear space generated
by

∫

µn(x)(f)µ1(·)(dx) − µ1(·)(f) for all n ∈ I and f ∈ S. Since its generators
are A1-measurable, L can be regarded as a linear space of bounded functions on Π.
Also, each φ ∈ L can be written as

φ(·) =
n

∑

i=1

{

∫

µi(x)(fi)µ1(·)(dx)− µ1(·)(fi)
}

for suitable n ∈ I and f1, . . . , fn ∈ S. Since supφ ≥ 0 for each φ ∈ L, there is
a finitely additive probability P0 on the power set of Π such that EP0

(φ) = 0 for
all φ ∈ L. Define T (f) = EP0

(f) for all f ∈ Cb(Π), and note that T is a linear
positive functional such that T (1) = 1. Since Π is compact and Hausdorff, Riesz
theorem implies T (f) = EP1

(f), f ∈ Cb(Π), for some probability measure P1 on
B(Π). Whether A∗

1 = B(Π) or A∗
1 = B0(Π), since A∗

1 ⊂ B(Π), it is possible to
define

Q1(A) = P1(A
∗) for all A ∈ A1.

Then, Q1 is a probability measure on A1, and since L ⊂ Cb(Π) one obtains
∫

µ1(ω)(f)Q1(dω) =

∫ ∫

µn(x)(f)µ1(ω)(dx)Q1(dω), n ∈ I, f ∈ S.

By property (5) of S, the above equation holds with f ∈ S replaced by B ∈ B. An
application of Lemma 2 concludes the proof. �

The numbering of the sequence (An, µn) is clearly arbitrary. Thus, Lemma 2
and Theorem 5 still hold if the various conditions are requested for some j ∈ I
and not for j = 1. In Theorem 5, for instance, (Π,A∗

1) and µ1 can be replaced by
(Πj ,A

∗
j ) and µj where Πj is the partition of Ω in the Aj-atoms.

We close this section with an example.

Example 6. Let (Ω,B) =
∏

n∈I(Ωn,Bn) be the product of the measurable spaces
(Ωn,Bn), n ∈ I. Let ω = (ω1, ω2, . . .) denote an arbitrary point of Ω, where ωn ∈ Ωn

for all n ∈ I. Take S the linear space generated by IB for all sets B of the form
B = {ω ∈ Ω : ωi ∈ Bi, i = 1, . . . , n} for some n ∈ I and Bi ∈ Bi. Or else, if each Ωn

is a metric space and Bn = B(Ωn), then S can be taken the linear space generated
by the functions

f(ω) =

n
∏

i=1

fi(ωi), ω ∈ Ω,



6 PATRIZIA BERTI AND PIETRO RIGO

for all n ∈ I and fi ∈ Cb(Ωi).
Suppose Aj = σ(Xj) for some j ∈ I, where Xj(ω) = ωj is the j-th canonical

projection. Slightly abusing notation, since µj(ω) depends only on ωj , we write
µj(ωj) instead of µj(ω). Also, we assume that Bj separates the points of Ωj , that
is, for all a, b ∈ Ωj with a 6= b there is H ∈ Bj such that a ∈ H and b /∈ H.

Then, the Aj-atoms are of the form {ω ∈ Ω : ωj = a} where a ∈ Ωj . Therefore,
Theorem 5 applies whenever (Ωj ,Bj) is a compact Hausdorff space equipped with
the Borel σ-field. In this case, under condition (3), the µn are consistent provided

ωj 7→

∫

µn(x)(f)µj(ωj)(dx)− µj(ωj)(f)

is a continuous function on Ωj and

sup
ωj

n
∑

i=1

{

∫

µi(x)(fi)µj(ωj)(dx)− µj(ωj)(fi)
}

≥ 0,

for all n ∈ I and f, f1, . . . , fn ∈ S.

4. Bayesian inference

4.1. Heuristics. In a Bayesian framework, once the statistical model
P = {Pθ : θ ∈ Θ} is assigned, one selects a prior and calculates (or approxi-
mates) the posterior. In principle, this standard procedure could be modified as
follows. First, for each x in the sample space X , select a probability law Qx on
Θ. Here, Qx should describe our opinions on θ when x is observed. The collection
Q = {Qx : x ∈ X} is called ”a posterior”. Then, ask whether or not Q is ”consis-
tent” with the model P, in the sense that there is a prior which leads to Q when
combined with P.

As an example, suppose we are given i.i.d. observations x = (x1, . . . , xn) from
N(θ, 1). Thus, Pθ = N

(

θ u, I
)

where θ ∈ R, u = (1, . . . , 1), and I is the n×n iden-
tity matrix. According to some approaches, a reasonable posterior is
Qx = N(x, 1/n) where x = (1/n)

∑n
i=1 xi. For instance, Qx is the formal pos-

terior obtained from P when using Lebesgue measure as an improper prior. Apart
from Q is reasonable or not, however, the question is whether Q is consistent with
P. And, as remarked in Example 4, the answer is no. Thus, Q can not be used
as a posterior in the standard setting, based on Kolmogorov axioms (even if Q is
admissible in some other settings).

According to us, the approach sketched above has some merits. It looks con-
ceptually sound and is in line with the subjective interpretation of probability. In
particular, it is in line with de Finetti’s view. In fact, such an approach has been
developed in a coherence framework. See [1], [3], [4], [5] and references therein.
However, in a coherence framework, the model P and the posterior Q are requested
to be consistent under some finitely additive prior. As shown in [3], for instance,
P and Q of the previous example are actually consistent under a finitely additive
prior.

In the sequel, we take the previous point of view to a Bayesian problem (first
select Q and then ask whether it is consistent with P), without using finitely addi-

tive probabilities, but relying on standard (Kolmogorovian) probability theory. For
doing this, we need exactly the notion of consistency among r.c.d.’s introduced in
Section 1.
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4.2. Parametric inference. Let (X ,F) and (Θ,G) be measurable spaces, re-
garded as sample space and parameter space, and let

P = {Pθ : θ ∈ Θ} and Q = {Qx : x ∈ X}

be the model and posterior. Thus, Pθ is a probability on F and Qx a probability
on G for all (x, θ) ∈ X ×Θ. It is also assumed that

θ 7→ Pθ(A) and x 7→ Qx(B)

are measurable mappings for all A ∈ F and B ∈ G.
The Bayesian parametric problem can be embedded in the framework of Section

1 by letting

Ω = X ×Θ, B = F ⊗ G, A1 = σ(X), A2 = σ(Y ),

µ1(x, θ) = δx ×Qx, µ2(x, θ) = Pθ × δθ,

where X(x, θ) = x and Y (x, θ) = θ are the canonical projections on X × Θ. Note
that condition (3) holds trivially.

Therefore, Theorem 5 applies provided at least one between (X ,F) and (Θ,G)
is a compact Hausdorff space equipped with the Borel or the Baire σ-field. To fix
ideas, suppose X is compact Hausdorff and F = B(X ). Then, consistency of P
with Q can be checked by the conditions of Example 6 with (Ωj ,Bj) = (X ,F).
This fact, however, is basically known; see Corollary 3.1 of [4].

4.3. Predictive inference. In the notation of Example 6, let (Ω,B) be the product
of the measurable spaces (Ωn,Bn) and

Xn(ω) = ωn, n ∈ I, ω ∈ Ω,

the n-th canonical projection. To fix ideas, we let I = {1, 2, . . .}.
For each n ≥ 1, the problem is to make inference on (Xn+1, Xn+2, . . .) condi-

tionally on (X1, . . . , Xn). For instance, one may wish to predict (Xn+1, . . . , Xn+k)
for some k basing on the available data (X1, . . . , Xn). To this end, we assign con-
ditional laws on the σ-field BF

n := ⊗i>nBi corresponding to the ”infinite future”.
Precisely, for each n ≥ 1, we assign a collection

Pn = {Pn(· | ω1, . . . , ωn) : (ω1, . . . , ωn) ∈ Ω1 × . . .× Ωn}

of probability measures on BF
n such that

(ω1, . . . , ωn) 7→ Pn

(

B | ω1, . . . , ωn

)

is measurable with respect to ⊗n
i=1Bi for each fixed B ∈ BF

n .
Note that, even if a parameter space (Θ,G) is available, we do not assess any

prior on the (usually not observable) parameter θ ∈ Θ. Rather, we directly assess
the Pn basing on our opinions on the observables X1, X2, . . ..

Once the Pn are assigned, however, the question is whether they are consistent
or not. To answer this question, we let An = σ(X1, . . . , Xn) and

µn(ω) = δ(ω1,...,ωn) × Pn(· | ω1, . . . , ωn).

Again, condition (3) is trivially true. Thus, consistency of the Pn can be tested
by the conditions of Example 6 provided Ωj is a compact Hausdorff space and
Bj = B(Ωj) for some j. This happens, for instance, when each Ωn is finite (and
each Bn is the power set) which is a meaningful case in a predictive framework.
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