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ABSTRACT 

Swedish industry is among the most highly automated in the 

world. The reasons why Sweden has attained a position of 

leadership in factory automation are explored in the research 

project "Sweden's Technological System and Future Development 

Potential. .. The purpose of this paper is to examine the 

implications of automation for various aspects of economic 

performance. 

The first part of the paper reports the results of a series 

of interviews at the firm and plant level concerning the context 

of various automation decisions and their consequences. The 

second part analyzes the results of a questionnaire survey of 

automation in about 350 Swedish manufacturing entities. The third 

part is based on a set of simulations on the Swedish micro-to

macro model in which an attempt has been made to mode l 

automation. The results of the simulations as weIl as those of 

the interviews and the survey demonstrate the complexity of the 

relationships between automation and various aspects of economic 

performance. They also show that the impact of automation is 

highly conditional upon the particular setting in which the 

automation takes place and upon the ways in which it is 

implemented. 



FACTORY AUTOKATXON AND ECONOHXC PERFORKANCE: 

2.1 Xntroduction 

A HXCRO-TO-KACRO ANALYSXS 

Bo Carlsson 

Erol Taymaz 

Kjell Tryggestad 

Swedish industry is among the most highly automated in the 

world. Sweden has by far the greatest density (number per worker) 

of flexible manufacturing systems (FMS) in the world; it is 

second only to Japan in the density of industrial robots and 

numerically controlled machine tools and second to the united 

State s in the application of computer-aided design (CAD). 

In a current research project ("Sweden's Technological 

System and Future Development Potential") of which this paper is 

a part I the reasons why Sweden has attained a position of 

leadership in factory automation are explored. The purpose of the 

present paper is to summarize the results of the study with 

regard to the implications of automation for economic 

performance, including macroeconomic growth. 

A recent search of articles on automation yielded the resul t 

that there was only a hand ful of articles on the subj ect in 

economics journals during the period 1985-91 (-- the few that 

were found deal t mostly with diffusion and labor issues), while 

there have been numerous articles published in business, 

management, and engineering journals. '!'he majority of these 

articles deal with the problem of quantifyinq the benefits of, 

and therefore justifying investment in, automation technology. 
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This state of affairs suggests that there is no easy or 

general answer to the question, "What is the relationship between 

automation and economic performance?" certainly no one has laid 

claim to any "General Theory of Automation, Productivity, and 

Growth." Yet one finds economists, government policy makers, 

businessmen, and engineers making the case for more rather than 

less automation in industry, apparent ly assuming that the 

benefits outweigh the costs even if that cannot be proved. And 

the fact of the matter is that investments in automation 

technology are being made every day, in increasing magnitude. How 

can this be explained? 

In order to get at this question, we chose a three-pronged 

approach. (1) We conducted a series of detailed interviews at the 

firm and plant levels in order to learn about the context of 

various automation decisions, and about the consequences of these 

decisions. The results are summarized in the next section of the 

paper. (2) Secondly, we surveyed a large number of Swedish firms 

via a questionnaire in order to get as broad a base as possible 

for our investigation. The survey is described briefly in Sector 

3 and the survey data are analyzed in section 4. (3) Finally, we 

designed a set of simulations on the Swedish micro-to-macro model 

(KOSES) in which we incorporated the findings of these studies. 

The object of these simulations was to model automation decisions 

and to get an idea of the nature and order of magnitude of the 

economic impact of automation at both the micro and macro levels • 

The simulations are reported in Section 5. 
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2.2 ~he Role of Automation in Various Firms: Empirical 

:Illustrations 1 

In order to get in-depth insight as to the context and 

consequences of automation decisions in Swedish engineering 

firms, we conducted 23 interviews in 21 firms (listed in Table 

l). The persons interviewed were general ly those responsible for 

making and implementing these decisions (plant managers, 

production managers, chief engineers, and the like). As we 

expected, the interviews made it abundant ly clear that automation 

techniques play substantially different roles in different firms 

and in different situations within the same firms. While some 

installations have been mainly of a productivity-enhancing 

character, seeking and achieving lower costs per unit of output, 

others are related to advancement in new product technologies, 

new market opportunities, and constraints in the labor markets 

and work environment. In the fOllowing, some empirical 

illustrations of these various roles of automation techniques 

will be provided, and some of the effects in economic terms will 

be pointed out. This is simply to illustrate the complexity of 

the issues whichneed to be considered in relation to automation, 

both in the decision-making and in the modeling of these 

decisions. The cases mentioned here do not represent an 

exhaustive list of "types" of cases, but they do provide some 

insight. 

, This section draws heavily on interview material 
compiled by Kjell Tryggestad, esp. Tryggestad (1991). 
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2.2.1 The Simple cost-Saving Ro1e of Automation 

In 1985, one company insta11ed an FMS consisting of more 

than five machining centers, a 1arge fu11y automated crane, and 

8 automatica11y guided vehic1es. Two years later the economic 

effects of the installation were fo1lowed up. The resu1ts were 

the following: 

Total project costs (MSEK2) : 

Reduction in inventory (MSEK) : 

Reduction in opera ting expenses (MSEK) : 

Reduction in indirect 1abor (number of 

workers) 

Pay off (in years) 

origina11y Actua11y 

expected acbieved 

46.6 53.3 

16.1 28 

27.3 19 

6 less than 

ant:iciprt:ed 

2.4 2.3 

Even thouqh the costs of this installation exceeded the 

oriqinal projection, and although the reduction in operating 

expenses and indirect labor were less than anticipated, the 

payoff period was actually somewhat shorter than proj ected. This 

was due primarily to alarger than expected reduction in 

inventory. 

2.2.2 The Complex Productivity-Enhancing Bole of Automation 

Durinq the period 1984-1990, one company souqht to develop 

hetter market orientation of its production. A major 

2 Million Swedish Crowns 
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restructuring of the manufacturing activities took place. This 

reorganization was not driven primarily by cost considerations 

but rather by a perceived need to reduce the time lag between 

customer order and delivery. New automation techniques (stand

alone machines and accessories) accounted for 15.6 MSEK of the 

investment costs. The following data from the pro j ect we re 

available in 1990: 

Reduction in inventory (MSEK) 

Increased turnover of inventory 

(number of times per year) 

Reduced delivery costs (%) 

Reduced costs for unsalable goods (%) 

Reduction in indirect labor (%) 

Increase in direct labor (%) 

oriqinally Actually 

expected acbieved 

20 

2.4 

40% 

30% 

5% 

O 

80 

8-9 

n.a. 

n.a. 

Reduction in administrative personnel (%) O 

9% 

12% 

4% 

35.5 Total investment costs (MSEK) 

Reduced lead-time for delivery (weeks) 

Payoff period (years) 

n.a. 

n.a. 

n.a. 

12 weeks 

2.5 

During the period 1984-1988, the company increased its 

physical output (measured in tons of machined east iron) by 30% 

and its turnover by 40 % (from $16 to $22 million U.S.). It 

doubled the types of products manufactured during the 1980s (100 

main types in 1990; 45 % of the products were less than 3 years 
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old). From 1984 to 1988, the company reduced indirect labor by 

5%. The time from design of a new product to the manufacturing 

of the prototype was reduced from 25 weeks in 1985 to 12 weeks 

in 1990. Today the company is a world leader that is able to 

manufacture at costs weIl below those of its Japanese competitors 

while charging a higher price due to its high quaiity products. 

The major reorganization which took place included 

transition from manufacturing for inventory (i.e., according to 

plan) to manufacturing to customer order, application of group 

technoloqy instead of functional layout, integration of CAD/CAM, 

use of multi-purpose machines, and finally, development of flow

oriented production that reduced lead time in all operations 

through an on-line manufacturing controi system that encompasses 

every stage in the process. In other words, more customized 

products, higher quaiity, shorter delivery times -- in one word: 

market orientation -- constituted the main rationale behind the 

change. Cost reduction was merely a welcome by-product. 

2.2.3 Automation and New Products 

The product/market aspect of automation technoloqy has 

already been touched upon. This aspect will now be considered in 

more detail. One of the interviewed companies manufactured 

ti tanium parts for airplane engines. Three features are of 

particular interest: (i) the titanium alloy material used is 

developed through joint R&D efforts with one major customer; (ii) 

the parts are manufactured under high precision and quali ty 

standards set by the customer. (iii) The hardness of the titanium 

alloy technoloqy used in the parts requires laser machining. In 
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this instance, (laser) automation technology is a necessary 

requirement for staying in business under the product 

specifications determined by the customer; higher productivity 

through more automation is only a secondary consideration. 

Similar productjmarket considerations prompted. another 

company to invest in automation. In 1987 the company bought an 

FMS consisting of two machining centers and one robot for 

material handling. The strategic rationale behind the investment 

was a desire to increase market orientation by allowing more 

differentiated and customized products to be manufactured 

just-in-time. In pure economic terms, the management found it 

difficult to justify the investment to the board of directors: 

quantitative measures did not support the decision to invest, 

while qualitative aspects of anticipated new markets did. The 

manufacturing facilities prior to the FMS installation were based 

upon an inflexible transfer line that could handle only a narrow 

range of highly standardized products in large volumes -

although at low unit costs. Long set-up times were required 

between different product configurations. 

TWo years later, having experienced considerable trouble 

with the integration of the machining centers and the robot, the 

management acknowledged that the investment could not be 

justified either economically or strategically. It turned out 

that the strategic argument simply was not true; customers did 

not want a more differentiated product but rather more of the 

same product at lower cost. Therefore, the potential flexibility 

of the FMS was never utilized -- it only added to cost. The total 

investment cost was 13 MSEK, but the FMS produced the same 



8 

product as the transfer line, at only one-third of the speed. In 

addition, the low capacity of the FMS increased the labor cost 

since i t required operation on Saturdays and Sundays as weIl. 

Thus in this case, new and (theoretically) more flexible 

automation was negatively correlated with economic performance 

and productivity. But the problem was not in the equipment but 

rather in the strategic judgement upon which the investment 

decision was made. 

2.2.4 Automation and the Role of Work Environment and Labor 

Harkets 

Several of the interviewed companies have invested in 

automation technoloqy in order to deal with high turnover in the 

work force and/or recrui tment problems in the labor market. This 

is true particularly for jobs that are characterized by a tough 

work environment (e.g. welding). 

Recently, the first of six robot cells for welding 

applications was installed in one factory. This automation may 

reduce labor costs as one worker can now do the job that two 

workers did before. When all six robot cells are installed, they 

will probably also reduce costs for absenteeism. Lower labor 

costs and increased productivity by means of automation may 

therefore be the result of changes originating in conditions in 

the work environment and/or labor market. 

These examples indicate that while the relationship between 

automation and productivity may seem positive and simple when 

measured in isolation from the surrounding context, it is in fact 

highly complex when considering the role played by other factors, 
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e.g., work environment and 1abor market eonditions. Obvious1y, 

different engineering firms faee different work environments and 

labor markets -- not all eonduet welding operations, and not all 

that eonduet welding do it under bad work eonditions. Thus, it 

seems reasonab1e to argue that the rationale for automation will 

vary with shifting eonditions (we have just mentioned a few) 

aeross eompanies within the engineering industry. A simple and 

positive relationship between the degree of automation and 

produetivity aeross firms in the engineering industry seems 

overly optimistie for the same reason. 

2.2.5 Summary of the Interview Results 

As illustrated in these examples, the measured relationship 

between the degree of automation and various aspects of economie 

performance may be weak for several reasons: 

* The degree of automation is not necessarily positively 

related to productivity. Automation may serve other purposes, 

e.g. it may be necessitated by new products or the requirements 

of serving particular markets, or by conditions in the work 

environment and the labor market. Moreover , total costs may rise 

as a consequence of the investments in a machine but may be more 

than compensated for by higher returns when new, more valuable 

products ean be manufactured and sold. And indeed, as has been 

illustrated, if there is a misguided belief in increased market 

opportunities when using new flexible automation techniques, the 

resul t is higher total costs without any increased sales if these 

opportunities do not materialize. 



10 

* The re1ationship between productivity and economic 

performance (profitability and market share gain) is comp1ex. A 

company that has managed to reduce the cost per unit of products 

no longer in demand can in a narrow sense demonstrate high 

productivity -- but with dec1ining sales and profits. 

Given the apparent comp1exity of the re1ationship between 

automation and various aspects of economic performance, i t seemed 

usefu1 to broaden the systematic collection of data to alarger 

set of situations than cou1d be handled in the form of 

interviews, name ly through a questionnaire survey. 

2.3 ADa1ysis of Automation in the 1989 Survey 

A questionnaire survey of economic activity in Swedish industry 

is conducted annua11y by the Industria1 Institute for Economic 

and Social Research (IUI) in co11aboration with the Federation 

of Swedish Industries. In the 1989 survey, we appended a set of 

questions about the degree of factory automation in each of 347 

responding units. 3 About 150 of these units answered at 1east 

some of the questions on automation.' 

Descriptive statistics of the main variables used in the 

ana1ysis are shown in Table 2. Approximately one-ha1f of the 

3 The responding units are financial units, i.e., units 
for which companies keep separate accounts, e.q. Volvo Cars and 
Volvo Trucks. In many cases, the units are essentially equivalent 
to plants. 

, Whi1e this imp1ies a response rate of 43 % (at most), 
it is possible by comparinq tables 2 and 3 to get some idea of 
the differences between those uni ts which answered at least a few 
of the questions (and thus are inc1uded in table 2) and those 
which answered all the questions (included in table 3). 
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responding units are in the engineering (metalworking) 

industry5; data for these units are shown separately. The 

average size of the responding units is fairly large, with 1988 

sales of about 1.45 billion SEK (approx. $300 million) in the 

sample as a whole and 1.61 billion SEK in engineering units. The 

average empl oyment was about 1300 and 1700 persons, 

respectively. Thus, engineering units tend to be somewhat larger 

than other units. They are much more R&D intensive but have lower 

labor productivity and are also less automated than other units. 

The latter findings may be surprising at first glance, but the 

puzzle is resolved once one realizes that the so-called process 

industries (those producing paper and pulp, chemical and 

petrochemical products, basic metals, etc.) are non-engineering 

industries with extremely high capital intensity, high degrees 

of mechanization, and hence high labor productivity. 

As far as the distribution of the labor force by category 

is concerned, engineering units have more technicians and other 

specialists and fewer unskilled workers than units in other 

industries. Surprisingly, engineering units seem to spend far 

less (although with less variance) on labor training than other 

units, measured both per employee and in relation to wages and 

salaries. In terms of the relative distribution of training 

costs, engineering uni ts spend less on training unskilled workers 

and more on technicians and other specialists than manufacturing 

units in general. 

5 This industry is referred to in the MOSES model as the 
investment or capital goods sector. 
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When asked to rank the sources of their competitive 

advantaqe -- on a scale from l (no advantaqe) to 4 (very qreat 

advantaqe) manufacturinq firms in qeneral put product 

knowledqe substantially ahead of quality, process knowledqe, and 

flexibility; access to raw materials seems to be of least 

importance. For enqineerinq firms, product knowledqe and 

flexibility are the most important sources of competitive 

advantaqe, followed by process knowledqe and R&D. The differences 

between manufacturinq and enqineerinq units are statistically 

siqnificant (and positive) with respect to product knowledqe, 

commercialization of existinq technoloqy, R&D, flexibility, and 

neqative with respect to access to raw materials. There is no 

statistically siqnificant difference with respect to process 

knowledqe, the orqanization or competence of manaqement 

("orqanization"), employee competence, and quality. 

As far as the advantaqes to be qained from automation are 

concerned, all of the listed options turned out to be of about 

the same importance, with little difference between manufacturinq 

units and enqineerinq units. The only statistically siqnificant 

differences suqqest that enqineerinq uni ts benefi t more from 

increased flexibility and are less motivated by qaininq better 

control of the production process than manufacturinq units in 

qeneral. (The hiqhest scores in the enqineerinq industry are for 

uniform qua l ity , less dependence on labor, and improved qua l ity .) 

Concerninq reasons for not automatinq, the most frequently 

cited reasons are that it would not be profitable to do so and 

that it is not relevant to the unit's production. Few respondinq 

units cited lack of competence within the unit or lack of time. 
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An examination of the correlation matrix yields some 

interestinq results. For manufacturinq industry as a whole, the 

level of automation is hiqhly (and positively) correlated with 

the level of productivity and somewhat less stronqly with 

profitability; it is not at all correlated with sales qrowth and 

is somewhat negatively correlated with the R&D/sales ratio. 

For engineering firms, however, the picture is rather 

different. There is essentially no correlation between the level 

of automation on the one hand and productivity, profitability, 

and sales growth on the other. There is a marqinally 

statistically siqnificant (just below the 10 % level) positive 

correlation with the R&D/sales ratio, however. 

These results confirm the interview findinq that there is 

not a simple relationship between automation and other variables 

but rather a more complex one. Indeed, this has been shown in 

other studies, e.g. Osterman (1991) who found no relationship at 

all in the U.S. and Japanese automobile industry between the 

degree of automation on the one hand and labor product iv it y and 

the number of defective products on the other; he concluded that 

the impact of the technology depends on the context in which it 

is employed, particularly with respect to work organization (p. 

60). 

In order to sort out the relationships between the deqree 

of automation and other variables and thus to qain furtber 

insiqht we applied factor analys is to the survey data. The 

results of that analysis are reported in the followinq section. 
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2.4 Factor Analysis of units in the Automation Data set6 

The purpose of factor analysis is to determine which among 

a set of variables are most closely related to each other. In our 

case, we wanted to group the observed units in such a way as to 

enåble us to determine whether or not there are distinct 

differences between different "types" of units, and what the 

characteristics of each "type" are. For this analysis we made use 

of a subset of the variables in Table 2, primarily "hard" 

(objective) data (such as the 5-year growth rate of sales, 

employment level, etc.). We also used two "subjective ll variables. 

One of these is PROD, defined as the difference between KONKPK 

and KONKPROC (the importance of product and process knowledge for 

competitiveness, respectively).7 A high value of this variable 

is a proxy for product-driven and a low value for process-driven 

units. The other "subjective" variable is BOTH which is equal to 

the sum of KONKPK and KONKPROC. It is a proxy for the importance 

of knowledge in general, since the KONKPK and KONKPROC variables 

are highly correlated (i.e., the units that have high scores for 

the KONKPK variable tend to have high values for the KONKPROC 

variable also).8 

Because of the difficulties generated by missing data in 

this type of analysis, we are forced to restrict the 

6 This section is based on the factor analysis carried 
out by Erol Taymaz. 

7 These variables are measured on a Likert scale ranging 
from a minimum of l to a maximum of 4. 

8 The reason for making linear combinations of these 
variables rather than using them directly is that they are not 
mutually exclusive; their sum and difference contain additional 
information. 
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investigation to 36 unitE for which data are sUfficiently 

complete. 9 Descriptive statistics of the variables used are 

shown in Table 3. A comparison of Tables 2 and 3 reveals that the 

subset contains units which, on average, have more employees, 

higher levels of automation, productivity, and profit margins but 

spend less on R&D and have fewer skilled people than the sample 

as a whole (both engineering and other industries). 

The testing procedure indicated that three factors needed 

to be extracted. The factor structure matrix (Table 4) shows the 

correlation coefficients between variables and factors. 1o 

According to the table, the first factor is highly correlated 

with the growth rate, the profit margin, the share of specialists 

in emp10yment ("SKILL"), R&D intensity, and the knowledge (BOTH) 

variable. This factor is taken to represent the dimension of 

technological progressiveness. In other words, units that have 

a high value of this factor spend a lot on R&D, employ a 

relatively large number of specialists, rely on both product and 

process knowledge, and probably in part because of this, have 

high growth rates and high profit margins. (It seems plausible 

that these units consider both product and process knowledge 

important since new products may require new processes, and new 

processes may facilitate the development of new products.) 

The second factor is significantly positively correlated 

with labor productivity, the automation level, and, to alesser 

extent, with the share of specialists. It is negatively 

9 Four of these units, namely Volvo Aircraft Engines, 
Vol vo Trucks , Volvo Cars, and PIK were included in the interviews 
referred to in section 2. 

10 Va lues less than 0.3 are not reported in the table. 
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correlated with the PROO variable, i.e., it is highly correlated 

with the relative importance of process knowledge as distinct 

from product knowledge. This factor is taken to indicate the 

dimension of process-drivenness. 

The third factor is positively correlated with the level of 

employment, R&O intensity, and the PROO variable, and negatively 

correlated with the 80TH variable. Hence, it indicates product

driven units that put emphasis on product knowledge and R&O 

spending (presumably chiefly on product development). 

The correlations between these factors and other variables 

in the dataset are shown in Table 5. The first facto r 

(technological progressiveness) is significantly correlated with 

the KONKPK, KONKPROC, KONKKOMM (importance of commercialization), 

KONKFOU (importance of R&O) , and KONKFLEX (importance of 

flexibility) variables. These correlations are in accordance with 

our interpretation of this factor. 

The second factor (process-driven units) is siqnificantly 

and positively correlated with the KONKRAAV (closeness to raw 

materials) variable. This reflects the fact that the units that 

have hiqhvalues for the second factor are primarily in the paper 

and pulp (SNI 34) and chemical and petroleum products (SNI 35) 

industries. This probably also explains why this factor is 

neqatively correlated with the KONKPK (importance of product 

knowledqe) variable: these are hiqhly standardized commodities. 

The third factor (product-driven units) is siqnificantly 

(and neqatively) correlated with only one variable, namely 

KONKPROC (the importance of process know-how). 



17 

Upon examination of the score for each unit for each factor, 

the uni ts in our sample were grouped for the purposes of 

illustration under the factor for which they obtained the highest 

score. The results are shown in Table 6. For example, Volvo P 

(for Passenger cars) scored highest in facto r 3 and is therefore 

referred to as a product-driven unit. units are located in the 

table according to their relative scores. In other words, the 

units at the top of the table are the ones best described by the 

characteristics of the respecti ve facto r • Uni ts with close scores 

for two variables were placed in the facto r for which it obtained 

the highest score but close to the column for the other facto r 

in the table. For example, one of the Ericsson units had high 

scores in both Factor 1 and Factor 3. Its location in the table 

indicates that it scored highest in Factor 1 with an almost 

equally high score for Factor 3. 

The table shows that the "technologically progressive" units 

include units in the pharmaceutical (Kabi) and telecommunications 

(Ericsson) industries, while "process-determined" units are found 

primarily in the petroleum (Statoil), paper and pulp (SCA, Modo, 

Holmens) and bulk chemicals (Supra) industries. Volvo car and 

truck uni ts and ABB electrical equipment uni ts, along with Bofors 

(defense electronics and weapons systems), are examples of 

"product-driven" units. 

Besides the 36 units included in the factor analysis, factor 

scores were obtained for same of the interviewed units. These are 

also included in Table 6. In addition, a few other units in the 

sample of interviewed firms were included in spite of missing 

data on same variables; in such cases the factor scores were 
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determined by assuming that the values of the missing variables 

are equal to the sample average. Thus, their place in the table 

depends on approximations due to missing data. These units are 

shown in parentheses. 

Units below the horizontal line have negative scores for all 

factors. Therefore, they may be considered a separate group made 

up of units that produce standard products by means of standard 

techniques. 

In view of Table 6, it is not surprising that the labor 

productivity and level of automation are highest among the units 

classified as process driven (F2), while profitability and growth 

rates tend to be higher in technologically progressive firms 

which are much less automated. The product-driven group (F3) 

seems to be divided into one group of engineering units with high 

factor scores and another made up of uni ts in a variety of 

industries whose factor scores are low for one reason or another. 

What can we conclude from this? It would probably be wrong 

to conclude from this variety of experience that the degree of 

automation ei ther is or is not an important determinant of 

economic performance. The fact that there is not a simple answer 

does not necessarily mean that there is DQ answer. The degree of 

automation per se may have no discernible general impact on 

economic performance, but in combination with other factors it 

may be of great importance. It is evident, for example, that 

automation plays a much different role in the process-driven 

industries (where it seems to be largely productivity enhancing) 

than it does in product-driven or technologically progressive 

industries where the emphasis is on other aspects of performance. 
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This suggests that using an analytical tool which allows for 

certain systematic differences among the units being observed (be 

they plants, firms, or industries) may open up a possibility of 

gaining further insight than would a conventional macroeconomic 

model. 

conveniently, the Hodel Qf the Swedish Economic §ystem 

(MOSES) provides exactly that kind of tool. MOSES is a micro

based macroeconomic simulation model developed at the Industrial 

Institute for Economic and Social Research (IUI) in Stockholm. 

For an overview of the model, see the Appendix: for a more 

complete description, see Eliasson (1978, 1985) and Albrecht et 

al. (1989). 

2.5 Simulations on the Swedish Kicro-to-Hacro Hodel 

In order to gain further understanding of the impact of 

automation and the orders of magnitude involved, we designed a 

set of simulation experiments on the Swedish micro-to-macro 

model. In each case we examined the impact both at the industry 

level and the macro level of the types of changes described in 

section 2.2 above. First we ran a reference ("Base") ca se against 

which all the other experiments could be compared. 1982 was the 

base year: each experiment covered a 15-year period: in each 

case, the change relative to the Base ca se was made during the 

period 1983-88. Each case involved two simulations, one in which 

the change was made only in the capital goods sector and one in 

which the chanqe was made in all four manufacturing sectors. On ly 

the former simulations are analyzed in the text that fOllows, but 

the results of all the simulations are presented in Table 7. 
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1. The simple cost-saving role of automation (in the form of 

eost reduetion due to redueed operating expenses, indireet labor, 

and inventory) was operationalized as reduced input coefficients. 

The result was an increase in the GNP and manufacturing growth 

rates (by 6.4 % and 8.8 %, respectively, over the 15-year period 

as a whole) relative to the Base case. The productivity growth 

rate actually declined by some 11 % in the capital goods sector 

(which is the main supplier of inputs both to itself and to other 

manufacturing sectors) but rose in the other sectors, wi th 

productivity growth virtually unchanged in manufacturing as a 

whole. The rate of return rose dramatically, especially in the 

capital goods sector, as did the investment level. 

2. The second pair of simulations involved one aspect of the 

complex productivity-enhancing role of automation, namely 

inereased flexibili ty. This was modeled as a speed-up of the 

production process, coupled with a reduction in work-in-process 

inventory. Work-in-process inventor~es are not negligible: in the 

engineering firms represented in the model they make up 24 % of 

the total working capital (slightly more than the capital tied 

up in plant and equipment (23 %); accounts receivable make up the 

remaining 53 %).11 

11 The new production process specified to analyze 
flexibility is similar to the investment specification (see the 
Appendix): it is specified byalag function. More precisely, 
there are now four "stages" of manufacturing. Firms buy inputs 
and keep inventories of input goods. They then trans form inputs 
to WIP3 (work-in-process at the 3rd stage) : then WIP3 is 
transformed into WIP2, WIP2 to WIPl, and WIPl to output goods. 
(For a more detailed specification, see Appendix.) There are now 
three types of inventories: input, work-in-process (WIP3 + WIP2 
+ WIPl), and output. Flexible firas are able to convert input 
inventories in a short time into output inventories. 
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There are three benefits of flexibility: 

l) Flexible firms can adjust quickly to changes in the 

environment since they require shorter response times than 

others. 

2) They keep less work-in-process inventories. 

3) They do not need high levels of output inventories to 

smooth out unexpected changes in demand. 

In this pair of simulations, we increased the flexibility 

of the units in the engineering sector and in the whole 

manufacturing sector, respectively, by reducing the throughput 

time from 0.75 to 0.10 over the first five years of the 15-year 

experiment. 

The main results of the flexibility experiments were the 

following: there was a slight increase inproductivity and output 

growth in all sectors (except for a decline in productivity 

growth in the intermediate goods sector) and a positive impact 

on the rate of return, particularly in the capital goods sector 

but also in manufacturing as a whole. In spite of this, the 

investment level was virtually unchanged. Apparently, the freeing 

up of capital tied up in work-in-process inventory made it 

possible to achieve higher output and product iv it y growth rates 

without raising the investment level. 

The flexibility variable can be interpreted as follows. It 
refers to both throughput time and the level of WIP inventories. 
In the BASE run i ts value is 0.75; this means that the mean 
throughput time is 1.75 (0.75 + 1) quarters. (If its value is 
zero, all inputs can be converted into outputs wi thin one 
quarter. ) It also shows the level of WIP inventories under 
steady-state conditions. If a firm with flexibility 0.75 produces 
100 units every quarter, then the WIP inventories are equal to 
75 units (25 units at each stage). 
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3. The third pair of experiments invol ved another aspect of the 

complex productivity-enhancing role of automation, namely 

improved managerial and working practices, thereby increasing the 

output obtainable from a given capital input. This was done by 

increasing the marginal output/investment ratio (referred to in 

the model as INVEFF). 

The main result of this change (compared to the BASE run) 

was a sharp fall in the output growth rate and a similarly sharp 

increase in the productivity qrowth rate for capita l goods. The 

output growth rate declined somewhat in manufacturinq but chanqed 

barely at all in the economy as a whole. The productivity growth 

rate increased by 14 % in the intermediate qoods sector but rose 

only modestly in raw materials and the entire manufacturinq 

sector, with a sliqht decline in the consumer qoods sector. Given 

the nature of the chanqe, it is hardly surprisinq that the 

investment level fell, particularly in the capital qoods sector. 

The rate of return was virtually unchanqed. 

4. The fourth pair of simulations reflected improved 

tecbnology. This was operationalized via improved labor 

productivity associated with investment in new capital (increased 

MTEC) • 

This chanqe resul ted in virtually no chanqe in the GNP 

output qrowth rate and a sliqht decline in the manufacturinq 

qrowth rate. Because of the increased productivity associated 

with investments, the investment level fell somewhat, resultinq 

in slower output qrowth in the capital qoods sector. The rate of 

productivity qrowth increased, especially in the intermediate and 
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capital goods sectors (but a small decline occurred in the 

consumer goods sector). The rate of return also increased in the 

capital good s sector. 

5. The fifth pair of simulations focused on improved quaiity 

of output (interpreted as increased potential output, QTOP). This 

change had little impact on output growth rates and productivity 

growth, except for a productivity jump in intermediate and 

capital goods (again with a decline in consumer goods). There was 

a modest improvement in the rate of return in manufacturing and 

a somewhat larger increase in the capital goods sector, even 

though the investment level fell in that sector. 

6. Finally, we ran a pair of simulations in which all of the 

above changes together were incorporated. This turned out to 

raise the output growth rate in the capi tal . goods sector and 

lower it considerably in intermediate goods and raw materials. 

The productivity growth rates actually fell in the manufacturing 

sector as a whole as weIl as in the intermediate goods sector, 

while it rose in the capital goods sector. The investment level 

fell substantially in manufacturing as a whole and even more 

steeply in the capital goods sector. On the other hand, the rate 

of return rose by 56 percent in the manufacturing sector and 

nearly trebled in the capital goods sector. Apparently, the firms 

had difficulties absorbing all these changes simultaneously and 

finding outlets for their output. 

Taken. as a whole, the simulation results reinforce the 

impression of complex relationships between automation and 
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various aspects of economic performance. The most consistent 

result is an increased rate of return; this is true in all of the 

simulations, sometimes dramatically so, and particularly in the 

capital goods sector. This is, af ter all, the sector in which the 

changes are assumed to take place in the simulations analyzed 

here. A further examination of Table 7 indicates that in most 

cases the changes are even greater when automation is introduced 

not only in the capital goods sector but also in other sectors. 

The impact of automation on the output growth rate is 

positive but not impressively so at the level of GNP. The picture 

is mixed at the manufacturing sector level and even in the 

capital goods sector. Automation does seem to have a positive 

impact on productivity growth, but that is not true universally. 

Thus, the results in the interviews as well as in the survey 

and in the simulations confirm the findings in previous studies 

that the impact of automation is highly condi tional upon the 

particular setting in which the automation takes place and upon 

the ways in which it is implemented. 
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Appendix 

The Swedish Micro-to-Macro Model12 

Oyerview of the Model 
The micro-to-macro model is a simulation model of the Swedish economy. Its primary focus is on 
manufacturing which is therefore modeled in greater detail than other sectors. Other sectors in the model 
are a government sector, a household sector, and a foreign trade sector. There are also sectors for 
agriculture/forestryjfishing, construction, oll, electricity, services, and finance, although these are not 
explicitly modeled. 

The manufacturing sedor is divided into four industries (raw material processing. intermediate 
goods, investment goods, and consumer non-durables). Bach industry consists of a number of finns, some 
of which are real (with data supplied mainly through an annual survey), and some of which are synthetic. 
Together, the synthetic finns in each industry make up the difference between real finns and the industry 
totals in the national accounts. There are approximately 150 real decision-making units covering aOOut 30 
% of industrial employment and output, and aOOut 50 synthetic units.13 

FlI'DlS in the model constitute short and long-run planning systems for production and investment. 
Bach quarter, each finn begins by forming price, wage, and sales expectations and a profit margin target. 
These expectations and targets are then used as inputs into the production planning process in which each 
finn sets a preliminary production/employment plan. The basic inputs to this planning process are (1) the 
finn's initial position (leveI of employment, inventories, etc.), (2) a specification of the feasible 
production/employment combinations (determined by past investments), Le. the finn's production function, 
and (3) a set of satisfactory production/employment combinations. 

The firm's initial (ex ante) production and employment plans need not be consistent with those of 
other firms in the modeL If, for example, the aggregated employment plans for all the firms exceed the 
number of workers available at the wage levels the finns inlend to offer, an adjustment mecbanism is invoked 
to ensure.ex.mm consistency. In case of laOOr, the adjustment takes place in a stylized labor market, where 
the firms' employment plans confront those of other firms as weil as laOOr supply. The laOOr supply is treated 
as homogeneous in the modet, Le., laOOr is recruited from a common "pool" but can also be recruited from 
other finns. However, the productivity of labor depends on where il is employed. This process determines 
the wage level, which is thus endogenous in the modeL In a similar manner, firms' production plans are 
revised after a market confrontation in the domestic product market, and domestic prices are set. 14 

There is also a capita! market where finns compete each quarter for investment resources and where 
the rate of interest is determined. Given this interest rate, firms invest as much as they lind il profitable to 
invest, in view of their profit targets. 

The exogenous variables which determine the potentials attainable in the model are the rate of 
technica1 change (which is specific to each sector and raises the labor productivity associated with new, best
practice investment - see further below) and the rate of change of prices in export markets. The rates of 
change of these variables are held identica1 in all the simulations reported here. What drives the model is 
the incentive system implicit in the feedback mechanisms (particularly in the laOOr and product markets). 

It should be noted further that finns which are unable to reach their profit targets or whose Det 
worth becomes negative, exit from the industry. 

The parts of the model most pertinent for our present purposes are presented below. 

The Obiective Function 
Based on market requirements and its own past cxperience, the finn i sets a target for its rate of return on 
equity during time period t: 

12 'Ibis prescatation draws on BIiassoD (1989) and A1bJecbt &: Undbctg (1989) in A1brcebt et aL (1989). 

13 The 150 real decisioIl-making units represcat divisions witbin tbc 40 Iaqest manufacturiug compaaies plus Be\'allI medium-
sized farms. 



where 
R. E ... rate ofreturn on equity (nominal) 
M. ... profit margin on sales 
eJit "" sales/total asset ratio 
p. ... rate of depreciation of capital in sector j (exogenous) 
pk = rate of price change of capital goods (exogenous) 
Eit = R.N 

- r 
R.N ... rate of return on total capital 

(1) 

(2) 
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r = firm's borrowing rate (determined exogenously in the simulations reported here and 
set equal for all firms) .j = debt/equity ratio 

&pectationsfI'at:Gts 
Expectations are generated on an annual basis with quarterly modifications concerning percentage changes 
in sales, prices, and wages for each firm according to the formula 

EXPj(VJ = R • EXPI.t(VJ + (l-R) • EXPx.(VJ; (3) 

where EXPI.t and EXPx. stand for "internally" and "externally" generated expectations, respectively, and Vit 
is the variable about which expectations are being generated. The externally generated expectations and the 
weighting factor (O ~ R ~ 1) are treated as exogenous parameters, whereas the internally generated 
expectations are determined by the firm's previous experience with respect to each variable. 

In a similar manner, targets are set for the firm's profit margin: 

TARGM. = MHISTit • (l+EPSJ, (4) 

where MHIST. is determined by the firm's "profit margin history" as weU as the actua1ly rea1ized profit 
margin in theprevious period, and where EPSi is a constant forcing the firm to increase ils profit-mar gin 
target as compared with ils historical performance. 

The LoDa-Run Production Function 
There are (Wo produc:tion functions in MOSES, one short-run and one long-run. The short-run production 
function is used in quarterly produc:tion pJanning in the firm and will be presented below. 

The Iong-run production function for each firm in MOSES is of the foUowing form: 

] (5) 

where Oit = potential output Cm physical units) 
OTOP. = the maximum level of output which is approached asymptotically when 

infinite amounts of labor are used, given a certain level of c:apital stock. 
mc. = state of teclmology 
L. = firm employment, and 
t refers to the time period. 

The only factor of production which is explicit in this function is labor. However, the potential 
output, and hence the productivity of labor, is determined by the state of tcdm.ology mc. and OTOP .. The 
cxponential term in equation (5) represcnts the degree of technical ineftidenc:y in the firm. The state of 
tcchnology at time t in each firm is dctermined by the previous period's state of tedmology, the amount of 
c:apital, and the level of productivity of new c:apital: 
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mCiI = 
(6) 

where 
MTECjI = 
QTOPi! = 

MTECjI_l*(l + 6;); (7) 
QTOP il-l *[1 - PJ + AQTOP il; (8) 

AQTOPiI = INViI*INVEFFil; (9) 
INViI = investment made in previous periods and which comes on stream in period t; this 

is determined endogenously in the model (see eqns. (12)-(17) below); 
INVEFFiI 

MTE<; 
6j 

j=1, .. ,4; 
1 = 
2 = 
3 = 
4 = 

= 
= 
= 

the efficiency of newly instaJled capital (see eqns. (16) and (17) below); 
the leve1 of labor productivity associated with new capital in seclor j; 
the (constant) rate of cbange of MTECJI in sector j; exogenous; this parameter is 
allowed to vary in the lirst set of simulations below. 

raw material processing sector 
intermediate goods manufacturing sector 
investment goods manufacturing sector 
consumer goods manufacturing sector. 

Capital enters the production function indirectly via its effects on labor productivity. Each quarter, 
finns decide on their level of investment (see below). This investment incorporates best-practice technology 
which is available to all finns in each industry; the best-practice technology improves at an exogenously 
determined rate (6;) which varies from industry to industry. However, since the efficiency of newly instaJled 
capital (INVEFFJ vanes among firm.s, the increase in labor productivity resulting from each investment 
dollar varies from finn to finn. Technological cbange can therefore be regarded as embodied in new capital, 
but with the benefits varying individually among finns. The differences in labor productivity that exist initially 
may increase or decrease over time depending on how the finns !are in the markets, how much they invest, 
etc. 

Note that QTOP .. the maximum output attained asymptotically when infinite amounts of labor are 
used, is not affected by TEC •. (The production function is illustrated in FJgUre L) However, with a better 
state of technology, the curvature of the production function is increased so that the asymptote is approached 
more quick:ly (el. broken curve in FJgUre 1). 

Also, by hiring more Iabor, finns can raise their output (although at a dimioisbing rate); this is 
represented by movement along 0 11, OTOP Il is lowered due to the depreciation of capital and raised due to 
gross investment.1S 

Thus, there are three factors which determine the growth of potential output, namely the levet of 
investment INV .. the efficiency of newly installed capital (lNVEFFJ, and the rate of depreciation of capital 
Pj' 

Short-Run Production Planoins 
The quarterly production pJanning in the finn starts with the profit target TARGMjt which has to 

satisfy the minimum criterion 

(10) 
where 

EXPW Il = the wage rate the firm expects to pay for the current quarter; 
L;.e = expec:ted employment in the firm; 
EXPP. = the net price the firm expects to obtain for ils product (net of input goods) 
Sile = expec:ted sales volume. 
The feasible output, given the firm's labor force at the beginning of the period, is determined by the 

short-run production function 

Por further informatioG OG capaåty utiJizatioG in Swedish indusuy IS repra:eoted in MOSES, see AJbrcdlt (1979). 



where 
= (l-RESiI) • OTOPiI • (1 - e 

- __ 0J,s 
QTOPiI 

OilS = feasible output volume during the quarter; 
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) (11) 

RESiI = "Residual slack fraction", or the ratio between potential and actual output. This is 
updated quarterly. 

The short-ron production function is the same as the long-ron production function, except that the slack 
variable nowalso enters in. For various reasons, firms operate below their potential in the short ron (via 
RESJ, just as they do in the long ron (via INVEFFJ. 

It should be noted that OTOP il • (1 - RESJ corresponds to a standard measure of capacity, i.e., 
the potential output from existing facilities. There is normally some degree of slack (or X-inefficiency - d. 
LeibeDStein 1966). If the firm comes under pressure to fulfill its targets, it reduces the slack. Conversely, lack 
of pressure may lead to increased slack. 

The short-ron production planning is illustrated in FJgDre 2, where the set of simultaneously 
satisfactory and feasible combinatioDS of output and employment is given by the shaded area. Suppose that, 
given its initial employment, the firm expects to sell a certain volume of output and that, after adjustment 
for desired inventory change, this results in the quarterlyoutput plan Oilc, Then the point (Ojtc, L.j becomes 
the trial output/employment combination. If this point is inside the feasible and satisfactory set, then that 
point is adopted as the production/employment plan. If, on the other hand, it does not lie within that area, 
adjustment mecbanisms of the sort indicated above for the determination of the employment level are called 
into play. 

Determination of Investment 

There are three kinds of assets in MOSES : fixed assets (Kl), liquid .and other current assets (Kl), and 
inventories (K3). The funds available for investment are calculated in the following way: 

where 
= CASH. + DESCHBWjt- DESCHK2;., 

= the quarter's cash flow (determined elsewhere in the model) 
= the desired change in debt (or borrowing) 

(12) 

= the desired change in liquid assets; these assets are Jeept as a buffer against 
temporary fluctuations in sales and hence are direct1y related to the value of sales. 

Both DESCHBW II and DESCHK2. are determined eIsewhere in the modeL The quarter's 
investment expenditures are then determined by 

INVESTII = max [0, (CASH. + CHBWII - DESCHK2J) (13) 

where CHBWiI is the actual change in borrowing of the firm in the c:urrent quarter. Should CASH. + 
CHBWII - D:ESC1IK2.. be negative, the m.n foregoes investment, and the liquid assets hear the adjustment. 
The investments in the current quarter do not affect output until at least three quarters later. 

HaviDg thus determined current investment, the investment efficiency parameter INVEFF. is 
determined: 

INVEFFII = (OTOPII • OPJfKl., (14) 

where OP II is the firm's sales price during the quarter (comprising an average of foreign and domestic sales), 
and where Kl. has been updated according to 

Kl. = INVII + (1- pj) • <n. • (1 + P"). (15) 
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Thus, INVEFFiI is essentially the firm's incremental output/fIXed capital ratio. It may vary over time 
and among firms for a variety of reasons, including ·structural" differences such as differences in type of 
production, production processes, and degrees of vertical integration. It may also vary because of differences 
in management techniques and approaches, the amounts of resources devoted to ·soft" capital formation in 
the form of R&D, marketing, etc. Thus, it captures several of the elements of economie competence at the 
firm level 

For further details, see Albrecht et al. (1989) and Albrecht suL (1992). 
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Table 1 List of Interviewed Firms 

Company Name Main Product 

ABB-HV Switchgear 

Atlas-Copco MCT 

Benzler 

Bofors 

Electrolux (CA) 

Flykt 

Haldex 

IBM - Järfälla 

Landis & Gyr 

LBs Mekaniska verkstad 

Lindquist verkstäder 

Mecman 

SAAB Aircraft 

SKF (S) 

Sundsvalls verkstäder 

Volvo PV Komponenter 

Volvo LV Komponenter 

Volvo Flygmotor 

Wärtsilä Diesel 

Äkermans AB (Eslöv) 

Äkermans AB (Lund) 

High-voltage electrical switchgear 

Mining and construction equipment 

Electrical motors 

Submersible pumps 

Equipment for heavy vehicles 

Printers 

Measurement and control equipment 

Automotive components 

Small mechanical components (job shop) 

Pneumatic equipment 

Aircraft (military and civilian) 

Spherical roller and ball bearings 

Glass forming machines 

Automobile engines 

Diesel engines 

Aircraft engines 

Large diesel engines 

Excavating machines 

Components for excavating machines 



Table 2 Descriptive statistics of Variables in the Questionnaire Survey 

All industries Engineering ind. 

Variable Mean Std dev Mean Std dev Label 

Sales 1453.54 2999.40 1611.31 3249.23 SALES 
Sales growth 1983-88 150.24 61.91 154.25 62.91 GROW 
Employment 1311. 09 2339.17 1727.37 ** 3084.21 EMPLOY 
Productivity 1023.74 626.41 820.22 ** 445.82 PROD88 
Profit margin 30.49 15.43 31.68 18.11 PROF88 
Automation level 45.50 29.39 35.60 * 27.88 AUTLEVEL 
R&D/sales ratio 0.04 0.06 0.07 ** 0.06 RDTOTAL 
Distribution of 
labor force 

Execq.tives 0.03 0.03 0.03 0.03 EXEC 
specialists 0.11 0.12 0.14 * 0.13 SPEC 
Other white collar 0.23 0.13 0.25 0.11 CLERK 
Skilled workers 0.33 0.25 0.30 0.20 SKILWOR 
Unskilled workers 0.35 0.26 0.25 ** 0.24 UNSKILL 

Training costs 
per employee 45.26 340.06 5.42 5.79 TRAINEMP 
fraction of wages 0.16 1.36 0.02 0.02 TRAINWAG 
fraction of sales 30.84 199.52 7.58 10.55 TRAINSAL 

Competitive advantage 
Product know1edge 3.18 0.95 3.37 * 0.79 KONKPK 
Process know1edge 2.86 0.95 2.78 1.04 KONKPROC 
Commercialization 2.29 1.05 2.55 ** 0.94 KONKKOMM 
Organization 2.63 0.86 2.59 0.82 KONKORG 
Employee competence 2.50 0.90 2.51 0.94 KONKARB 
R&D 2.52 1.02 2.77 ** 0.90 KONKFOU 
Qua1ity 2.95 0.89 2.93 0.89 KONKKVAL 
Flexibility 2.83 0.99 3.02 * 0.90 KONKFLEX 
Raw material access 1.71 0.97 1.22 ** 0.57 KONKRAAV 

Advantage from 
automation 

Lower cost 2.83 0.84 2.93 0.81 FAUTKOST 
Less 1abor depend. 2.94 0.89 3.05 0.85 FAUTBERL 
Better contro1 3.04 0.84 2.86 * 0.78 FAUTKONT 
Flexibility 2.49 0.96 2.68 * 0.91 FAUTFLEX 
Just in time 
uniform quaiity 3.14 0.75 3.09 0.71 FAUTJKVA 
Improved quaiity 3.00 0.81 3.02 0.78 FAUTPKVA 
Future advantages 2.79 0.92 2.69 0.89 FAUTKONK 

Reasons for not 
automating 

Not profitab1e 0.94 0.25 0.96 0.20 OAUTLOON 
Too costly 0.53 0.51 0.43 0.54 OAUTKOST 
Lacking competenoe 0.18 0.41 0.17 0.41 OAUTKOMP 
No time 0.25 0.45 0.38 0.52 OAUTTID 
Not relevant 0.86 0.35 0.83 0.38 OAUTREL 
Too small 0.79 0.42 0.64 0.51 OAUTLITE 
Being planned 0.75 0.44 0.64 0.51 OAUTPLAN 

*~ and * indicate va lues which are statistically significantly 
dl.fferent (at the 5 t and 10 t level, respectively) between 
enqineerinq units and other ~its, usinq a two-tailed t-test. 



Table 3 

Variable 

GROW 

EMPLOY 

AUTLEVEL 

RDTOTAL 

SKILL 

PRO D 

knowledge 

BOTH 

PROF88 

PROD88 

Descriptive statistics of units included in the Factor 
Analysis 

Mean 

156.51 

1848.30 

53.36 

.03 

.07 

.33 

6.16 

34.74 

1223.66 

standard Description 
Deviation 

53.52 Growth rate of sales, 1983-88 

3617.76 Employment level 

28.82 Automation level, % 

.04 R&D intensity (R&D cost/sales) 

.08 Share of skilled employees 

.92 

1.73 

16.99 

899.11 

Product minus process 

Product and process knowledge 

Profit margin, 1988 

Labor productivity, 1988 



Table" 

Variable 

GROW 

PROF88 

SKILL 

BOTH 

PROD88 

AUTLEVEL 

EMPLOY 

RDTOTAL 

PROD 

Faotor struoture Hatrix 

Factor 1 

.78072 

.71662 

.67553 

.56366 

.58202 

Factor 2 

.30662 

.84615 

.78507 

-.43910 

Factor 3 

-.44715 

.78181 

.66321 

.55402 



Table 5 Correlation Hatrix for Variables in the Factor Analysis 

:orrelet '·ons: F1 f2 f3 COOE (01/(1'( (OI/(PROC (OI/(((WoI (()I.I(ORG (0IIt:AR8 (OII(FOJ (()I;((VI • 

fl 1.0000 .0137 - .0830 .2713 • 5697" .4920" .5153 .... .3008 . 1858 .5565"" .0580 
f2 .0137 1.0000 .0<>'2 ·.1134 '.4498" '.0178 .2376 -.1219 '.1641 '.0014 '.1323 
f3 -.0830 .0042 1.0000 .311

' 
-.1888 .• 6670"* .0041 -.2259 - .3221 .-.2'32 '.07'0 

COOE .2713 -.1134 .3111 1.0000 .2041 -.0607 .1n3 .0284 .1004 .0861 '.0942 
(OII&::PK .5697"" -.4498" -.1888 .2041 1.0000 .4992"· .2657 .5203"" .5837"" .5013" .4642" 
({)II&::PROC .'920" -.0178 -.6670"''' '.0607 .4992"- 1.0000 .2926 .41l,l,~ .3646 .3279 .2878 
(OII((~ .5153"" .2376 .0041 _ln3 .2657 .2926 1.0000 .2106 .0157 .3891· .1145 
(OII(ORG .3008 '.1219 -.2259 .0284 .5203"" .4144" .2106 1.0000 .7568"" .6078·" .4173· 

(.()II(AR8 .1858 -.164 1 -.3221 .1004 .5837"" .3646 .0157 .7568"" 1.0000 .5031"" .4985" 
t:OII(FClJ .5565" - .001l. -.2432 .0861 .5013"- .3279 .3891· .6078"" .5031"" 1.0000 .2699 
(OII((VAl .0580 - .1323 -.0740 -.0942 .4642" .2878 .114S .4173- .4985"" .2699 1.0000 
(OI/KflEX .5106-" '.1893 -.1033 .0567 .5092·· .3025 .5574"" .4n3·- . H.22 .5398"· .2795 
t:OI/KRMV -.0043 .4028- -.1338 ·.4306" -.1256 .0557 .0015 -.04n. .0024 .0000 .Q.i.68 

PROO88 .0374 .8459"*" -.1235 -.2035 -.3598 .0109 .244ll .• 1308 '.1234 '.0692 '.1913 
PROf88 .7053·" .2460 • 1466 .2192 _1638 .0909 .2986 .133/. .02'7 .2837 '.1509 
GROY .7804"" - .1973 -.0626 .1763 .4515* .1688 .3665 .1395 .0168 .3622 •• 0571 
EMPlOY '.0089 .0768 .7802"" .2333 '.0221 '.2195 .0639 ·.On8 '.2809 .• 2315 .1798 
AUTlEVEl .0495 .7862"· .0898 -.1729 -.1023 .om .2406 .0186 .0285 .1225 '.0152 

ROTOTAL .5265"- '.1593 .6163"- .4533- .1876 '.1166 .2837 .0784 '.0609 .2186 '.0246 
SKlll .6700" .3166 .0913 .2166 .2485 .1281 .'367· .1211 .2033 .2533 .o<i'26 
PROO .0323 .• 4357" .5471*- .2387 .3922" .• 6013"" - .081 1 .0358 .1482 .1031 .1300 
80TH .5994"" -.2539 -.'968" .0638 .8448"* .8854"" .3137 .5327"- .5365"" .4650· .431j" 
TRAIlIl _0174 .3979" '.0203 .0393 -.2825 '.1607 .1800 '.0098 •• 0253 .1553 '.1460 
TRAIlIS -.0686 -.2913 '.0466 .1264 .0035 -.0338 .189' .0061 .0768 .1139 .1587 

Correletions: t:OI/(flEX (OI/(RMV PRooaB PROf88 GltOY EMPlOY AUTlEVEL ROTOTAL SKlll PROO 60TH 

fl .5106*- '.0043 .0374 .7053"" _7804"- '.0089 .0495 .5265·" .6700·" .0323 .. 599t.·· 
f2 '.1893 .4028'" .8459"*" _2460 - .1973 .0768 .7862"" '.1593 .3166 •• 4357" '.2539 
f3 -.1033 -.1338 '.1235 .1466 '.0626 .7802·· .0898 .6163"" .0913 .5471·" .• 4968" 

COOE .0567 ·.4:306" '.2035 .2192 .1763 .2333 •• 1729 .4533" .2166 .2387 .063! 
t:OII(P( .5092"" -.1256 -.3598 .1638 .4515· '.0221 ·.1023 .1876 .2485 .3922· .844S"· 
(OII(PROC .3025 .0557 .0109 .0909 .1688 '.2195 .om •• 1166 .1281 '.60\3"· .8554'" 
t:ON((OMI( .5574·" .0015 .2448 .2986 .3665 .0639 .2406 .2837 .4167" '.0811 .3137 
(OI/(ORG .4m·· -.04n -_1308 .1334 .1395 '.0718 .0186 .0784 .1211 .0358 .532"· 

(0II(AR8 .1422 .0024 -.1234 .0247 .0168 -.2809 .0285 '.0609 .2033 .1482 .5:565"" 
COIICfOO .5398·· .0000 '.0692 .2837 .3622 '.2315 .1225 .2186 .2S33 .1031 • 46S0· 
(()NC(VAl _2795 .0468 -.1913 -.1509 '.0571 .1798 -.01S2 '.0246 .0926 .1300 .4311" 
t:ONCflEX 1.0000 '.0167 '.1685 .1443 .4988·- .0444 -.0899 .3113 .2444 .1378 .4538" 
KOI/(RMV '.0167 1.0000 .3225 -.0026 -.0449 '.0590 .3951· '.3043 .1015 '.1749 -.o:no 

PROO88 '.1685 .3225 1.0000 .191S -.0271 -.0470 .4766"'" -.2188 .1902 - • 33S3 -.1843 
PROf88 .1443 -.0026 .1915 1.0000 .4383" _1260 .1679 .4000'" .4301" .0633 .1l.97 
CRCl'oI .4988"''' '.0449 '.027'1 .4383· 1.0000 .0921 -.0997 _398S· .2906 .2379 .3484 
EMPLOY .0444 -.0590 -.0470 .1260 .0921 1.0000 .lS81 .3251 -.0690 .2130 •• 1456 

'lJJTlEVEL -.0899 .3951· .4766"'· .1679 -.0997 .1581 1.0000 -.2316 .2103 -.1689 .0025 

RDTOTAl .3113 -.3043 -.2188 .40()()« .'3985" .3251 -.2316 1.0000 • 38S8" .2942 .0301 
still .2444 .1015 .1902 .4301· .2906 -_0690 _2103 • 38S8" 1.0000 .0946 .2127 

·PROO .1378 -.1749 -.3353 .0633 .2379 .2130 -.1689 .2942 .0946 1.0000 -.1609 
BOTM .4S38" -.0330 -.1843 .1497 .3484 -.1456 .0025 .0301 .2127 -.1609 1.0000 
TRAtNl .08S1 -.0866 .3687 .1026 .0260 '.0801 .2115 .0621 .2508 '.0907 - .2481 
TRAINS _1952 -.2383 -.2867 -.256S .0215 -.1109 -.2322 .0870 .0812 .0397 - .0185 

. "-- _. - -----_ .. "-------_ .. _-~._ .. - .... 



Table 6 Classification of units by Factor 
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Table 7 Simulation Results 

Reference Reduced input 

case input coeffic. 

BASB SXPl BXP2 

Ave ..... nnoat growth 01 

ONP 4.34 4.62 6.32 

Manufacturlng 7.12 7.7S 10.20 

Ra", materials S.17 4.82 8.94 

Intermediate goods 8.87 8.01 10,48 

Capital goods 6.11 8.30 8.7S 

Consumer goods 7.01 7.30 12.18 

ProductMty growth 01 

Manufacturing 4.21 4.13 S.41 

Ra", materials 7.27 7.80 8.42 

Intermediate goods 4.32 4.69 4.29 

Capital goods 4.64 4.14 4.17 

Consumet goods 2.11 2.16 6.tS 

Investment 

Manufacturing 28.24 29.24 44.95 

CapItal goods 8.20 9.88 9.54 

Rate 01 return 

Manufacturlng 7.78 9.63 13.17 

Capital goods 11.50 20.45 19.44 

Intenst rate 13.73 13.12 12.50 

Note: Rate of return net nf mtere.c;.t rate antt ehan ,gl 

Increased 

flexibility 

SXP3 BXP4 

4.46 4.66 

7.16 6.59 

S.33 S.72 

8.93 7.47 

6.16 6.22 

7.04 6.43 

4.29 4.79 

7.79 9.23 

3.85 4.29 

4.90 5.21 

2.19 3.18 

28.78 32.00 

8.24 8.51 

8.49 10.21 

14.47 15.19 

13.56 12.63 

,pital gl p 

Increased output/ 

investmt. ratio 

BXPS BXP6 

4.39 4.7S 

6.78 7.76 

S.74 6.43 

8.70 9.23 

S.OO 6.10 

7.39 8.74 

4.50 4.n 
7.35 7.75 

4.92 7.07 

S.58 S.77 

2.OS 2.19 

27.63 2S.2S 

6.15 6.7S 

7.99 7.97 

12.56 13.5S 

13.19 13.23 

lmproved 

technology 

BXP7 BXPS 

4.32 4.56 

6.92 7.41 

S.72 4.99 

8.71 9.31 

S.50 5.79 

7.24 7.9S 

4.39 4.97 

7.40 7.84 

4.89 4.80 

S.27 S.10 

1.98 3.56 

27.90 29.41 

7.59 7.20 

7.97 7.98 

12.26 12.37 

13.48 13.42 

Improved 

quality 

BXP9 BXPI0 

4.39 4.48 

7.1S 7.09 

S.52 s.n 
8.63 8.39 

6.22 6.21 

7.19 7.27 

4.44 S.17 

7.33 7.81 

4.82 3.91 

S.40 4.53 

1.97 S.37 

28.31 34.73 

7.14 8.31 

8.00 9.03 

12.37 12.22 

13.53 13.43 

All changes 

simultaneously 

BXPll BXP12 

4.36 4.85 

7.23 8.50 

4.74 8.27 

7.51 9.88 

7.60 7.7S 

6.99 8.82 

3.9S 6.58 

7.24 8.44 

3.39 6.31 

SAS S.23 

1.87 7.29 

23.21 31.61 

4.68 4.49 

12.18 21.90 

30.24 30.96 

12.84 11.86 



2 

BASE: Base case (with FLEXlBILITY -0.75 for all manufacturing rums). 

EXPl: Input coefficlents decreased 1% quarterly for the capita! goods sector (in the period 1983-88) 

EXP2: Input coefficlents decreased 1% quarterly for all manufacturing rums (in the period 1983-88) 

EXP3: Flexibility increased by reducing FLEXIBILITY from 0.75 to 0.1 for the capita! goods sector over the period 1983-88 

EXP4: Flexibility increased by reduclng FLEXIBILITY from 0.75 to 0.1 for all manufacturing firms over the period 1983-88 

EXP5: INVEFF increased 2% quarterly for the capita! goods sector (in the period 1983-88) 

EXP6: INVEFF increased 2% quarterly for all manufacturing rums (in the period 1983-88) 

EXP7: MTEC increased 2% quarterly for the capital goods sector (in the period 1983.88) 

EXP8: MTEC increased 2% quarterly for all manufacturing rums (in the period 1983-88) 

EXP9: QTOP increased 1% quarterly for the capital goods sector (in the period 1983-88) 

EXPI0: QTOP increased 1 % quarterly for all manufacturing rums (in the period 1983-88) 

EXPll: All changes made together for the capital goods sector 

EXP12: All changes made together for all manufacturing rums 



Figure 1 The Long-Run Production Function in KOSES 
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Figure 2 Short-Run Production Planning in MOSES 
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