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Abstract. This paper provides deterministic approximation results for stochastic processes that arise when finite populations recurrently play finite games. The deterministic approximation is defined in continuous time as a system of ordinary differential equations of the type studied in evolutionary game theory. We establish precise connections between the long-run behavior of the stochastic process, for large populations, and its deterministic approximation. In particular, we show that if the deterministic solution through the initial state of the stochastic process at some point in time enters a basin of attraction, then the stochastic process will enter any given neighborhood of that attractor within a finite and deterministic time with a probability that exponentially approaches one as the population size goes to infinity. The process will remain in this neighborhood for a random time that almost surely exceeds an exponential function of the population size. During this time interval, the process spends almost all time at a certain subset of the attractor, its so-called Birkhoff center. We sharpen this result in the special case of ergodic processes.

*The authors thank the former editor and four anonymous referees for helpful comments. We are also grateful for comments from Carlos Alos-Ferrer, Stefano Demichelis, Georg Pflug, William Sandholm and participants at presentations at Alicante University, the Bilbao 2000 World Congress of Game Theory Society, the Bolzano 2000 European Economic Association Annual Congress 2000, Copenhagen University, MIT, the Henri Poincaré Institute (Paris), Odense University, and Vienna University. We are grateful for travel funding from the Hedelius and Wallander Foundation. We thank Ariane Lambert-Mogilianski for getting us to meet.
1. **Introduction**

Many models in evolutionary game theory hypothesize an infinitely large population of interacting agents, usually represented as a continuum, and describe the evolutionary process as deterministic, in terms of a system of ordinary differential (or difference) equations. These equations concern changes in population shares, one for each pure strategy in the game, and the changes are viewed as averages over a large number of individual strategy switches. Prime examples are different versions of the replicator dynamics. For a wide class of such dynamics it has been established that dynamic (Lyapunov) stability implies Nash equilibrium, and that the limit point to any convergent trajectory through any initial population state with all pure strategies present is a Nash equilibrium.\(^1\) For a certain subclass it has been shown that, even if the solution trajectory diverges, all iteratively strictly dominated pure strategies nevertheless vanish asymptotically.\(^2\) Moreover, attractors that contain essential components and strategically stable sets of Nash equilibria have been identified for a class of such deterministic dynamics.\(^3\) An important question for the relevance of these results, and for deterministic population models more generally, is whether these dynamics are good approximations of stochastic population processes that arise from individual strategy adaptation in finite but large populations. The present study addresses three versions of this question, each version corresponding to a precise meaning of “good approximation.” In the special case of ergodic processes, we also provide asymptotic results for the stochastic process that go beyond those for its deterministic approximation dynamics.

Technically, this is achieved by applying and extending mathematical results in the theory for large stochastic deviations to a class of Markov chains that live in compact polyhedra. We interpret these Markov chains as population processes in finite games, where individuals are recurrently drawn from finite populations to review their strategy choice in the game. There is one population for each player position, and all populations are of the same finite size \(N\). Each individual has a pure strategy that he or she uses if called upon to play the game. At discrete times \(t = 0, \delta, 2\delta, \ldots\) exactly one individual is given the opportunity to change his or her strategy in the light of some information about the current payoff to one or more pure strategies in her player position. All individuals have the same probability of being drawn for such a strategy review, and we assume statistical independence across populations and over time.

The state of the population process is defined as the vector of population shares

\(^1\)See e.g. Bomze (1986), Nachbar (1990) and Weibull (1995).
\(^2\)See e.g. Samuelson and Zhang (1992) and Hofbauer and Weibull (1996).
\(^3\)See e.g. Swinkels (1993), Ritzberger and Weibull (1995) and Demichelis and Ritzberger (2001).
associated with the pure strategies in the game. Hence, a population state is mathematically equivalent to a mixed-strategy profile, with all probabilities being multiples of the factor $1/N$. The state space is thus a finite grid in the polyhedron of mixed-strategy profiles, and a population share can only change by $\pm 1/N$ units at each review opportunity. We set the time interval $\delta$ between successive strategy reviews equal to $1/N$, and study the limit as $N \to \infty$. Hence, the expected time span between two successive strategy revision opportunities for any given individual is kept constant as $N$ is increased. The approximation results apply when the population size $N$ is large, and the approximation is defined in terms of a system of ordinary differential equations derived from the transition probabilities of the Markov chain - the so-called mean-field equations.\textsuperscript{4}

We provide examples in which these differential equations are of the type studied in evolutionary game theory. For example, different versions of the replicator dynamic can arise if strategy choices are based on imitation or smooth best replies. However, the stochastic processes here differ qualitatively from those arising in stochastic fictitious play.\textsuperscript{5} The latter processes have “decreasing gain” in the sense that the magnitude of state transitions is decreasing over time. For in fictitious play the state is the vector of accumulated empirical frequencies of strategies used in all previous rounds, and the change in these frequencies tend to zero over time. These processes thus slow down over time. By contrast, the processes studied here have “constant gain”: the effect on the state at each strategy revision is of equal magnitude $(1/N)$ all the time.

We establish precise connections between the long-run behavior of the stochastic process and its deterministic approximation. In particular, we show that if the deterministic solution through the initial state of the stochastic process at some point in time enters a basin of attraction, then the stochastic process will enter any given neighborhood of the attractor inside its basin of attraction in a finite and deterministic time, with a probability that exponentially approaches one as the population size goes to infinity. The process will remain in this neighborhood for a random time that exceeds an exponential function of the population size. During the random time interval spent in the neighborhood, the process spends almost all time near a certain subset of the attractor, the Birkhoff center of the flow restricted to the attractor. If

\textsuperscript{4}In this respect, our approach is very close to that of Börgers and Sarin (1997). They study a model of stochastic reinforcement learning where, like here, the size of jumps are reduced at the same rate as the time rate of jumps is increased. However, their stochastic processes have continuum state spaces and take jumps of unequal size, while our stochastic processes have discrete state spaces and take jumps of equal size $(1/N)$.

\textsuperscript{5}See Fudenberg and Kreps (1993), Kaniovski and Young (1995), Fudenberg and Levine (1998), and Benaim and Hirsch (1999b), or, for a more mathematical treatment, Benaim (1999).
the process is ergodic, then it will eventually end up near the Birkhoff center of a
generically unique attractor.

Our analysis proceeds in four steps, the first of which is a sharpening of fairly
well-known results that leads up to more novel results. The first approximation
result concerns the deviation of the stochastic process from the solution trajectory of
its mean-field approximation dynamics during a given time interval. More exactly,
for any bounded time interval and finite population size $N$, we provide an upper
bound on the probability that the stochastic population process will depart more
than a prescribed distance from the deterministic solution trajectory during that time
interval. This upper bound goes exponentially to zero as the population size goes to
infinity. In this part of the analysis, the time horizon is thus fixed and finite, while the
population size is taken to plus infinity. Such “averaging theorems” are part of the
folklore in the literatures on random perturbations of dynamical systems.\footnote{See e.g. Freidlin and Wentzell (1984), and, on stochastic approximation, see e.g. Duflo (1996,1997), Kushner and Yin (1997) and Benaim (1998,1999).} However,
the present result provides a sharp exponential estimate of the deviation probability,
based on martingale inequalities. It generalizes and sharpens results for games in
Binmore and Samuelson (1997), Corradi and Sarin (1999), and Sandholm (1999).

The second approximation result concerns the first exit time from sets. We show
that, for large population sizes $N$, the exit time from any neighborhood of the
deterministic solution is probabilistically very large. More exactly, for any given time
$t > 0$, the exit time from any neighborhood of the closure of the forward orbit (i.e.
orbit from time zero on) through the initial state of the stochastic process exceeds $t$
for all but finitely many population sizes $N$, with probability one. Consequently, the
exit time from the basin of attraction of an attractor in the deterministic dynamics is
large when the population is large. Moreover, we provide bounds for the probability
distribution of the exit time from certain neighborhoods of such attractors for large
but finite populations.

The third approximation result concerns empirical visitation rates to sets, i.e., the
long-run time fraction that the stochastic process spends in a given set. Using this
random variable, we identify a certain set which has the property that the Markov
chain spends almost all time, in the long run, at the set. This set is called the
minimal center of attraction of the deterministic flow. It contains all stationary
states and periodic orbits, and it is contained in the (more easily identified) Birkhoff
center of the dynamics. We also provide results for conditional visitation rates, i.e.,
empirical visitation rates until the first exit time from a given neighborhood of the
set in question. Conditional visitation rates are actually highly relevant because of
the possibility of meta-stability, i.e., the possibility (in the limit as \( N \to \infty \)) of an infinite expected exit time from a subset - for example a neighborhood of an attractor - that the stochastic process with probability one eventually will leave.

In the first result, we fixed the time horizon and let the population go to infinity. In results two and three, we first take the time horizon to infinity for a fixed population size, and only thereafter do we take the population size to infinity, thereby studying the asymptotic behavior of the stochastic process when the population is fixed but large. Our results on exit times and visitation rates build on ideas in Freidlin and Wentzell (1984) and Benaim (1998,1999), and are complementary to the asymptotic results in Ellison (1993), Binmore, Samuelson and Vaughn (1995) and Binmore and Samuelson (1997).\(^7\)

We finally study large deviations in the special case when the population process is ergodic - and thus admits a unique invariant distribution over the state space. Following Ellison (2000), we define the “radius” and “co-radius” of attractors of the deterministic approximation flow, and establish an asymptotic result for the support of the invariant distribution for large finite populations. The main difference is that while Ellison keeps the population size fixed and changes the stochastic micro model by taking the mutation rate to zero, we keep the stochastic micro model fixed and take the population size to infinity. In keeping the mutation rate fixed in the limit, we follow Binmore and Samuelson (1997) and Young (1998, Section 4.5).

The rest of the text is organized as follows. The studied class of Markov chains is defined in section 2 and the general approximation results are presented in section 3. Section 4 discusses applications to a few micro models of boundedly rational strategy choice. Section 5 provides asymptotic results for ergodic population processes and applies these results to symmetric 2 \( \times \) 2 games. Section 6 shows how the analysis can be adapted to continuous-time Poisson processes. Mathematical proofs are given in an appendix at the end of the paper.

2. A Class of Stochastic Processes
Consider a finite \( n \)-player game with player roles (or “positions”) \( i \in I = \{1,...,n\} \), finite pure strategy sets \( S_i = \{1,...,m_i\} \), set of pure-strategy profiles \( S = \times_i S_i \), mixed-strategy simplices

\[
\Delta(S_i) = \left\{ x_i \in \mathbb{R}^{m_i}_+ : \sum_{h \in S_i} x_{ih} = 1 \right\},
\]

\(^7\)For a discussion of the relation between the two iterated limits in question see also Gale, Bimore and Samuelson (1995) and Börgers and Sarin (1997).
and polyhedron $\square(S) = \times_i \Delta(S_i)$ of mixed-strategy profiles $x = (x_1, ..., x_n)$. The polyhedron $\square(S)$ is thus a subset of $\mathbb{R}^M$, for $M = \sum_i m_i$. For any player role $i$ and pure strategy $h \in S_i$, let $e^h_i \in \Delta(S_i)$ denote the corresponding unit vector - the mixed strategy for player $i$ that assigns unit probability to pure strategy $h$.

For each player role $i$ there is a population of $N$ individuals. Each individual is at every moment in time associated with a pure strategy in her strategy set. An individual in population $i$ who is associated with pure strategy $h \in S_i$ is called an $h$-strategist. At times $t \in \mathbb{T} = \{0, \delta, 2\delta, \ldots\}$, where $\delta = 1/N$, and only then, exactly one individual has the opportunity to change his or her pure strategy. This individual is randomly drawn, with equal probability for all $nN$ individuals, and with statistical independence between successive draws. With this fixed relationship between population size and period length, the expected time interval between two successive draws of one and the same individual is $n$, independently of the population size $N$. We will call the times $t \in \mathbb{T}$ transition times - the only times when a transition can take place.

The specific models to be studied each define a Markov chain $X^N = (X^N(t))_{t \in \mathbb{T}}$ with finite state space $\square^N(S)$ in the polyhedron $\square(S)$ of mixed-strategy profiles. The state $X^N(t)$ at any time $t \in \mathbb{T}$ specifies, for every player role $i \in I$ and pure strategy $h \in S_i$, the share $X^N_{ih}(t)$ of $h$-strategists in population $i$. The only state transitions that can occur are that one individual in one population changes pure strategy. For every player role $i$ and pair $(h, k)$ of pure strategies for that role, there exists a continuous function $p^h_{ik} : \square(S) \to [0, 1]$ such that $p^h_{ik}(x) = 0$ if $x_{ik} = 0$, and

$$p^h_{ik}(x) = \Pr \left[ X^N_i(t + \frac{1}{N}) = x_i + \frac{1}{N} (e^h_i - e^k_i) \mid X^N(t) = x \right]$$

for all $i \in I$, $h, k \in S_i$, $N \in \mathbb{N}$ and $x \in \square^N(S)$. In other words: the conditional probability that a $k$-strategist in population $i$ will become a $h$ strategist is continuous in the current state. In particular, it is independent of calendar time $t$ and population size $N$. The corresponding transition probabilities are, for any $v \in \mathbb{R}^M$,

$^8$The subsequent analysis is valid also if $n$ individuals were simultaneously (and statistically independently) drawn, one from each player population. The only difference is that the stochastic process would be a factor $n$ faster, and thus the vector field $F$ a factor $n$ stronger.

$^9$There are $N$ draws per time unit, and each time the probability that a particular individual is drawn is one over the total population size, $nN$.

$^{10}$The finite set $\square^N(S)$ is the subset (“grid”) of points $x$ in the polyhedron $\square(S)$ such that $Nx_{ih}$ is a non-negative integer for all $i$ and $h$.

$^{11}$This excludes, in particular, the possibility that individual behaviors change as the population size changes, from, say, some form of best-reply behavior in small populations to some form of imitation behavior in large populations.
Pr \[ X^N(t + \frac{1}{N}) = x + \frac{1}{N}v \mid X^N(t) = x \] = \begin{cases} p^h_{ik}(x) & \text{if } v_i = e^h_i - e^k_i \text{ and } v_j = 0 \forall j \neq i \\ 0 & \text{otherwise} \end{cases} \quad (3)

2.1. The induced vector field. For any player role \( i \in I \) and pure strategy \( h \in S_i \), the expected net increase in the subpopulation of \( h \)-strategists from one transition time to the next, conditional upon the current state \( x \), is

\[ F_{ih}(x) = \sum_{k \neq h} p^h_{ik}(x) - \sum_{k \neq h} p^k_{ih}(x) . \quad (4) \]

It follows from the probability specification above that \( F_{ih} : \Box(S) \to \mathbb{R} \) is bounded and continuous, with \( \sum_h F_{ih}(x) \equiv 0 \) and \( F_{ih}(x) \geq 0 \) if \( x_{ih} = 0 \).

Recall that the polyhedron \( \Box(S) \) is a subset of \( \mathbb{R}^M \), where \( M = \sum_i m_i \). Let \( m = M - n \), let \( E^1 \) denote the \( m \)-dimensional hyperplane of \( \mathbb{R}^M \) which contains \( \Box(S) \), and let \( E^0 \) be the parallel \( m \)-dimensional subspace, the tangent space of \( E^1 \):

\[ E^1 = \left\{ x \in \mathbb{R}^M : \sum_h x_{ih} = 1 \ \forall i \right\} \quad \text{and} \quad E^0 = \left\{ x \in \mathbb{R}^M : \sum_h x_{ih} = 0 \ \forall i \right\} . \quad (5) \]

We identify \( E^1 \) and \( E^0 \) with \( \mathbb{R}^m \), call this space \( E \), and view the function \( F \) as a mapping from \( E \) to \( E \). This function is assumed to be bounded and locally Lipschitz continuous.\(^{12}\) We will call \( F \) the vector field associated with the Markov chain \( X^N \).

**Remark 1**: In the special case of symmetric \( n \)-player games, an alternative setting is that of a single population consisting of \( N \) individuals. The present machinery then applies by letting the Markov chain \( X^N \) have the finite state space \( \Delta^N \) in the common unit simplex \( \Delta \) of mixed strategies. The state \( X^N(t) \in \Delta^N \) at any time \( t \) now specifies, for each pure strategy \( h \) in the common pure-strategy set, the share of \( h \)-strategists in the population. We use this setting in section 5.

3. Deterministic Approximation

We are interested in deterministic approximation of Markov chains \( X^N \) in the class defined above, when the population size \( N \) is large, and thus the time interval \( \delta = 1/N \)

---

\( ^{12} \) The function \( F \) is bounded and continuous on the polyhedron, by virtue of these properties of the transition probabilities, and can hence be extended to the whole space \( E \) while preserving these properties. We strengthen the continuity assumption by requiring local Lipschitz continuity.

A function \( F : E \to E \) has this property if for every compact subset \( C \subset E \) there exists a scalar \( \lambda_C \) such that \( \| F(x) - F(y) \| < \lambda_C \| x - y \| \) for all \( x, y \in C \), where \( \| \cdot \| \) is a norm on \( E = \mathbb{R}^m \).
between successive transition times is short. The key element for such approximation is the vector field \( F : E \rightarrow E \) defined above, which, for large populations and short time intervals, gives the expected net increase in each population \textit{share} during the time interval, \textit{per time unit}. (There are \( N \) transition times per time unit and \( N \) individuals in each player population.) The associated \textit{mean-field equations}

\[
\dot{x}_{ih} = F_{ih}(x) \quad \forall i \in I, h \in S_i, x \in E
\]  

(6)

together specify this limiting deterministic dynamic (a dot over a state variable denotes its time derivative). In force of the Picard-Lindelöf Theorem, the system (6) of first-order ordinary differential equations has a unique solution through every point \( x \) in \( E \). Moreover, as noted above, the sum of all population shares in each population remains constant over time, and no population share can turn negative. Hence, the system of equations (6) defines a solution mapping \( \xi : \mathbb{R} \times \bar{\square}(S) \rightarrow E \) that leaves each mixed-strategy simplex \( \Delta(S_i) \), and hence also the polyhedron \( \square(S) \) of mixed-strategy profiles, \textit{forward invariant}. In other words, the system of differential equations determines a solution for all times \( t \in \mathbb{R} \), and if the initial state is in \( \square(S) \), then also all future states are in \( \square(S) \).\(^{13}\) We will frequently call \( \xi \) the \textit{induced flow}.

We are now in a position to address the four questions in what precise sense, if any, the induced flow \( \xi \) approximates the Markov chain \( X^N = (X^N(t))_{t \in T} \) when \( N \) is large. As \( N \) changes, in general also the initial state \( X^N(0) \in \square^N(S) \) has to change, since the finite state space \( \square^N(S) \subset \square(S) \) changes with \( N \) (all population shares are multiples of \( 1/N \)). We will frequently write “\( X^N(0) \rightarrow x \)” as a short-hand notation for “for every positive integer \( N \), \( X^N(0) \in \square^N(S) \), and \( X^N(0) \) converges to \( x \in \square(S) \) as \( N \) goes to plus infinity.”

3.1. Trajectories over bounded time intervals. Our first result gives an exact form to the heuristic “law of large numbers” that says that the stochastic population process with high probability moves close to the associated deterministic population flow during any given bounded time interval, granted the population is large enough. We measure the fit of the deterministic approximation over bounded time intervals in terms of the \textit{interpolated continuous-time} process \( \hat{X}^N \) defined by piecewise affine interpolation of the Markov chain \( X^N \).\(^{14}\)

\(^{13}\)More exactly: \( \xi(0, x) = x \) for all \( x \), \( \frac{\partial}{\partial t} \xi_{ih}(t, x) = F_{ih} [\xi(t, x)] \) for all \( i, h, x \) and \( t \), and \( \xi_i(t, x) \in \Delta(S_i) \) for all \( i \in I \), \( x \in \square(S) \), and \( t > 0 \). The time domain of the solution mapping \( \xi \) can be taken to be the whole real line in force of the compactness of \( \square(S) \).

\(^{14}\)The values of the interpolated process, at any time \( t \in [n \delta, (n + 1) \delta] \), are defined by

\[
\hat{X}^N(t) = X^N(n \delta) + \frac{t - n \delta}{\delta} [X^N((n + 1) \delta) - X^N(n \delta)]
\]
In order to state this result more precisely, let \( || \cdot ||_{\infty} \) denote the \( L^\infty \)-norm on \( E = \mathbb{R}^m \). Then \( ||\hat{X}^N(t) - \xi(t, x)||_{\infty} \) represents the deviation of the interpolated Markov chain from the deterministic approximation solution \( \xi \) at time \( t \), measured as the largest deviation in any population share at time \( t \):

\[
||\hat{X}^N(t) - \xi(t, x)||_{\infty} = \max_{i \in I, h \in S_i} \left| \hat{X}_{ih}^N(t) - \xi_{ih}(t, x) \right|
\]

(7)

The stochastic variable

\[
D^N(T, x) = \max_{0 \leq t \leq T} ||\hat{X}^N(t) - \xi(t, x)||_{\infty}
\]

is thus the \textit{maximal deviation} in any population share during a bounded time interval \([0, T]\).\(^{15}\) The proof of the following result is based on exponential martingale inequalities, enabling an exponential upper bound:

**Lemma 1.** \textbf{There exists a scalar} \( c > 0 \) \textbf{such that, for any} \( \varepsilon > 0 \), \( T > 0 \), \textbf{and any} \( N \) \textbf{large enough:}

\[
\Pr \left[ D^N(T, x) \geq \varepsilon ~|~ X^N(0) = x \right] \leq 2me^{-\varepsilon^2cN},
\]

\textbf{for all} \( x \in \square^N(S) \).

In other words: for a fixed game, vector field \( F \), deviation \( \varepsilon \), and finite time horizon \( T \), the probability of a larger deviation in any of the population shares is, for large enough populations, bounded from above by an exponentially decreasing function of the population size \( N \). Consequently, for any given finite time horizon, the deterministic population flow \( \xi \), induced by the vector field \( F \), uniformly approximates the stochastic process over the time interval arbitrarily well, provided the population is sufficiently large. This last claim is not a new result, however. Binmore, Samuelson and Vaughn (1995) establish a version of this claim for a particular process in symmetric 2 \times 2 coordination games, see also Boylan (1995), Böggers and Sarin (1997), Binmore and Samuelson (1997), Corradi and Sarin (1999) and Sandholm (1999). The value added in lemma 1 is the exponential and hence summable \((\sum_N e^{-aN} < +\infty)\) bound, which allows us to go beyond earlier results by way of the Borel-Cantelli lemma, see propositions 1-3.\(^{16}\)

\(^{15}\)It is immaterial whether one writes “max” or “sup” in this equation.

\(^{16}\)The Borel-Cantelli lemma states that if a sequence \( \{A_n\}_{n \in \mathbb{N}} \) of events \( A_n \) is such that the sum of their probabilities is finite, \( \sum_n \Pr(A_n) < +\infty \), then the probability is zero that infinitely many of them occur, \( \Pr(\limsup_{n \to \infty} A_n) = 0 \).
3.2. Exit times from sets. The results in this subsection concern exit times from sets in the state space. They give alternative exact forms to the heuristic “law of large numbers” that if the population is large, and the deterministic population flow remains forever in some subset of the state space, then also the stochastic process will remain there for a very long time with a probability arbitrarily close to one, granted the population is large enough.\footnote{Ellison (1993) establish such a result, for an ergodic process, for exit times from neighborhoods of strict Nash equilibria in recurrently played 2 × 2-coordination games.}

For any Borel set $U \subseteq E$, and given $X^N$ with $X^N(0) \in U$, the exit time from $U$ is the random variable
\begin{equation}
\tau^N(U) = \inf \left\{ t \geq 0 : \hat{X}^N(t) \notin U \right\}.
\end{equation}

For any state $x \in \square(S)$, let $\gamma(x)$ be the orbit of the deterministic flow $\xi$ through $x$, the set of states $y \in \square(S)$ such that $y = \xi(t, x)$ for some $t \in \mathbb{R}$, and let $\gamma^+(x)$ be the forward orbit, the set of states $y \in \square(S)$ such that $y = \xi(t, x)$ for some $t \geq 0$. In other words, the orbit through a state $x$ is the set of all states that have been or will be reached, granted the state at time zero is $x$. The forward orbit is the subset of these states that are reached from time zero on. Neither the orbit nor the forward orbit need be closed sets. This is, for instance, the case if the solution trajectory converges to a stationary state from some non-stationary state: it does not reach the stationary state in finite time. Hence, without moving far away from the deterministic flow the stochastic process may anyhow leave a neighborhood of the forward orbit, since such a neighborhood need not contain a neighborhood of the limit state in question.\footnote{A neighborhood of a set $A$ is a set that contains an open set $B$ that contains $A$.} Therefore, we instead consider neighborhoods of the closure $\overline{\gamma^+(x)}$ of the forward orbit through an initial state $x$. The stationary state in the just mentioned example clearly belongs to the closure of the forward orbit, and any neighborhood of this closure is also a neighborhood of the limit state.

Combining lemma 1 with the Borel-Cantelli lemma, we obtain that, for any open set $U$ containing the closure of the forward orbit, and for any $t > 0$, the exit time $\tau^N(U)$ exceeds $t$ for all but finitely many $N \in \mathbb{N}$, with probability one.\footnote{Here the exponential bound in lemma 1 is important since it is summable ($\sum_N e^{-aN} < +\infty$).} Hence,\footnote{This and many subsequent results implicitly refer to a common probability space that can easily be constructed.}

**Proposition 1.** Suppose $U \subset E$ is open, $\overline{\gamma^+(x)} \subset U$, and $X^N(0) \to x$. Then \( \Pr \left[ \lim_{N \to \infty} \tau^N(U) = +\infty \right] = 1. \)

Proposition 1 can be applied to attractors of the deterministic flow. The following result establish that every neighborhood of the attractor, within its basin of
attraction, contains some neighborhood from which the exit time is with high probability very large when the populations are large. In this sense, attractors are good predictors also for the stochastic process, granted it starts near them. Formally, a non-empty compact set $A \subset \Box S$ is an attractor of the deterministic flow $\xi$ if it is invariant, $\gamma(x) \subset A$ for all $x \in A$, and has a neighborhood $U$ with the property that $\lim_{t \to -\infty} d[\xi(t, x), A] = 0$ uniformly in $x \in U$, where $d(x, C)$ denotes the (Hausdorff) distance between a point $x$ and a closed set $C$. The basin of attraction of an attractor $A$ is the set

$$B(A) = \{ x \in E : \lim_{t \to -\infty} d[\xi(t, x), A] = 0 \} .$$

**Proposition 2.** Let $A \subset \Box S$ be an attractor of the flow $\xi$, let $V \subset B(A)$ be any neighborhood of $A$. Then there exists a neighborhood $U \subset V$ of $A$ in $B(A)$, such that $\Pr[\lim \inf_{N \to \infty} \tau N(U) = +\infty] = 1$ if $X^N(0) \in U$.

Together with lemma 1, this implies that if the deterministic flow through the initial state of the stochastic process at some point in time enters the basin of attraction of some attractor, then the stochastic process will enter any given neighborhood of that attractor within a finite and deterministic time with a probability that exponentially approaches one as the population size goes to infinity, and the process will remain in this neighborhood for a random time which with probability one exceeds any upper bound as the population size goes to infinity. In the appendix we establish a more powerful and precise result (lemma 4) which gives exponential bounds on the rate at which the exit time goes to infinity as the population size goes to infinity.

By contrast, if an invariant set $A$ is not an attractor, then there exists some outgoing deterministic solution orbit, from initial states near $A$. One can then show that if the stochastic process starts near such an initial state, then it will depart in finite time from any neighborhood of $A$, with probability one as the population size is taken to infinity. More exactly, suppose $A \subset \Box S$ is a compact invariant set under $\xi$, and let $U$ be a neighborhood of $A$ such that the complement to $A$ in $U$ contains no invariant set. In other words, $U$ is an isolating neighborhood of $A$. For any state $x \in \Box S$, let $\alpha(x)$ be the alpha-limit set of $x$, i.e., the set of states $y \in \Box S$ such that $\lim_{k \to +\infty} \xi(t_k, x) = y$ for some unbounded decreasing sequence of times $t_k < 0$. Let $\partial U$ denote the boundary of the neighborhood $U$, and let $U'$ be the subset of $U$ that consists of states $x \in U$ such that $\alpha(x) \in A$ and $\xi(t, x) \in \partial U$ for some $t > 0$. In other words, $U'$ consists of those states $x$ in the neighborhood $U$ that belong to solution orbits which originate arbitrarily close to $A$ in the distant past and which reach the boundary of the neighborhood in finite time. It is well-known that if $A$ is not an attractor, then $U'$ is non-empty, see e.g. Conley (1978).
Proposition 3. Suppose $A \subseteq \Box(S)$ is a compact invariant set with isolating neighborhood $U$, and let $U'$ be as defined above. If $A$ is not an attractor of $\xi$, then $U' \neq \emptyset$, and $\Pr \left[ \limsup_{N \to \infty} \tau^N(U) < +\infty \right] = 1$ if $X^N(0) \to x' \in U'$.

Note the contrast with proposition 1, which states that the stochastic process, in the limit as $N$ goes to infinity, remains forever in a neighborhood of every forward orbit - even if its limit is an unstable state. How can these two results be reconciled?

The answer lies in the hypothesis concerning the initial state. Suppose $x$ is a stationary but unstable state in the deterministic approximation dynamics. The forward orbit is thus $\{x\}$, and proposition 1 says that if the initial states of the stochastic processes $X^N$ converge to $x$, then the exit time from any neighborhood $U$ of $x$ is probabilistically very large when the population is large, in the sense that it exceeds any give time $t$ for all but finitely many $N$, with probability one. By contrast, proposition 3 says that the stochastic process almost surely will leave any such neighborhood $U$ in finite time, granted the initial states of the stochastic processes $X^N$ converge to some state $x'$ in the non-empty subset $U' \subset U$. Clearly $x \notin U'$, and thus $x'$ lies at some (possibly small but) finite distance from the stationary state $x$. By definition, $x \in \alpha(x')$, but it takes the deterministic flow an infinite amount of time to reach $x'$ from $x$, and, by continuity, an arbitrarily long time to reach $x'$ from an initial state that is arbitrarily close to $x$. However, starting at $x' \neq x$, the deterministic flow leaves $U$ after a finite time. The two results essentially say that the same holds for the stochastic processes. The contrast is particularly stark in the special case when $x$ is a repellor. Then the above set $U'$ is the whole set $U$ except for one point, namely $x$, so in this special case the conclusion in the above proposition can be strengthened to the claim that if $X^N(0) \to x' \in U$, where $x' \neq x$, then the limit superior of the sequence $\tau^N(U)$, as $N \to \infty$, is almost surely finite. By contrast, if $x$ instead were an asymptotically stable state, then proposition 1 would imply that if $X^N(0) \to x' \in U$, then $\tau^N(U)$ almost surely goes to infinity as $N \to \infty$.

3.3. Visitation rates to sets. We next study how often, in the long-run, the stochastic process visits a given set. Such time fractions are called empirical visitation rates, and we here study both unconditional and conditional such rates.

First, for any Borel set $U \subset E$ and time $T$, let $V^N(U,T)$ be the fraction of transition times that the Markov chain $X^N$ visits $U$ in the time interval $[0,T]$, its (empirical) visitation rate in $U$ during that time interval:

$$V^N(U,T) = \frac{1}{|T(T)|} \sum_{t \in T(T)} 1_{\{X^N(t) \in U\}},$$  \hspace{1cm} (10)
where $T(T) = T \cap [0, T]$ is the subset of the transition times that fall in the time interval $[0, T]$, and where $|T(T)|$ is the number of elements in $T(T)$. The stochastic process $X^N$ defines the random variable $V^N(U, T)$, for any given time horizon $T$, “target” set $U$, and population size $N$.

The first result is stated in terms of the so-called minimal center of attraction of the deterministic flow $\xi$. This set, which we will denote $M(\xi)$, contains all stationary states and all periodic orbits of $\xi$. Formally, the minimal centre of attraction $M(\xi) \subset \square(S)$ of $\xi$ is the closure of the union of the supports of Borel probability measures that are invariant under $\xi$. The minimal center of attraction is a subset of the so-called Birkhoff center of the flow. The Birkhoff center essentially consists of those states that, as initial states, are passed nearby infinitely many times in the future. It is usually easier to find the Birkhoff center than the minimal center of attraction, and these two sets do not differ much, if at all, in many applications. Formally, for any state $x \in \square(S)$, let $\omega(x) \subset \square(S)$ be its omega limit set, i.e., the set of states $y \in \square(S)$ such that $\lim_{k \to +\infty} \xi(t_k, x) = y$ for some unbounded increasing sequence of times $t_k > 0$. The Birkhoff centre $B(\xi) \subset \square(S)$ of $\xi$ is the closure of the set of states $x \in \square(S)$ such that $x \in \omega(x)$. By the Poincaré Recurrence Theorem (see, for example, Mañé (1987)), $M(\xi) \subset B(\xi)$.

**Proposition 4.** Suppose $X^N(0) \to x$. For any open set $U \subset E$ containing $M(\xi)$:

$$\lim_{N \to \infty} \left[ \liminf_{T \to \infty} V^N(U, T) \right] = 1 \quad \text{a.s.}$$

In other words: for large populations the Markov chain almost surely spends almost all time, in the long run, at the minimal centre of attraction of the deterministic flow, and hence, a fortiori, at its Birkhoff center.

In many applications, the minimal center of attraction has several disjoint components. In order to get more predictive power, we accordingly focus on conditional visitation rates, i.e., visitation rates that are conditional on the event that the stochastic process remains in some pre-specified neighborhood of the component in question. Suppose $U$ is a Borel set, $U \subset C \subset \square(S)$, and $X^N(0) \in C$. The conditional visitation rate in $U$ with respect to the superset $C$ is defined as $V^N \left[U, \tau^N(C)\right]$. In other words, this is the visitation rate in $U$ until the first exit from $C$. For any invariant set $A$ in the flow $\xi$, let $\xi|_A$ denote the restriction of $\xi$ to $A$, and let $M(\xi|_A)$ denote

---

21 A Borel probability measure $\mu$ is invariant under $\xi$ if $\mu(A(t)) = \mu(A)$ for any Borel set $A$ and time $t$, where $A(t) = \{ y \in \square(S) : y = \xi(t, x) \text{ for some } x \in A \}$ is a Borel set by continuity of $\xi$.

22 If the first exit time $\tau^N(C)$ is infinite we define $V^N \left[U, \tau^N(C)\right]$ as $\liminf_{T \to \infty} V^N(U, T)$. 

---
the minimal center of attraction of the flow $\xi_{|A}$.

Note that $M(\xi_{|A}) \subset M(\xi) \cap A$. Likewise, let $B(\xi_{|A}) \supset M(\xi_{|A})$ denote the Birkhoff center of the restricted flow $\xi_{|A}$.

We are now in a position to state our approximation result for conditional visitation rates. The result concerns any open set $U \subset C$ which contains the minimal center of attraction of this restricted flow. The claim is that if the process starts in $U$, then its conditional visitation rate in $U$, during its stay in $C$, is almost surely one as the population size $N$ goes to plus infinity. In other words, as long as the process remains in $C$, which is typically a very long time (see proposition 2), it spends almost all time near the minimal center of attraction of the flow restricted to the attractor in question. A fortiori, it spends almost all time near the Birkhoff center of the flow restricted to the attractor.

**Proposition 5.** Let $A \subset \Box(S)$ be an attractor of $\xi$ and let $C \subset B(A)$ be a compact neighborhood of $A$. If $U \subset C$ is an open neighborhood of $M(\xi_{|A})$ and $X^N(0) \in U$ for all $N$, then

$$\lim_{N \to \infty} V^N[U, \tau^N(C)] = 1 \quad a.s.$$  

Combined with lemma 1 and proposition 2, this result implies that, if the deterministic solution through the initial state of the stochastic process at some point in time enters a basin of attraction, then the stochastic process will not only enter any given neighborhood of that attractor and remain there for a long time if the population is large, but during this time interval, the process will actually spend almost all time at a the minimal center of attraction of the flow restricted to the attractor - a subset of the attractor.

### 3.4. Meta-stability.

Despite the above “positive” approximation results, it is not excluded that the stochastic process eventually stays far away from its deterministic approximation. In particular, even if the process starts in some basin of attraction of the deterministic flow it may with probability one eventually leave this basin and remain outside forever - a phenomenon sometimes called meta stability. As the above results show, the time until such an event occurs may be probabilistically so long, for large populations, that this phenomenon is of little practical relevance. However, this remains at least a logical possibility under certain circumstances, which we here identify.

First, suppose the stochastic process has positive “switching” probabilities in the following sense:

---

23For any invariant set $A \subset \Box(S)$ under the flow $\xi$, one may unambiguously define the mapping $\xi_{|A} : \mathbb{R} \times A \to A$ by $\xi_{|A}(t, x) = \xi(t, x)$ for all $t \in \mathbb{R}$ and $x \in A$. 

In other words, if some, but not all, individuals in a player population \( i \) uses pure strategy \( k \), then it is possible that a \( k \)-strategist, if called upon to review his or her strategy choice, abandons his or her current strategy \( k \). This property is held by many micro choice models of evolution and learning in games.

Secondly, suppose the stochastic process has zero probability of switching to a currently unused strategy:

\[\left[ C_2 \right]: x_{ih} = 0 \quad \Rightarrow \quad p^h_{ik}(x) = 0 \quad \text{for all}\quad k \neq h.\]

Stochastic processes with this property arise from micro models based on strategy choice by way of imitation - then no individual ever switches to a currently unused strategy. Such a process evidently never leaves the boundary of the polyhedron \( \square(S) \) once this has been reached. Consequently, if both conditions \([C1]\) and \([C2]\) are met, then the stochastic population process sooner or later hits one of the vertices of the polyhedron of mixed-strategy profiles - a pure-strategy profile - and remains there forever. Since the state space is finite, this happens with probability one, irrespective of the initial state, and for any finite size of the population:

**Remark 2:** If condition \([C2]\) is met, then the Markov chain is not ergodic. If both conditions \([C1]\) and \([C2]\) are met, then the chain reaches a vertex of the polyhedron \( \square(S) \) in finite time and remains there forever, with probability one.

## 4. Examples

We here briefly consider applications to some micro models of boundedly rational strategy choice in recurrently played games, models that have bee discussed in the literature on evolution and learning in games. For this purpose, consider a finite game in normal form, with strategy sets as specified in section 2, and with payoff functions \( u_i: \square(S) \rightarrow \mathbb{R} \) derived as usual from some pure-strategy payoff functions \( \pi_i: S \rightarrow \mathbb{R} \), for all player roles \( i \in I \).\(^{24}\) We assume that all individuals in the same player population have the same preferences, given by these payoff functions.\(^ {25} \) We first briefly consider two imitation behaviors and thereafter two best-reply behaviors.

\(^{24}\)Note that we analyze the game in terms of mixed strategies, even if the game is given in extensive form.

\(^{25}\)This assumption is standard in evolutionary game theory, and facilitates connections with standard solution concepts in non-cooperative game theory. An interesting avenue for future research is to consider heterogeneous populations.
4.1. **Aspiration and random imitation.** This first choice model formalizes the decision rule “If you are dissatisfied with the current performance of your strategy, imitate a randomly drawn individual in your own population.” More exactly, if the current strategy performs below some aspiration level, then, and only then, does the reviewing individual switch to the strategy of a randomly drawn individual in her own population (this strategy may happen to be the same as her own). This micro model is discussed in Gale, Binmore and Samuelson (1995), Björnerstedt and Weibull (1996) and Binmore and Samuelson (1997). This choice model induces a population process in the class defined in section 2, and it meets conditions \([C1]\) and \([C2]\). Hence, the induced population process eventually end up in some pure-strategy profile and remains there forever, with probability one. As pointed out above, however, this may take an exceedingly long time, if the populations are large, and events of game-theoretic relevance may happen in the mean-time.

It is easily shown that if the aspiration levels within each player population \(i\) are statistically independent and uniformly distributed on an interval \([a_i(x), b_i(x)]\) that contains the range of the payoff function \(\pi_i\), then the resulting mean vector field is

\[
F_{ih}(x) = \frac{1}{n} \frac{u_i(e^h, x_{-i}) - u_i(x)}{b_i(x) - a_i(x)} x_{ih} .
\]

(11)

In particular, if the aspiration distributions are state independent, \(a_i(x) \equiv \alpha_i\) and \(b_i(x) \equiv \beta_i\) for some \(\alpha_i < \beta_i\) and for all \(i\), then (11) is but a (player-specific) time-rescaling of the Taylor (1979) version of the replicator dynamics:

\[
F_{ih}(x) = \left[ u_i(e^h, x_{-i}) - u_i(x) \right] x_{ih}/\lambda_i ,
\]

(12)

where \(\lambda_i = n (\beta_i - \alpha_i) > 0\). If instead each aspiration level follows its population’s average payoff in such a way that \(a_i(x) \equiv \alpha_i u_i(x)\) and \(b_i(x) \equiv \beta_i u_i(x)\) for some \(\alpha_i < \beta_i\) (and all payoffs are positive), then \(\lambda_i = n (\beta_i - \alpha_i) u_i(x)\) and we obtain a (player-specific) time-rescaling of the Maynard Smith (1982) version of the replicator dynamics. In this case it is as if individuals aspire to a (random) multiple of the current average payoff in their population, where the aspired multiple is uniformly distributed on the interval \([\alpha_i, \beta_i]\).

In both cases, the qualitative behavior of the flow has close connections with standard concepts in non-cooperative game theory. For instance, it is well known in the evolutionary game theory literature that every Lyapunov stable population state constitutes a Nash equilibrium, the limit point to every convergent interior solution trajectory is a Nash equilibrium, and, irrespective of whether, such a solution trajectory converges or diverges, all population shares associated with iteratively
strictly dominated strategies converge to zero. Moreover, attractors that contain strategically stable sets of Nash equilibria have been identified for these dynamics. The results in section 3 tell in what sense the underlying stochastic process does likewise, when the populations are large.

Note the small amount of information needed for this choice model. In particular, a strategy reviewing individual need not even know her own strategy set or payoff function, nor any other aspect of the game, and no information is needed about the population state. What is needed is knowledge of a randomly drawn individual’s pure strategy - which in an extensive-form game may mean that the randomly drawn individual actually has to “tell” what his strategy is (what he would have done at unreached information sets).

4.2. Aspiration and imitation of success. In this choice model, the strategy reviewing individual compares the performance of her strategy with the performance of the strategy of a randomly drawn individual in her own population. The individual switches to the other individual’s strategy if the realized payoff difference exceeds a random threshold value. This threshold may be interpreted as a switching cost or as an observational error, or as emanating from idiosyncratic preference differences between individuals in the same player population. Clearly also this choice models generates a population process in the class defined in section 2, and also in this case are conditions \([C_1]\) and \([C_2]\) met.

If the threshold distributions are uniform, with a support \([a_i(x), b_i(x)]\) that covers the range of possible payoff differences between any two pure strategies in player role \(i\), then it is easily shown that the mean vector-field is twice that in equation (11), and hence one obtains the Taylor (1979) and Maynard Smith (1982) replicator dynamics as special cases. This choice model also contains the “proportional imitation rule” in Schlag (1998). Schlag shows that in his framework an optimal decision rule is to switch to the strategy of the other individual if and only if the other individual’s payoff realization is better than yours, and to do so with a probability that is proportional to the realized payoff difference. In the present framework, this corresponds to a uniform threshold distribution with support \([0, b_i]\), where \(b_i\) exceeds the largest payoff difference between strategies in player role \(i\). In accordance with Schlag, we again obtain a time-rescaled version of the Taylor (1979) replicator dynamics.\(^{28}\)


\(^{28}\)Likewise, it is easy to show that one obtains the Maynard Smith (1982) replicator dynamics if all payoffs are positive and the upper bound of the threshold distribution is state-dependent and proportional to the current population payoff, \(b_i(x) = \beta_i u_i(x)\) for some \(\beta_i > 0\).
4.3. Perturbed best replies. In order to discuss best-reply behaviors, let the set of pure best replies in player role \( i \) to any mixed-strategy profile \( x \) be denoted \( \beta_i(x) \). Suppose, first, that the individual drawn for strategy review knows her payoff function and observes the current population state, and with probability \( 1 - \varepsilon \) switches to a pure best reply to this state, with equal (conditional) probability for all best replies, and otherwise switches to some other pure strategy with the remaining probability \( \varepsilon \geq 0 \). The induced vector field (4) then becomes

\[
F_{ih}(x) = \begin{cases} \frac{1 - \varepsilon}{|\beta_i(x)|} - x_{ih} & \text{if } h \in \beta_i(x) \\ \frac{\varepsilon}{m_i - |\beta_i(x)|} - x_{ih} & \text{otherwise} \end{cases}.
\] (13)

Clearly this vector field is Lipschitz continuous almost everywhere, but has discontinuities on the boundaries of the sets where the pure best-reply correspondences are constant. Consequently, pure \((\varepsilon = 0)\) and perturbed \((0 < \varepsilon < 1)\) best-reply behaviors generate population processes that fall outside the class analyzed here. (Indeed, much of the present analysis is based on the assumption that the mean-field is Lipschitz continuous.) Approximation results for the stochastic processes generated by these best-reply behaviors thus call for a generalization of the present analysis.

4.4. Smooth best replies. Suppose, finally, that the reviewing individual makes a noisy observation of the current average payoff to each pure strategy in her strategy set, and chooses a pure strategy that has the highest observed value.\(^{29}\) More precisely, an individual drawn from population \( i \) for strategy review observes, for each pure strategy \( h \in S_i \), the sum \( u_i (\epsilon^h_i, x_{-i}) + \varepsilon_i h \), where \( \{\varepsilon_i h \}_{h \in S_i} \) are independent and identically distributed according to the extreme-value distribution function \( G(\varepsilon_i h \leq z) = \exp \left[ - \exp \left( z/\sigma \right) \right] \), for \( \sigma > 0 \). As is well-known from the random-utility discrete choice literature (see e.g. Anderson et al. (1992)), this leads to conditional choice probabilities of the logit form. In the present context this boils down to

\[
F_{ih}(x) = \exp \left[ u_i (\epsilon^h_i, x_{-i}) / \sigma \right] / \sum_{k \in S_i} \exp \left[ u_i (\epsilon^k_i, x_{-i}) / \sigma \right] - x_{ih}.
\] (14)

The induced Markov chain \( X^N \) is ergodic. Moreover, as \( \sigma \to 0 \), this vector field converges pointwise to the pure best-reply vector field.

5. Large deviations

For any player role \( i \in I \), pure strategies \( h, k \in S_i \), let the “\((i, k \to h)\)-switch” be the vector \( v \in E \) defined by \( v_i = \epsilon^h_i - \epsilon^k_i \) and \( v_j = 0 \) for all \( j \neq i \). Let \( V \subset E \) be the

\(^{29}\)In a finite population, the expected payoff to a strategy is the same as its average payoff when played against all individuals in all other player populations. Such information is sometimes assumed, see e.g. Kandori, Mailath and Rob (1993).
(finite) set consisting of all such vectors $v$. For each vector $v \in V$ and $x \in \square(S)$, let $\mu_x(v) = p^h_{ik}(x)$. Hence, for each population state $x$, $\mu_x$ is a discrete probability measure on $E$ with support in $V$. Moreover, in view of equation (3), we have

$$\mu_x(v) = \Pr \left[ X^N(t + \frac{1}{N}) = x + \frac{1}{N}v \mid X^N(t) = x \right]$$

(15)

for all $v \in V$ and $x \in \square(S)$. Observe that the mean value of $\mu_x$ is the vector field $F$ at $x$:

$$\sum_{v \in V} v \mu_x(v) = F(x).$$

(16)

We will say that the family $\{\mu_x : x \in \square(S)\}$ is non-degenerate if the probability that a strategy reviewing individual switches to any other strategy is always positive. Formally,

$$[C3] \quad x_{ik} > 0 \quad \Rightarrow \quad p^h_{ik}(x) > 0 \quad \text{for all } h$$

This condition is more stringent than condition $[C1]$, and it is incompatible with condition $[C2]$. Condition $[C3]$ clearly implies that $X^N$ is an irreducible and aperiodic Markov chain. In particular, for each $N \in \mathbb{N}$ there exists a unique invariant probability measure $\mu^N$ such that

$$\lim_{t \to \infty} \Pr \left[ X^N(t) \in B \right] = \mu^N(B) = \lim_{T \to \infty} V^N(B, T)$$

(17)

for every Borel set $B$ in $\square(S)$.

Moreover, for large $N$, the process spends almost all time near a particular attractor of the deterministic flow $\xi$. This attractor can be characterized in terms of the game data and the micro model underlying the stochastic population process. We achieve this characterization by relying on certain results for large deviations. In the present model, the relevant large deviations are finite sequences of many small “jumps” (of size $1/N$) that take the stochastic process out of one of the deterministic flow’s basins of attraction and into another. In order to state this result, some more terminology and notation is needed.

First, for any $T > 0$, let $C[0, T]$ denote the set of continuous functions $\psi : [0, T] \to \square(S)$, functions that map times $t$ in the bounded interval to mixed-strategy profiles $x = \psi(t)$. We will call such functions paths and endow this function space with the topology of uniform convergence. For each mixed-strategy profile $x$, let $C^x[0, T]$ denote the subset of functions $\psi \in C[0, T]$ with $\psi(0) = x$, i.e., paths “starting” at state $x$. The basic approach in the theory of large deviations is to estimate the probability that the interpolated stochastic process $X^N$, with initial state $X^N(0) \to x$,
follows any given path $\psi \in C_x[0,T]$. It turns out that this probability is of the order of magnitude of $\exp \left[ -N c_{x,T}(\psi) \right]$, where $c_{x,T}(\psi)$ is a non-negative number, possibly infinite, to be called the cost of the path $\psi$. In the present context, the cost of $\psi$ is defined as follows:

$$
c_{x,T}(\psi) = \begin{cases} 
\int_0^T L \left[ \psi(t), \dot{\psi}(t) \right] dt & \text{if } \psi \text{ is absolutely continuous} \\
+\infty & \text{otherwise}
\end{cases}
$$

(18)

where, for each state $x \in \square(S)$ and “direction” $v \in E$, $L(x,v)$ is the so-called Cramér transform of $\mu_x$, defined as follows:

$$
L(x,v) = \sup_{u \in E} \left[ \langle u, v \rangle - \ln \left( \sum_{v \in V} e^{\langle u,v \rangle} \mu_x(v) \right) \right].
$$

(19)

While the numerical evaluation of the Cramér transform is complicated in general, the function $L$ is known to have the following qualitative features (see e.g. Benaim (1998)):

[P1] For each $x \in \square(S)$, $v \to L(x,v)$ defines a convex and non-negative function,

[P2] $L(x,v) = 0$ iff $v = F(x)$,

[P3] $L(x,v) < \infty$ iff $v \in V(\mu_x)$, where $V(\mu_x)$ is the convex hull of the support of $\mu_x$.\(^30\)

In other words: given any initial state $x$, $L(x,v)$ defines an “instantaneous cost” at $x$, associated with every direction $v$ from $x$, a cost that is a convex function of the direction, with minimum value zero in the direction of the vector field $F$ of the deterministic flow. The “instantaneous costs” is infinite in those directions which have zero probability in the population process $X^N$ (c.f. equation (3)). Equation (18) simply defines the cost $c_{x,T}(\psi)$ of a path $\psi$ as the integral of the instantaneous costs along the path. It follows from the mentioned properties that a path $\psi$ from any given state $x$ has zero cost, $c_{x,T}(\psi) = 0$, if and only if $\psi$ is the solution to the mean-field equation (6) with initial condition $\psi(0) = x$. By contrast, if during some subinterval of times $t \in [0,T]$ the tangent vector $\dot{\psi}(t)$ to the path $\psi$ at $t$ falls outside $V(\mu_x(t))$, i.e. points in zero-probability directions for the population process, then the path $\psi$ has infinite cost.

\(^30\)Formally, $V(\mu_x) = \left\{ \sum_{v \in V, \mu_x(v) > 0} p(v) v : p(v) \geq 0, \sum_{v \in V, \mu_x(v) > 0} p(v) = 1 \right\}$. 

For any two sets $A, B \subset \Box(S)$ we define the cost $c(A, B)$ of going from $A$ to $B$ as the least costly path from a point in $A$ to a point in $B$:

$$c(A, B) = \inf \{ c_x(T) : x \in A, \ T > 0, \ \psi \in C_x[0,T], \ \psi(T) \in B \} . \quad (20)$$

Let $A$ be an attractor of the flow $\xi$, with basin of attraction $B(A)$. Following Ellison (2000), we define the radius of $A$ as the lowest cost of going from $A$ to anywhere outside its basin of attraction:

$$R(A) = c[A, \Box(S) \setminus B(A)] . \quad (21)$$

Hence, the radius is a measure of the “cost of escaping” from the attractor. Likewise, the co-radius of an attractor is defined as the highest cost to the attractor from anywhere outside its basin of attraction:

$$CR(A) = \sup_{x \notin B(A)} c(\{x\}, A).$$

Evidently, $CR(A) = \sup_{x \notin B(A)} c[\{x\}, B(A)]$. The following proposition establishes that if the deterministic flow has an attractor $A$ which it is costlier to leave than to reach, then, for sufficiently large populations, the stochastic population process will spend virtually all time near that attractor, in fact near its minimal center of attraction. This result is similar to Theorem 1 in Ellison (2000). The main difference is that while Ellison keeps the population size fixed and changes the underlying micro model by taking the mutation rate to zero, we keep the underlying micro model fixed and take the population to infinity.

**Proposition 6.** Let $A$ be an attractor of $\xi$, and suppose $U \subset \Box(S)$ is an open neighborhood of $M(\xi|A) \subset A$. If $R(A) > CR(A)$, then

(a) $\lim_{N \to \infty} \lim_{T \to \infty} V^N(U, T) = 1 \ a.s$

(b) $\lim_{N \to \infty} \lim_{T \to \infty} \Pr [X^N(T) \in U] = 1.$

In other words, if the radius exceeds the co-radius of an attractor $A$ of the deterministic flow, then the asymptotic visitation rate to any neighborhood of the minimal center of attraction in $A$ is arbitrarily close to 1, granted the population size is large enough. And likewise for the asymptotic probability that the process will be in such a neighborhood. Since this result cannot hold simultaneously for two disjoint attractors, an implication of the result is that the inequality $R(A) > CR(A)$ can hold for at most one minimal attractor (attractor that does not contain another attractor). Since equality between the radius and co-radius of an attractor is “unlikely” for non-trivial
population processes in non-trivial games, we note that this proposition provides a strong generic selection criterium: a unique minimal attractor will be selected.

The numerical evaluation of the radius and co-radius of a given attractor is in general difficult, including computationally demanding applications of variational calculus. A challenging line of future research is thus to provide numerical estimates of these quantities. For work in this direction, the following proposition, which follows directly from Theorem 4.3 in Freidlin and Wentzell (1988), may be useful. Let \( H : E^2 \rightarrow \mathbb{R} \) be defined by the second term in the definition (19) of the Cramér transform,

\[
H(x, u) = \ln \left[ \sum_{v \in V} c^{(u,v)} \mu_x(v) \right].
\]  

(22)

**Proposition 7.** Let \( A \) be an attractor of \( \xi \). Suppose \( g \) is a real-valued and continuous function defined on \( B(A) \), such that \( g \) vanishes on \( A \) but is positive and continuously differentiable outside \( A \), with \( \nabla g(x) \neq 0 \) and \( H[x, \nabla g(x)] = 0 \) for all such \( x \). Then \( g(x) = c(A, \{x\}) \) for all \( x \in B(A) \), and thus

\[
R(A) = \inf_{x \in \partial B(A)} g(x).
\]

We illustrate this approach by way of an application to symmetric 2 \( \times \) 2 coordination games.

**5.1. Symmetric 2 \( \times \) 2 games.** In order to simplify the analysis, we assume that the two player roles are indistinguishable to the individuals, so these cannot condition their strategy choice on their player role and we accordingly assume that the individuals are drawn from a single population of size \( N \) - an common assumption in evolutionary game theory and in some models of social learning.

In this setting, let \( x \in \Delta = [0, 1] \) denote the population share of \( A \)-strategists, and let \( \Delta^N \) be the finite state space \( \{0, 1/N, 2/N, ..., 1\} \subset \Delta \) of the associated Markov chain \( X^N \). For all \( x \in X \), let \( \alpha(x) \) be the probability that a \( B \)-strategist becomes an \( A \)-strategist, \( \alpha(x) = p_B^A(x) \), and \( \beta(x) \) the probability that an \( A \)-strategist becomes a \( B \)-strategist, \( \beta(x) = p_B^A(x) \). In particular, \( \alpha(1) = \beta(0) = 0 \). We assume that the functions \( \alpha \) and \( \beta \) are continuous and satisfy the non-degeneracy condition \( [C3] \). It follows that \( \alpha(x) \) is positive for all \( x < 1 \), and that \( \beta(x) \) is positive for all \( x > 0 \). Consequently, the mean-field \( F(x) = \alpha(x) - \beta(x) \) is continuous and inward-pointing at the boundaries of the state space \( \Delta \).

Moreover, operational expressions for the quantities defined above may be obtained via proposition 7. For this purpose, define the function \( W : (0, 1) \rightarrow \mathbb{R} \) by
\[ W(x) = \int_x^{1/2} [\ln \alpha(y) - \ln \beta(y)] dy. \] (23)

Clearly \( W \) is continuous. Moreover, this function is a strict Lyapunov function for the dynamics induced by \( F \) in the sense that \( W \) decreases strictly over time along any non-stationary solution trajectory of the induced dynamics (6).\(^{31}\) Hence, the flow “runs downhill” on the graph of \( W \). Consider any state \( x_o \) such that \( \{ x_o \} \) is an attractor of the deterministic flow. Its basin of attraction is an interval, the end-points of which we denote \( x_o^- \) and \( x_o^+ \). Hence, the closure of its basin of attraction is the interval \( [x_o^-, x_o^+] \subset \Delta \). It is left to the reader to verify that the equation \( g(x) = W(x) - W(x_o) \) defines a function \( g : [x_o^-, x_o^+] \to \mathbb{R} \) with the properties asserted in proposition 7. The following result uses this observation in order to enable computation of the radius and co-radius in terms of the function \( W \).

Proposition 8. Suppose \( \{ x_o \} \subset \Delta \) is an attractor of \( F \). Then \( c(\{ x_o \}, \{ x \}) = W(x) - W(x_o) \) for all \( x \in [x_o^-, x_o^+] \). In particular,

\[ R(x_o) = \min \{ W(x_o^+) - W(x_o), W(x_o^-) - W(x_o) \}. \]

Moreover, for any neighborhood \( U \) of \( \Delta \):

\[ \lim_{N \to \infty} \left[ \liminf_{T \to \infty} V^N(U, T) \right] = 1 \quad \text{a.s.} \]

\[ \lim_{N \to \infty} \left( \liminf_{T \to \infty} \Pr X^N(T) \in U \right) = 1. \]

5.2. Example. Suppose that all individuals almost always behave as in the choice model in subsection 4.1. More exactly, a randomly chosen individual is called for strategy review each time period. With probability \( 1 - \varepsilon \), for some small \( \varepsilon > 0 \), this individual observes the payoff in one play of her strategy against a randomly drawn individual, and compares this payoff realization with her aspiration level. If the payoff realization falls short of her aspiration level, then she imitates a randomly

\(^{31}\)To see this, note that \( W(x) = -F(x) \ln [\alpha(x)/\beta(x)] \), and hence the sign of \( W(x) \) is the opposite of to that of \( F(x) \).

\(^{32}\)A necessary condition for \( W \) to be minimized at a point \( x \in (0, 1) \) is \( W'(x) = 0 \), which is equivalent with \( \alpha(x) = \beta(x) \).
chosen individual, just as in section 4.1.\footnote{Since there is only one population in this example, we need to include the reviewing individual as a possibility, both as the “random opponent” for the payoff observation, and as the individual to imitate. For large $N$, this should have negligible effect on the process.} However, with the remaining probability $\varepsilon$, she makes no payoff observation but instead tosses a fair coin in order to decide which strategy to use. This slight modification - if $\varepsilon > 0$ is small - renders the non-ergodic population process ergodic. Its mean vector-field $F_\varepsilon$ is close to the (single-population) replicator vector field $F = F_0$ (see section 4.1), and it converges uniformly to this vector field as $\varepsilon \to 0$.

Let the payoff bi-matrix be

$$
\begin{pmatrix}
A & B \\
A & a, a & c, d \\
B & d, c & b, b
\end{pmatrix}
$$

with all payoffs in the closed unit interval. Suppose the aspiration level is uniformly distributed on the unit interval. Let $\alpha_\varepsilon(x)$ and $\beta_\varepsilon(x)$ denote the associated probabilities of changing pure strategy, as defined above, and let $W_\varepsilon$ be the corresponding “energy” function, as defined in equation (23), given $\varepsilon > 0$.

We then have

$$
\begin{cases}
\alpha_\varepsilon(x) = (1 - \varepsilon)(1 - x)[x(1 - d) + (1 - x)(1 - b)] x + \varepsilon (1 - x)/2 \\
\beta_\varepsilon(x) = (1 - \varepsilon)x[x(1 - a) + (1 - x)(1 - c)] (1 - x) + \varepsilon x/2
\end{cases}
$$

Let $W_0 : [0, 1] \to \mathbb{R}$ be defined by

$$
W_0(x) = \int_x^{1/2} [\ln r(y) - \ln l(y)] dy ,
$$

where

$$
\begin{cases}
r(x) = x(1 - d) + (1 - x)(1 - b) \\
l(x) = x(1 - a) + (1 - x)(1 - c)
\end{cases}
$$

Hence, as $\varepsilon$ is taken to zero, $W_\varepsilon$ converges point-wise to $W_0$ on the interior of the state space.

We focus on a one-dimensional parametric family of these $2 \times 2$ coordination games. Suppose, more specifically, that $a = 1$, $b = 1/2$, $c = 0$ and $d = \lambda \in [0, 1)$. Hence, the payoff matrix from the viewpoint of the row player is now

$$
\begin{pmatrix}
1 & 0 \\
\lambda & 1/2
\end{pmatrix}
$$
For each \( \lambda \in \Lambda = [0, 1) \), the associated coordination game has three Nash equilibria, all symmetric, and they correspond to the population states

\[
x^A = 1, \quad x^M = \frac{1}{3 - 2\lambda} \quad \text{and} \quad x^B = 0.
\] (29)

The equilibrium \((x^A, x^A)\), in which both players play pure strategy \( A \), gives the maximal payoff to each player, and is thus \textit{Pareto dominant}, irrespective of \( \lambda \). This equilibrium is also (strictly) risk-dominant if \( \lambda < 1/2 \), while the other strict equilibrium, \((x^B, x^B)\), in which both players play \( B \), is (strictly) risk-dominant if \( \lambda > 1/2 \).

For sufficiently small \( \varepsilon > 0 \), the vector field \( F_\varepsilon \) admits three stationary states, \( x^B_\varepsilon \), \( x^M_\varepsilon \) and \( x^A_\varepsilon \), all in \( \Delta = [0, 1] \), and these are close to \( x^B \), \( x^M \) and \( x^A \), respectively. Both \( x^B_\varepsilon \) and \( x^A_\varepsilon \) are attractors, while \( x^M_\varepsilon \) is a repellor. For \( \varepsilon = 0 \), this is a well-known property of the (single population) replicator dynamics.

The following lemma, in combination with proposition 8, shows that the long-term behavior of the Markov chain, for small \( \varepsilon > 0 \), is determined by the difference between the boundary values of the limiting “energy” function \( W_0 \):

**Lemma 2.** \( \lim_{\varepsilon \to 0} \left[W_\varepsilon(x^A_\varepsilon) - W_\varepsilon(x^B_\varepsilon)\right] = W_0(1) - W_0(0) \).

By definition,

\[
W_0(1) - W_0(0) = -\int_0^1 [\ln r(y) - \ln l(y)]dy = \frac{v(\lambda)}{2\lambda - 1},
\]

where \( v(\lambda) = 2(\lambda - 1) \ln (1 - \lambda) - \ln 2 \).\(^{35}\) The function \( v : [0, 1) \to \mathbb{R} \) is continuous and strictly concave with \( v(1/2) = 0 = v(\lambda_o) \), for some \( \lambda_o > 1/2 \) (\( \lambda_o \approx 0.75 \)). Hence, \( W_0(1) > W_0(0) \) for all \( \lambda < 1/2 \), while \( W_0(1) - W_0(0) \) has the same sign as \( v(\lambda) \) for all \( \lambda > 1/2 \). The parameter space \( \Lambda \) can thus be written as the closure of the union of the open subintervals, \((0, 1/2)\), \((1/2, \lambda_o)\), and \((\lambda_o, 1)\), where \( v \) is positive on the second and negative on the two others.

We are now in a position to state the result for this parametric family of coordination games. We will say that the equilibrium \((A, A)\) is \textit{selected} (respectively \((B, B)\) is \textit{selected}) if for all \( \varepsilon > 0 \) small enough, \( x^A_\varepsilon \) (respectively \( x^B_\varepsilon \)) \( W_\varepsilon : [0, 1] \to \mathbb{R} \) achieves its global minimum at \( x^A_\varepsilon \) (respectively \( x^B_\varepsilon \)). In force of proposition 8, the stochastic process \( X^N \) will, for all large population sizes \( N \) almost surely spend almost all time near the selected equilibrium. As a consequence of the preceding observations we have established:

\(^{34}\)The equilibrium \((A, A)\) is \textit{(strictly) risk dominant} (Harsanyi and Selten, 1988) if \( A \) is a best reply to \( x = (1/2, 1/2) \), or, equivalently, if \( x^M \leq 1/2 \) (\( x^M < 1/2 \)).

\(^{35}\)Essentially the same integral appears in Corollary 1 in Binmore and Samuelson (1997).
Proposition 9. There exists $\varepsilon > 0$ such that for all $\varepsilon \in (0, \varepsilon)$:

a) $\lambda < 1/2 \Rightarrow (A, A)$ is risk dominant and selected.

b) $1/2 < \lambda < \lambda_o \Rightarrow (B, B)$ is risk dominant and selected.

c) $\lambda > \lambda_o \Rightarrow (B, B)$ is risk dominant but $(A, A)$ is selected.

This result was also obtained in Binmore and Samuelson (1997), while Young (1998, section 4.1) derives a closely related, but slightly different result. Young considers a single population playing a symmetric $2 \times 2$ coordination game, and studies an adaptive process like ours. The only difference is that instead of assuming imitation, he assumes myopic optimization. He finds that the invariant measure is concentrated at a population state close to the risk dominant equilibrium state for all sufficiently large population sizes. His result is thus in accordance with conclusions (a) and (b), but disagrees with conclusion (c); he selects the risk-dominant equilibrium $(B, B)$ even in that range of the parameter space. The explanation lies in the difference in the assumed (noise-free) micro behaviors: in a population state near any one of the extreme states, a strategy-reviewing myopic optimizer chooses the corresponding pure strategy with probability one, while an individual driven by aspiration-cum-imitation, as here, may choose the other strategy. In the present choice model, this probability is much higher in a population state where virtually everyone plays $B$ than in a population state where virtually everyone plays $A$. The reason is that the probability of dissatisfaction with the current best reply is much higher near the Pareto-inferior equilibrium $(B, B)$ than near the Pareto-superior equilibrium $(A, A)$. This bias in favor of Pareto dominance, emanating from the assumption that the aspiration distribution is state independent, outweighs the larger basin of attraction for $(B, B)$ for $\lambda$-values in the mid-range, $\lambda \in (1/2, \lambda_o)$. As phrased by Binmore and Samuelson (1997): the basin of attraction to $(A, A)$ is smaller but ”deeper.”

6. Poisson clocks

The stochastic processes studied in this paper have exactly one individual drawn for strategy review at distinct deterministic times, separated by a fixed time interval of length $\delta = 1/N$. It would be more natural to assume that these review times instead are random. Is the analysis robust in this respect? The canonical continuous-time model of random “arrival times” is that of a Poisson process. It is not difficult to verify that all the qualitative results obtained in this paper remain valid if we replace

\[ \text{In population states near } x = 1, \text{ the probability that an } A-\text{strategist will become a } B \text{ strategist is } x (1 - x)^2, \text{ while in states near } x = 0 \text{ the probability that a } B-\text{strategist will become an } A-\text{strategist is } (1 - x) (1/2 - \lambda x - x/2) x. \text{ Hence, if } \Delta x \text{ denotes the distance from the respective end-state, then the ratio between these two probabilities is } \Delta x / (1/2 - \lambda \Delta x - \Delta x/2) \rightarrow 0 \text{ as } \Delta x \rightarrow 0. \text{ Consequently, it is much more difficult for the stochastic process to “go against the mean field” near the state } x = 1 \text{ than near the state } x = 0. \]
the discrete-time process $X^N$ by a continuous-time process $Y^N$ whose transition times are generated by a Poisson process with constant intensity. More exactly, we may replace the Markov chain $X^N$ by any Markov process $Y^N$ such that, at any time $t \in \mathbb{R}$ and for small $\tau > 0$,

$$\Pr\left(Y^N(t + \tau) = x + \frac{1}{N}v \mid Y^N(t) = x\right) = N\mu_x(v)\tau + o(\tau) ,$$

where $\mu_x(v)$ is the discrete probability measure defined in section 5.

Assume, for instance, that each individual has a “Poisson clock,” with constant intensity $1/n$, all clocks being statistically independent. Each time an individual’s clock “rings,” the individual reviews her strategy choice as described above. To see that this results in an equation of the above form, suppose that each individual $\iota$, where $\iota = 1, 2, \ldots, nN$, reviews her strategy choice at random times $0 = T_0(\eta) < T_1(\eta) < T_2(\eta) < \ldots$, where the random variables $T_k(\eta) - T_{k-1}(\eta)$, for $\eta \in \mathcal{M}$ and $k \in \mathbb{N}$, are i.i.d. exponentially distributed with mean value $n$. When an individual $\eta$ in any population $i \in I$ is given the choice to revise her strategy choice, she switches from her current strategy $k \in S_i$ to strategy $h \in S_h$ with some conditional probability $q_{ik}^h(x)$. Thus,

$$\Pr\left[Y_i^N(t + \tau) = x + \frac{1}{N}(e_i^h - e_i^k) \mid Y_i^N(t) = x\right] = N\frac{x_{ik}}{n}q_{ik}^h(x)\tau + o(\tau)$$

We explain in the appendix how lemma 1 can be adapted to such a continuous-time process, while proofs of the other results are left to the reader.

7. Appendix

Let $\lambda$ be the Lipschitz constant of $F$ on the compact set $\square(S) \subset E$, with respect to the $L^\infty$-norm, let $\|\cdot\|_2$ denote the $L^2$-norm, and let $\|F\|_2$ be the maximum of $\|F(x)\|_2$ on $\square(S)$.\footnote{The function $F : E \rightarrow E$ being locally Lipschitz continuous, its Lipschitz constant on the compact set $\square(S)$ is $\text{Lip}(F) = \lambda_{\square(S)}$, see footnote 5.}

Let $U_k$, for $k \in \mathbb{N}$, be the difference between the step taken by the Markov chain $X^N$ between periods $n$ and $n + 1$, per time unit, and the vector field at the state:

$$U_n = \frac{1}{\delta} \left[ X^N((n+1)\delta) - X^N(n\delta) \right] - F(X^N(n\delta)) ,$$

where $\delta = 1/N$ is the length of a period. Let $\mathcal{F}_k, k \in \mathbb{N}$ denote the sigma-field generated by $\{X^N(0), \ldots, X^N(k\delta)\}$. The following result, giving an upper bound on the difference $U_k$, turns out to be useful for the proof of lemma 1:
Lemma 3. Let $\Gamma = (\sqrt{2} + \|F\|_2)^2$. For any $\theta \in \mathbb{R}^m$:

$$E(e^{i(\theta, U_k)}|\mathcal{F}_k) \leq e^{\Gamma\|\theta\|^2/2}$$

Proof: By definition of $U_k$ it is easy to verify that

$$\|U_k\|_2 \leq \max_{i,h,k} ||e^i_h - e^k_i||_2 + \|F\|_2 = \sqrt{\Gamma}$$

Let $g(t) = \log E(e^{t(\theta, U_k)}|\mathcal{F}_k)$. The function $g : \mathbb{R} \to \mathbb{R}$ is convex and satisfies $g(0) = g'(0) = 0, g''(t) \leq \|\theta\|^2\Gamma$. Therefore $g(1) \leq \|\theta\|^2\Gamma/2$. End of proof.

7.1. Proof of Lemma 1. Let $U : \mathbb{R}_+ \to E$ be the map defined by $U(t) = U_k$ for $k\delta \leq t < (k+1)\delta$. Likewise, let $\hat{X}^N$ be the continuous-time (right-continuous) step process generated by the Markov chain $X^N$: $\hat{X}^N(t)$ is defined for all $t \in \mathbb{R}_+$ by $\hat{X}^N(t) = X^N(k\delta)$ for $k\delta \leq t < (k+1)\delta$. Suppose that $X^N(0) = x \in \bigotimes(S)$. Then

$$\hat{X}^N(t) - x = \int_0^t \left[F(\hat{X}^N(s)) + U(s)\right] ds$$

$$= \int_0^t \left[F(\hat{X}^N(s)) + F(\hat{X}^N(s)) - F(\hat{X}^N(s)) + U(s)\right] ds.$$  

Since $\xi(t, x) - x = \int_0^t F(\xi(s, x)) ds$, we obtain

$$||\hat{X}^N(t) - \xi(t, x)||_\infty \leq \lambda \left[\int_0^t (||\hat{X}^N(s) - \xi(s,x)||_\infty) ds + 2\delta T\right] + \Psi(T),$$

where

$$\Psi(T) = \max_{0 \leq t \leq T} ||\int_0^t U(s) ds||_\infty.$$  

Grönwall’s inequality implies

$$D^N(T, x) = \max_{0 \leq t \leq T} ||\hat{X}^N(t) - \xi(t, x)||_\infty \leq [\Psi(T) + 2\delta \lambda T] e^{\lambda T}.$$  

Thus, for $\delta \leq \frac{\varepsilon}{4\lambda T e^{-\lambda T}}$,

$$\Pr \left[D^N(T, x) \geq \varepsilon\right] \leq \Pr \left[\Psi(T) \geq \frac{\varepsilon}{2} e^{-\lambda T}\right].$$  

Our next goal is to estimate the probability on the right-hand side. For $k \in \mathbb{N}$, let

$$Z_k(\theta) = \exp \left(\sum_{i=0}^{k-1} \langle \theta, \delta U_i \rangle - \frac{\Gamma}{2} k \delta^2 \|\theta\|^2\right).$$
According to lemma 3, \((Z_k(\theta))_{k \in \mathbb{N}}\) is a supermartingale. Thus, for any \(\beta > 0\)
\[
\Pr \left[ \max_{0 \leq k \leq n} \langle \theta, \sum_{i=0}^{n-1} \delta U_i \rangle \geq \beta \right] \leq \Pr \left[ \max_{0 \leq k \leq n} Z_k(\theta) \geq \exp \left( \beta - \frac{\Gamma}{2} ||\theta||_2^2 n \delta^2 \right) \right]
\leq \exp \left( \frac{\Gamma}{2} ||\theta||_2^2 n \delta^2 - \beta \right). \tag{40}
\]

Let \(u_1, \ldots, u_m\) be the canonical basis of \(E = \mathbb{R}^m\), \(\varepsilon > 0\), and \(u = \pm u_i\) for some \(i\). Set \(\beta = \varepsilon^2 / (\Gamma n \delta^2)\) and \(\theta = (\beta / \varepsilon) u\). Then
\[
\Pr \left[ \max_{0 \leq k \leq n} \langle u, \sum_{i=0}^{k-1} \delta U_i \rangle \geq \varepsilon \right] = \Pr \left[ \max_{0 \leq k \leq n} \langle \theta, \sum_{i=0}^{k-1} \delta U_i \rangle \geq \beta \right] \leq \exp \left( -\frac{\varepsilon^2}{2 \Gamma n \delta^2} \right). \tag{41}
\]

It follows that
\[
\Pr [\Psi(T) \geq \varepsilon] \leq 2m \exp \left( -\frac{\varepsilon^2}{2 \delta^2 T} \right). \tag{42}
\]

Therefore,
\[
\Pr [\Psi(T) \geq \frac{\varepsilon}{2} e^{-\lambda T}] \leq 2m \exp \left( -\frac{\varepsilon^2 e^{-2\lambda T}}{8 \delta^2 T} \right), \tag{43}
\]
and the claimed inequality follows, with
\[
c = \frac{e^{-2\lambda T}}{8 T \sqrt{2 + ||F||_2^2}}. \tag{44}
\]

7.2. Proof of proposition 1. Let \(C = \square(S) \setminus U\), a compact subset of \(\square(S)\), disjoint from \(\gamma^+(x)\). Set \(\varepsilon = d(C, \gamma^+(x))\), where \(d(\cdot, \cdot)\) is the Hausdorff metric, and let \(t > 0\). By continuity of the flow \(\xi\) there exists a positive integer \(N^0\) such that for all \(N > N^0\)
\[
\sup_{0 \leq s \leq t} ||\xi[s, X^N(0)] - \xi(s, x)|| < \varepsilon / 2. \tag{45}
\]

Then \(\{\tau^N(U) \leq t\} \subset \{D^N(t, X^N(0)) \geq \varepsilon / 2\}\), for all \(N > N^0\). Thus, by lemma 1:
\[
\sum_{N=N^0}^{\infty} \Pr [\tau^N(U) \leq t] \leq 2m \sum_{N=N^0}^{\infty} e^{-\varepsilon^2 c N / 4} < \infty. \tag{46}
\]
Hence by the Borel-Cantelli Lemma, the event \(\{\tau^N(U) \leq t\text{ for infinitely many } N\}\) has zero probability.
7.3. Proof of proposition 2. Proposition 2 follows immediately from claim (c) of the following result. Claim (a) is used in the proof of claims (b) and (c), as well as in the proof of proposition 5.

Lemma 4. Let \( A \subset \Box(S) \) be an attractor for the flow \( \xi \), let \( C \subset B(A) \) be compact, and suppose \( X^N(0) \in C \) for all \( N \). Then there exists an open neighborhood \( U \) of \( A \cup C \) with closure \( \bar{U} \) in \( B(A) \), and a scalar \( \alpha > 0 \), such that (with \( m = M - n \))

(a) \( \Pr \left[ \tau^N(U) \leq t \right] \leq 2m(t + 1)e^{-\alpha N} \quad \forall t \geq 0, N \in \mathbb{N} \)

(b) \( E \left[ \tau^N(U) \right] \geq \frac{1}{4m}e^{\alpha N} - 1 \quad \forall N \in \mathbb{N} \),

(c) \( \liminf_{N \to \infty} \left[ \frac{1}{N} \ln \tau^N(U) \right] \geq \alpha \quad \text{a.s.} \)

Proof: Since \( A \) is an attractor, it is possible to find an open neighborhood \( U \) of \( A \cup C \), having compact closure \( \bar{U} \) in \( B(A) \), such that

\[
\xi(t, \bar{U}) \subset U \subset \bar{U} \subset B(A) \tag{47}
\]

for all \( t > 0 \). Now fix \( \varepsilon > 0 \) small enough so that

\[
N_\varepsilon(\xi(1, \bar{U})) \subset U \subset N_\varepsilon(U) \subset B(A) \tag{48}
\]

where \( N_\varepsilon(U) \) denotes the \( \varepsilon \)-neighborhood of the set \( U \). Let \( t \) be a positive integer, and let

\[
D^N_t = \sup_{0 \leq k \leq t-1} D^N(1, \hat{X}^N(k)). \tag{49}
\]

For \( N \) large enough, \( \hat{X}^N(0) \in U \). Therefore, \( D^N_t \leq \varepsilon \) implies \( \tau^N(U) > t \). Hence

\[
\Pr \left[ \tau^N(U) \leq t \right] \leq \Pr(D^N_t \geq \varepsilon)
\]

\[
\leq \sum_{k=0}^{t-1} \Pr \left[ D^N(1, \hat{X}^N(k)) \geq \varepsilon \right] = \sum_{k=0}^{t-1} E \left( \Pr \left[ D^N(1, \hat{X}^N(k)) \geq \varepsilon \right| \hat{X}^N(k) \right)
\]

\[
\leq 2mt \exp \left[ -\varepsilon^2 cN \right], \tag{50}
\]

where the last inequality follows from lemma 1. If \( t \in \mathbb{R}^+ \), then

\[
\Pr \left[ \tau^N(U) \leq t \right] \leq \Pr \left[ \tau^N(U) \leq \lceil t \rceil + 1 \right] \leq 2m(t + 1) \exp \left[ -\varepsilon^2 cN \right], \tag{51}
\]

where \( \lceil t \rceil \) is the largest integer not exceeding \( t \). This proves assertion (a), for \( \alpha = \varepsilon^2 c \).

To prove assertion (b) from (a), we use the fact that

\[
E \left[ \tau^N(U) \right] = \int_{0}^{\infty} \Pr \left( \tau^N(U) > t \right) dt \geq \int_{0}^{\infty} \max \{ 0, 1 - a(t + 1) \} dt, \tag{52}
\]
where \( a = 2m \exp [-\alpha N] \). Therefore,

\[
E \left[ \tau^N(U) \right] \geq \int_0^{1/a} [1 - a(t + 1)] \, dt = \frac{(1 - a)^2}{2a} \geq \frac{1}{2a} - 1 ,
\]

which gives (b).

Turning to assertion (c), finally, let \( \beta > 0 \). From assertion (a) we obtain, for \( N \) sufficiently large,

\[
\Pr \left( \tau^N(U) \leq \exp [(\alpha - \beta) N] \right) \leq 4m \exp (-\beta N)
\]

or, equivalently,

\[
\Pr \left[ \frac{1}{N} \log \tau^N(U) \leq \alpha - \beta \right] \leq 4m \exp (-\beta N)
\]

Hence, by the Borel-Cantelli Lemma,

\[
\lim \inf_{N \to \infty} \frac{1}{N} \log \tau^N(U) \geq \alpha - \beta \quad \text{a.s.}
\]

Since this inequality holds for all \( \beta > 0 \), it also holds for \( \beta = 0 \).

7.4. Proof of proposition 3. Let \( U_\varepsilon \) be an \( \varepsilon \)-neighborhood of \( U \). For \( \varepsilon > 0 \) small enough, every point in \( U' \) leaves \( U_\varepsilon \). More exactly, for all \( x' \in U' \) there exists a time \( T > 0 \) such that \( \xi(T, x') \in \partial U_\varepsilon \). Hence, for \( X^N(0) = x' \), \( \tau^N(U) = +\infty \) implies \( D^N(T, x') \geq \varepsilon \). By lemma 1, this gives

\[
\Pr \left[ \tau^N(U) = +\infty \right] \leq 2me^{-\varepsilon^2 \varepsilon N} ,
\]

and the claim follows by the Borel-Cantelli lemma.

7.5. Proof of proposition 4. By continuity of \( p^h_0 \) the Markov chain \( X^N \) is Feller.\(^{38}\) Let \( C \subset E \) be a compact set disjoint from \( M(\xi) \). Since \( \Box(S) \) is compact, the sequence of probability measures \( V^N(\cdot, k\delta) \) is relatively compact, in the topology of weak convergence. By a standard result for Markov chains, every limit point of \( V^N(\cdot, k\delta) \) is almost surely an invariant measure of the chain \( X^N \) (see e.g.\(^{38}\))
lemma 1.IV.21 in Duflo (1996)). In other words, some subsequence of the sequence $V^N(\cdot, k\delta)_{k\in\mathbb{N}}$ converges weakly to some invariant measure $\mu_N$. Let $\mu_N$ be such a measure. Our averaging result, lemma 1, implies that also the limit points of the sequence $(\mu_N)_{N\in\mathbb{N}}$ are invariant probability measures under the flow $\xi$ (see e.g. Benaim (1998, Corollary 3.2)). For any $x \in \square(S)$, let $d(x, C)$ be the (Hausdorff) distance from $x$ to the set $C$. For any $\varepsilon > 0$, let $f_\varepsilon : \square(S) \to \mathbb{R}$ be defined by $f_\varepsilon(x) = \max\{0, 1 - d(x, C)/\varepsilon\}$. Clearly $f_\varepsilon$ is continuous with $f_\varepsilon(x) = 1$ if $x \in C$ and $f_\varepsilon(x) = 0$ if $d(x, C) \geq \varepsilon$. Let $(N_k)_{k\in\mathbb{N}}$ be an unbounded increasing sequence such that the associated subsequence $(\mu_{N_k})_{k\in\mathbb{N}}$ converges weakly, and

$$\lim_{k \to \infty} \mu_{N_k}(C) = \limsup_{N \to \infty} \mu_N(C).$$

Then

$$\lim_{k \to \infty} \mu_{N_k}(C) \leq \lim_{k \to \infty} \int f_\varepsilon(x) \mu_{N_k}(dx) = \int f_\varepsilon(x) \mu(dx).$$

where $\mu$ is a probability measure that is invariant under $\xi$. Since $C \cap M(\xi) = \emptyset$, $\int f_\varepsilon(x) \mu(dx) = 0$ for $\varepsilon > 0$ small enough. Therefore, $\limsup_{N \to \infty} \mu_N(C) = 0$, and thus $\lim_{N \to \infty} \mu_N(C) = 0$. Since this holds for any invariant measure $\mu_N$ to which some subsequence of $V^N(\cdot, k\delta)_{k\in\mathbb{N}}$ converges weakly, we have

$$\lim_{N \to \infty} \left[\limsup_{t \to \infty} V^N(C, t)\right] = 0 \quad a.s.$$ 

Hence, if $U \subset E$ is an open set containing $M(\xi)$, then $C = (\sim U) \cap \square(S)$ is a compact set disjoint from $M(\xi)$, and the claimed result holds.

### 7.6. Proof of Proposition 5

For all $N \in \mathbb{N}$, let $T^N = \tau^N(C)$ and $a_N = N$ in proposition 10 below. Then condition (61) is met, and, by lemma 4 (a), so is condition (62).

**Proposition 10.** Let $\{T^N\}$ be a sequence of nonnegative finite random variables. Assume that there exists a (deterministic) sequence $\{a_N\}$ of positive real numbers such that (61) and (62) below hold. Then the limit points of $V^N(\cdot, T^N)$, in the weak* topology, are almost surely invariant probability measure of $\xi$.

---

Let $\mathcal{P}$ denote the space of (Borel) probability measures on $\square(S)$. For $\mu \in \mathcal{P}$ and $f : \square(S) \to \mathbb{R}$ in $L^1(\mu)$ write $\mu(f) = \int f d\mu$. A sequence $(\mu_n)$ of such measures is said to converge weakly to $\mu$ if $\lim_{n \to \infty} \mu_n(f) = \mu(f)$ for every continuous function $f : \square(S) \to \mathbb{R}$. The space $\mathcal{P}$ endowed with this topology is a compact metric space.
\[
\lim_{N \to \infty} \frac{a_N}{\log N} = +\infty. \tag{61}
\]

\[
\sum_N \Pr(T^N \leq ta_N) < +\infty \quad \text{for all } t \geq 0 \tag{62}
\]

Hence, every limit point of \( V^N [\cdot, \tau^N(C)] \) is a measure \( \mu \) which is invariant under \( \xi \) and whose support is contained in the set \( C \) in the statement of proposition 5. The support of a \( \xi \)-invariant measure being an invariant set, \( \mu \) is supported by \( A \).

Let \( U \) be an open neighborhood of \( M(\xi_A) \). It follows that every limit point \( \mu \) of \( V^N [\cdot, \tau^N(C)] \) satisfies \( \mu(U) = 1 \). This implies the claim in proposition 5 (for details, see the last argument in the above proof of proposition 4). It thus remains to prove proposition 10. The key step for this is the following lemma.

**Lemma 5.** Let \( \langle T^N \rangle \) be a sequence of nonnegative finite random variables with the properties assumed in proposition 10. For all \( t \geq 0 \):

\[
\lim_{N \to \infty} \frac{1}{T^N} \int_0^{T^N} \left[ f(\hat{X}^N(s)) - f \circ \xi_t(\hat{X}^N(s)) \right] ds = 0 \quad \text{a.s.}
\]

**Proof:** Fix \( t > 0 \). For every positive integer \( k \) set

\[
W_k = \int_{kt}^{(k+1)t} \left[ f(\hat{X}^N(s + t)) - f \circ \xi_t(\hat{X}^N(s)) \right] ds \tag{63}
\]

and set \( K^N = \lfloor T^N/t \rfloor - 1 \) where \( \lfloor x \rfloor \) is the integer part of a real number \( x \). With this notation,

\[
\frac{1}{T^N} \int_0^{T^N} \left[ f(\hat{X}^N(s)) - f \circ \xi_t(\hat{X}^N(s)) \right] ds =
\]

\[
\frac{1}{T^N} \int_0^{T^N} \left[ f(\hat{X}^N(s)) - f(\hat{X}^N(t + s)) \right] ds + \sum_{k=0}^{K^N} W_k + \int_{\lfloor T^N/t \rfloor t}^{T^N} \left[ f(\hat{X}^N(s + t)) - f \circ \xi_t(\hat{X}^N(s)) \right] ds
\]

\[
\leq \frac{1}{T^N} (2t + \sum_{k=0}^{K^N} W_k + 2t) \tag{64}
\]
By the Borel-Cantelli lemma, \( T^N \to +\infty \) almost surely. Therefore, it suffices to prove that

\[
\lim_{N \to \infty} \frac{1}{T^N} \sum_{k=0}^{K^N} W_k = 0 \quad \text{a.s.} \tag{65}
\]

To save on notation, we write \( G_s = \mathcal{F}_{[Ns]} \) where we recall that \( \mathcal{F}_n \) is the sigma-field generated by \( \{X^N(0), \ldots, X^N(n/N)\} \). Let \( V_k = E(W_k|G_{kt}) \) and \( U_k = W_k - V_k \). We then have

\[
V_k = \int_{kt}^{(k+1)t} E \left[ E \left( f \left[ \hat{X}^N(s + t) \right] - f \circ \xi_t \left[ \hat{X}^N(s) \right] \left| G_s \right. \right) \left| G_{kt} \right. \right] ds \tag{66}
\]

and, according to lemma 1,

\[
E \left( f \left[ \hat{X}^N(s + t) \right] - f \circ \xi_t \left[ \hat{X}^N(s) \right] \left| G_s \right. \right) \leq \text{Lip}(f) \cdot E \left( D^N \left[ t, \hat{X}^N(s) \right] \left| G_s \right. \right)
\]

\[
\leq \text{Lip}(f) \left[ E \left( D^N \left[ t, \hat{X}^N(s) \right] \cdot 1_{D^N[t, \hat{X}^N(s)] \geq \varepsilon} \left| G_s \right. \right) + \varepsilon \right]
\]

\[
\leq \text{Lip}(f) \left[ 2m|\Box(S)| \exp(-\varepsilon^2 cN) + \varepsilon \right] \tag{67}
\]

where \( |\Box(S)| \) is the diameter of \( \Box(S) \). (The largest distance between any two points in \( \Box(S) \).) It then follows that

\[
\frac{1}{T^N} \sum_{k=0}^{K^N} V_k \leq \frac{1}{t} \text{Lip}(f) \left( 2m|\Box(S)| \exp\left[-\varepsilon^2 cN\right] + \varepsilon \right). \tag{68}
\]

Since \( \varepsilon > 0 \) is arbitrary, this implies that

\[
\lim_{N \to \infty} \frac{1}{T^N} \sum_{k=0}^{K^N} V_k = 0 \tag{69}
\]

with probability one. It remains to prove that

\[
\lim_{N \to \infty} \frac{1}{T^N} \sum_{k=0}^{K^N} U_k = 0 \quad \text{a.s.} \tag{70}
\]

By definition, \( U_k \) is measurable with respect to \( G_{(k+1)t} \) and satisfies \( E(U_k|G_{kt}) = 0 \). Observe also that

\[
|U_{k+1}| \leq |W_k| + |V_k| \leq 4t \tag{71}
\]
Therefore, exactly as in the proof of inequality (42) in the proof of lemma 1, we obtain
\[
\Pr \left( \frac{1}{n} \sum_{i=0}^{n-1} U_i \geq \varepsilon \right) \leq 2 \exp \left[ \frac{-\varepsilon^2 n}{2 \Gamma(t)} \right],
\]
(72)
where \( \Gamma(t) = (4t)^2 \). From this estimate, we deduce that for all integers \( m \)
\[
\Pr \left( \left| \frac{1}{K} \sum_{k=0}^{K} U_k \right| \geq \varepsilon \right) \leq \Pr(K^N \leq m) + \sum_{n>m} \Pr \left( \left| \frac{1}{n} \sum_{k=0}^{n} U_k \right| \geq \varepsilon \right)
\]
\[
\leq \Pr(K^N \leq m) + \sum_{n>m} \exp \left[ \frac{-\varepsilon^2 n}{2 \Gamma(t)} \right] \leq \Pr \left[ T^N \leq t(m + 2) \right] + O \left( \exp \left[ \frac{-\varepsilon^2 m}{2 \Gamma(t)} \right] \right).
\]
(73)
Now choose \( m = \lceil a_N + 2 \rceil \). Our assumptions on \( T^N \) and \( a_N \) imply that
\[
\sum_{N=1}^{+\infty} \Pr \left( \left| \frac{1}{T^N} \sum_{k=0}^{K} U_k \right| \geq \varepsilon \right) < +\infty
\]
(74)
and we obtain the conclusion by the Borel-Cantelli lemma. **End of proof.**

To conclude the proof of proposition 5 we finally use the fact that the space \( \mathcal{P} \) of probability measures on \( \square(S) \) is separable in the topology of weak* convergence. More precisely, there exists a countable family of Lipschitz continuous functions \( f_i : \square(S) \to \mathbb{R} \), for \( i \in \mathbb{N} \), with \( ||f_i|| \leq 1 \), such that for every sequence \( \langle \mu_n \rangle \) of probability measures \( \mu_n \) on \( \square(S) \), \( \mu_n \to \mu \) in the weak* topology if and only if
\[
\lim_{n \to \infty} \mu_n(f_i) = \mu(f_i)
\]
(75)
for all \( i \in \mathbb{N} \).

According to the above lemma, the event
\[
- \cdot = \left\{ \lim_{N \to \infty} |V^N(f_i, T^N) - V^N(f_i \circ \xi_t, T^N)| = 0 \right\}
\]
(76)
has probability one, where \( V^N(f_i, T^N) \) is the integral of \( f_i \) with respect to the measure \( V^N(\cdot, T^N) \) defined in equation (10). Therefore also the intersection of these events, the set
\[
- \cdot' = \bigcap_{i \in \mathbb{N}, t \in \mathbb{Q}_+} - \cdot
\]
(77)
has probability one. On \( - \cdot' \) every limit point \( \mu \) of \( V^N(\cdot, T^N) \) satisfies \( \mu(f_i) = \mu(f_i \circ \xi_t) \) for all \( i \in \mathbb{N} \) and \( t \in \mathbb{Q}_+ \). Therefore \( \mu(f_i) = \mu(f_i \circ \xi_t) \) for all \( i \in \mathbb{N} \) and \( t \in \mathbb{R}_+ \).
7.7. Proof of proposition 6. Since the chain is irreducible and aperiodic,

\[
\mu^N(U) = \lim_{T \to \infty} V^N(U, T) = \lim_{T \to \infty} \Pr[X^N(T) \in U].
\]  

(78)

It is thus sufficient to prove that \(\lim_{N \to \infty} \mu^N(U) = 1\). The proof follows the lines of Benaim (1998) and Benaim and Hirsch (1999a), so we only give a sketch. Let \(D = R(A) - CR(A) > 0\). For all \(\varepsilon \in (0, D)\) we can find disjoint neighborhoods \(V_1\) of \(\Box(S) \setminus B(A)\) and \(V_2\) of \(A\) such that for all \(x \in V_1\) and \(y \in V_2\):

\[
c(\{x\}, V_1) - c(\{y\}, V_2) \geq D - \varepsilon > 0.
\]  

(79)

Let \(Y^N\) denote the induced chain on \(V = V_1 \cup V_2\) whose transition probabilities are defined by

\[
\tilde{P}_y^N(U) = \Pr[Y^N(t + 1/N) \in U \mid Y^N(t) = y] = \Pr[X^N(T^N) \in U \mid X^N(0) = y],
\]  

(80)

where

\[
T^N = \inf \{t \in \mathbb{T} : t > 0 : X^N(t) \in V\}
\]  

(81)

and \(U\) is any Borel subset of \(V\).

Using (79), it can easily be shown that for some \(\pm > \eta > 0\) with \(\pm - \eta \approx D - \varepsilon\), and some \(\alpha(N) \in \mathbb{T}\):

\[
\lim \inf_{N \to \infty} \frac{1}{N} \ln \tilde{P}_x^N(Y^N[\alpha(N)] \in V_2) \geq -\eta
\]  

(82)

uniformly in \(x \in V_1\), and

\[
\lim \sup_{N \to \infty} \frac{1}{N} \ln \tilde{P}_y^N(Y^N[\alpha(N)] \in V_1) \geq -\delta
\]  

(83)

uniformly in \(y \in V_2\).

The end of the proof is classical: For \(i \neq j \in \{1, 2\}\) define

\[
m_{ij}^N = \frac{1}{\bar{\mu}^N(V_i)} \int_{V_j} \tilde{P}_z^N(Y^N[\alpha(N)] \in V_j) \bar{\mu}^N(dz),
\]  

(84)

where \(\bar{\mu}^N(\cdot) = \mu^N(\cdot) / \mu^N(V)\). By invariance of \(\mu^N\), the vector \((\bar{\mu}^N(V_1), \bar{\mu}^N(V_2))\) satisfies

\[
m_{21}^N \mu^N(V_2) = m_{12}^N \mu^N(V_1).
\]  

(85)

Thus,

\[
\bar{\mu}^N(V_1) / \bar{\mu}^N(V_2) \leq C e^{o(\eta - \delta)N}
\]  

(86)

for some constant \(C\).
7.8. Proof of proposition 8. By \([C1]\), \(X^N\) admits a unique invariant probability measure \(\mu^N\) with support in \(X^N\). It is characterized by the system of equations

\[
\mu^N(k/N)\alpha(k/N) = \mu^N([(k + 1)/N]\beta([(k + 1)/N]) \quad \text{for } k = 0, \ldots, N - 1.
\]

Hence

\[
\mu^N(k/N) = \Pi_{k=0}^{N-1} \frac{\alpha(k/N)}{\beta([(k + 1)/N])} \mu^N(0).
\]

Assume \(k_N/N \rightarrow x\) and \(p_N/N \rightarrow y\). Then

\[
\lim_{N \rightarrow \infty} \frac{1}{N} \ln \frac{\mu^N(k_N/N)}{\mu^N(p_N/N)} = W(y) - W(x).
\]

This proves that \(\mu^N(U) \rightarrow 1\) at an exponential rate, as \(N \rightarrow \infty\). We now use the same argument as in the proof of proposition 4, namely, the fact that from every subsequence of \(V^N(\cdot, k\delta)_{k \in \mathbb{N}}\) we can extract a convergent subsequence with limit \(\mu^N\). The Markov chain is aperiodic and irreducible, hence ergodic. Thus

\[
\lim_{T \rightarrow \infty} \Pr [X^N(T) \in U] = \mu^N(U) = \lim_{T \rightarrow \infty} V^N(U, T)
\]


\[
W(\varepsilon, x^A_\varepsilon) - W(\varepsilon, x^B_\varepsilon) = - \int_{x^B_\varepsilon}^{x^A_\varepsilon} \ln \left[ \frac{\alpha(u)}{\beta(u)} \right] du - \int_{x^A_\varepsilon}^{x^B_\varepsilon} \ln \left[ \frac{h(u, \varepsilon)}{h(1 - u, \varepsilon)} \right] du.
\]

The first integral converging to \(W(1) - W(0)\) as \(\varepsilon \rightarrow 0\). It hence suffices to prove that the second integral goes to zero. Set

\[
f(\varepsilon, u) = \ln \left[ \frac{h(u, \varepsilon)}{h(1 - u, \varepsilon)} \right] = \ln \left[ 1 + \frac{\varepsilon}{u(1 - \varepsilon)} \right] - \ln \left[ 1 + \frac{\varepsilon}{(1 - u)(1 - \varepsilon)} \right].
\]

For all \(1 > \eta > 0\), \(f(\varepsilon, u) \rightarrow 0\) uniformly on \([\eta, 1 - \eta]\) as \(\varepsilon \rightarrow 0\). Hence

\[
\int_{\eta}^{1-\eta} f(\varepsilon, u) du \rightarrow 0.
\]

For all \(x^0_\varepsilon \leq u \leq \eta\) and \(\varepsilon < 1/2\)

\[
|f(\varepsilon, u)| \leq \ln [1 + O(\varepsilon)] + \ln \left[ 1 + \frac{2\varepsilon}{x^0_\varepsilon} \right].
\]

By an application of the implicit function theorem, \(x_\varepsilon \rightarrow x^0_\varepsilon\) is a smooth function whose derivative at the origin is given by

\[
\frac{r(0)}{r(0) - l(0)} = \frac{1 - b}{b - c} \neq 0.
\]
Therefore $\varepsilon \rightarrow \varepsilon / x^0_\varepsilon$ is a bounded continuous function. Hence

$$\int_{x^0_\varepsilon}^\eta f(\varepsilon, u)du = O(|\eta - x^0_\varepsilon|)$$

Similarly,

$$\int_{1-\eta}^{x^1_\varepsilon} f(\varepsilon, u)du = O\left[|\eta - (1 - x^1_\varepsilon)|\right].$$

Thus for every $\eta > 0$

$$\limsup_{\varepsilon \rightarrow 0} \left| \int_{x^1_\varepsilon}^{x^0_\varepsilon} f(\varepsilon, u)du \right| \leq O(\eta),$$

establishing the claim of the lemma.

7.10. Proof of lemma 1 for Poisson processes. Here is how lemma 1 can be proved for the continuous time process $Y^N$ in section 5. Let $L^N$ denote the infinitesimal generator of $Y^N$. That is

$$L^N(f)(x) = \lim_{t \rightarrow 0} \frac{E[Y^N(t)|Y^N(0) = x] - f(x)}{t}$$

defined for every real valued continuous function on $\square(S)$. Then

$$L^N(f)(x) = N \sum_{v \in V} \left( f(x + \frac{1}{N}v) - f(x) \right) \mu_x(v)$$

Let $f : E \rightarrow R$ be the map defined by $f(y) = \langle \theta, y - x \rangle$. By standard results in the theory of Markov processes, the process

$$f(Y^N(t)) \exp \left[ - \int_0^t \frac{L^N(f)(Y^N(t))}{f(Y^N(t))} dt \right]$$

is a martingale. Set $g(u) = e^u - u + 1$. Then

$$\frac{L^N(f)(y)}{f(y)} = \langle F(y), \theta \rangle + N \sum_{v \in V} g(\frac{1}{N} < v, \theta >) \mu_y(v)$$

From this expression it is not hard to deduce that

$$\frac{L^N(f)(y)}{f(y)} < \langle F(y), \theta \rangle \leq \frac{1}{N} \Gamma \|\theta\|^2_2$$

for some constant $\Gamma$. This makes the process

$$Z(t) = \exp \langle \theta, Y^N(t) - x \rangle - \int_0^t F(Y^N(t))dt - t \frac{1}{N} \Gamma \|\theta\|^2_2$$

a supermartingale, and we conclude as in the proof of lemma 1.
REFERENCES


