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Abstract. To efficiently realize a specified goal in a distributive 

fashion, there needs to be an appropriate "division of labor," This is true for 

distributi \E~ algori thms that take advantage of the concurrent features of the 

ne~ generation of computers. This is true in the design of a complex 

organization intended to realize a specified goal. The problem is to determine 

what is the appropriate division of labor. Here, a geometric characterization 

of all possible divisions of labor, or coamunication networks, is given. It is 

illustrated how this characterization can be used to design the communication 

networks. 
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There are striking similarities between the problem of designlng 

distributive algorithms to take advantage of the CODcurrent and parallel 

features of the new generation of computers and the problem of designing an 

efficient organization to accomplish a specified goal. For both, the objective 

is to parcel the workload among the various participating units in an efficient, 

coordinated fashion. For instance, consider what is involved in creating a 

distributative algorithm. The main task is to deteraine what it is that each 

processor should compute and what partially COllputed information should be 

conveyed to which other processors. There is a siailar problem for the design 

of an organization. Here responsibilities need to be assigned to the different 

departments and divisions; namely, the goal is to establish an organizational 

chart to deterlline the assignments and the reporting structure. lndeed, the 

design both of distributive algorithms and of organizations can be summarized 

Kith the coordinating questions of "who should do what?" and "who should say 

what to whom:" 

For man- situations, there exist algorithms and organizations that 

efficlently solve this division of labor problem. But, in general. the design 

of a system remSlns as an important open question. In all cases the purpose of 

an organization is to achieve a stated objective. So. the major obstacle is to 

understand hOI; to start with the stated objectives and then extract. from these 

goals the appropriate structures - structures that caD be exploited to create 

the organization. The principal purpose of this paper is to attack this problem 

by developing a geometric characterization of this design problem. The 

geometric constructs introduced here expose the structures associated Kith the 

universal issues i) of determining the kind of inforJUltion each unit needs to 

convey in order to achieve a stated objective and ii) of establishing the 

reporting structure of who reports what to whom. Because my emphasis is to 

introduce same of the underlying basic concepts, I treat here only a simplified 

model where l ignore the many other related probleas. A more coaplete 

description is planned for elsewhere. 

To state the problem in a simple setting, let the objective be given by 

the smooth function 

1.1 F:Rk(l) x ••• x Rk(j) ---) R 

where k(i), i : 1, •• ,j, are positive integers. Think of each space RK(i) as 
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representing the data available to the i~h unit (processor, department, 

individual, agent, etc.). The function F represents the specified objectives. 

In a computational problem, F may be a function that is to be evaluated where 

the relevant data is divided so that processor i can access only the data 

represented in Rkti), i = I, .• ,j. For a hypothetical organizational example, 

consider a firm trying to optimize profits coming from sales of a particular 

product. Let a vector in Rktl) represent data about potential markets, Rk(2) 

represent data about costs and availability of raw materials needed for 

production, and Rk(3) represent other technical variables. Let F represent 

either the optimal profits, or the output of the product that will achieve the 

maximal maximal profits with the current environment. ihe goal is to efficiently 

transfer information (or partiai computations, partially constructed products, 

etc.) so that F is realized. 

The objective function F specifies what is to be done - the goais. Once 

F is given, the object is to find the ways - the organizations - so that the 

task of realizing F is divided among the several cooperating units. To do this, 

I build upon the ideas of AbeIson [1), Hurwicz [3J and others to model the flow 

of information among the units. The basic idea, whict 25 a slight extension of 

AbeIson 's model, IS simple and very natural. In the be~inning, each unit has 

knowledge only of the data assigned to it; the i th unlt can only use the data 

from Rk( l). ThIS data must be processed in a manner th~t contributes toward 

realizing F. Represent this fIrst step of computation gli (Xi ) = m1
i

; i = 

I, •• ,j, Xi e RKti), m1
i 

e R. Namely, at the first stag€' (denoted by the 

superscripts on g and ID), the P h uni t uses the available data Xi to compute the 

value ml
i • Of course, the choice of gi l is intended so that the value ml

i 

contributes toward determining the value of F(xl, •• ,xj ). (In general it is not 

obvious how to define gli; indeed, finding guidelines for an appropriate 

selection of these functions is major aspect of the design problem.) Let.l = 
(mll"",m1

j ) e Rl denote the vector of the first stage computations. 

At the second stage, each unit can use not only its assigned data, but 

also the partiaI computations, br messages .1, transaitted at the first stage. 

This means that the computations at the second stage CaD be denoted by 

e R. The general situation at the Qth stage is that the i th 

unit can use all of the partial computations, or messages, from the other units 

as weIl as the original data Xi' Therefore the computation at this stage is 
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represented by 

1.2 gOi(xi,al, •• .,aa-l) = a C\; 

i.e., this computation is represented by a function 

1.3 gO: RtllJ x (Rj)a-l -----) R, 
l 

Page 3 

~here at e RJ is the vector of partial computations at the k~h step, k = 1, •• , 

a-l. 

At some step it may be that certain units have nothing to contribute or 

do. This is the situation if, for instance, a particular unit cannot proceed 

with meaningful work until it receives certain messages froa specified other 

units. The above modeling admits such circumstances by defining the particular 

function to be go. = O. 
l 

Suppose it takes a stages of partial computations to determine the value 

of F. I model this b~' assuming that all but one of the uni ts complete their 

partiai computations at the (a-l)th step. The remaining unit uses the aessages 

of partial computations and its data to compute the value of F.I Namely, I 

assume there is a specific index s so that 

1.4 gll (x ,al •.. , all - l) = ma 
s s s' 

where 

1.5 F(x1,,,,x j = mBs = gl3s(xs,al, •• ,al3-1). 

Because at certain stages some of the units may not be transmitting a message, 

the effective messages - the images of the g functions - iorm only a linear 

subspace of (RJ)a. Let M, the message space, denote this llnear subspace. 

With this mode l , the functions {gai} specify what each unit must do, 

compute, and communicate at each stage. Because these functions determine "who 

says what to whom," I call a choice of smooth functions {gaj} that satisfies 

these conditions a ~unication network that realiges F. Furthermore, l call 

the issue of characterizing all possible communication net_orks that realize F 

the central design proble. associated with F. 

1. This approach, which fo110ws Abelson, is reåsonable for aodels of 
computation. An alternative model, with a s1ightly different supporting 
mathematical theory, is where each unit finishes its computations at the 13th 
stage. The final determination of F is based only on these messages. Thus, 
there is a function h:M ---) R so that h(a1 , ••• ,aB ) = F(xl, ••• ,x.). Here h may 
correspond to the "auctioneer," the central authority, the team ieader, or a 
neutral computer. This alternative approach more closely represents several 
models from economics. 
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By solving or cbaracterizing the solution of the central problem, all 

sorts of information aay be available about the communication network functions 

{ga i }. This information can be used to analytically compare co.peting 

communication networks. to develop complexity measures, and so forth. As an 

immediate observation, note that the value of a serves as a crude measure of the 

"speed" of the communication network. This is because it indicates that F is 

realized in a steps. Thus, there may be many situations whereby smaller values 

of a imply a more valued communication network. 

One can conceive of situations where efficiency, or mininimal cost is 

determined by how much information needs to be transferred among the units. 

This is particularly so sbould it be expensive, or time consuaing to transmit 

messages (or partiai products, etc.). Wben this is the case, measures of 

complexity can be developed to reflect tbis facto To see ho- this is done, 

suppose a communication network {ga.} is given and consider the reporting issue 
~ 

of determining "who says .hat to whom?" The function ga i represents what the 

i th unit does at the ath stage, so the dependency of this fUDction on the m 

variables determines who has to communicate what partiai cOEputations to this 

uni t. Namely, if for any choice of s(a and k t. i, the partiel derivative of ga. 
l 

with respect to mSk is net identically zero, then the kth unit needs to 

communicate this value to the i th unit before the ath stage. 

As a third issue. note that it is of value to understand the "kind of 

information" associated with a communication network. (This is particularly 

true for theoretical investigations of a communication network..) By "kind of 

information," I mean an equivalence class of data that gives rise to the same 

value of each partiai computation. In other words, starting .ith the given 

data, at each step each unit computes the value of a message, "i' It may be 

that with a different choice of data, all of the messages are precisely the 

same, (If so, then both data points give rise to the same value of F.) So, all 

data giving rise to the same messages define the same kind of information. Thus 

the "kind of information" associated with a communication network is 

characterized by the level sets of ga
i

• 

Definition. Let r = {gaiJa = 1 •••• P; i=l ...• j be a given coamunication network 

that realizes F. We say that x, x' e Rk(l)X .. xRk(j) are "r equivalent" if the 

following holds: gl.(X.) = gl. (x') for all i, This requires tbe messages at 
~:1 :1 
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the first stage to be the aa.e. By induction, for all a, gaj(xj,.l, •• ,.a-l) = 
gai(x' 1,.l, •. ,.a-1). An equivalence class of data is called a -r information 
set. ,. 

As indicated, many of the basic issues for the design of algorithms or 

organizational structures can be characterized in terms of the properties of a 

communication network {gai l. However, it is not at all clear haft to start with 

an objective function F and then determine an associated, non-trivial 

communication network. It would be useful to determine structures that would 

assist in this design. This goal, of finding what such a construction depends 

upon, is the basic theme of this current paper. I characterize the 

communication networks in terms of certain geometric constructs. As lindicated 

earlier, the purpose of these geometric properties is to expose the hidden, 

implicit structures of F that govern the admissible communication networks. 

This approach involves solving several equations; equations that need not be 

particularly easy to solve. On the other hand, these equations do indicate what 

must be done to achieve such a network. As such, they form a IDOst useful place 

to start. 

While my goal is to characterize all possible communication networks, l 

would like to cal1 attention to the several elever arguments used to find 

properties of all possible communication networks without solving the central 

problem. In particular, I point to the paper by Abeison [1], where, for j = 2 

(i.e., only two units are allowed) he introduces a complexity Ileasure, the total 

information transfer, that is based on counting the number of llessages that are 

required to be conveyed between the processors. Thus, in terms of the above 

discussion, this measure is determined by counting the non-zero partial 

derivatives of the communication network functions, {gaj}' with respect to the 

a variables. As such, with the efficiency assumptions introduced in the next 

section, a lower bound for this measure is [dim(M) - 1] where the (-1) term 

corresponds to mB - a message that is not transferred. (For j ~ 3, this may s 

not be a sharp lower bound because the same message may be transfer red to 

several units.) Abeison finds a lower bound for all possible coamunication 

networks strictly in terms of the rank properties of the Hessian of the 

objective function F. By using more sophisticated mathematical approach based 

on concepts from differential geometry, P. Chen [2] improves upon Abelson's 
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lower bound; Chen's theorem is based on the rank of a bordered Hessian. Again, 

Chen's improved lower bound depends only on the differential properties of F; he 

circumvents the more diffieult issue of solving the central problem. 

2. Single Shot Mecbania.s. 

In this seetion, some insight is obtained about the kinds of information 

admitted by a speeified F. I do this by showing that a eommunication network 

for F can be viewed as being a special case of a different kind of network that 

realizes F - the single shot mechanism. An important advantage of relating the 

two problems is that in this way I can exploit existing results characterizing 

all possible single shot meehanisms. This eharacterization can be used to 

impose bounds on what is possible for the assoeiated communication networks, as 

wdl as to characterize the possible "kinds of information" admitted by the 

possible nelworks. Then, in Section 3, a characterization of the central 

problem is provided. 

The more general system is where all of the information is communieated 

among the different units in a single step. For this to be possible, the values 

of • need to be determined implicitly. Thus, rather than eommunieating a value 

(as is true for a eommunieation networki, the i th unit eommunieates a set 

l.: GO (x ,.) = O}. The aetual message is the interseetion of these sets, i = 
l l 

1, .• ,j, in a message spaee M. Sueh systems oecur quite natural ly as part of the 

equilibrium analysis of a dynaaical exehange of information that assuaes the 

form m'i = GO i (Xi'.)' The basic purpose of the dynamie given by this 

differential equation is to allow each unit to update its message based on its 

own charaeteristics t Xi' and the recent messages of the other units. The 

equilibrium state of the dynaaic is where the G funetions are all eqnal to zero. 

Notice that this modeling generalizes the common price dynamie story from 

economics where prices change according to the market pressures of supply and 

demand. For more detailed discussion of this and other interpretatiOBS, see 

Hurwicz [3). 

Single Shot Problem: For a given objective funetion F, find smooth 

functions GQ.(x. ,a):RktilxM --) M, M = R-, Q = 1, •• ,n., i = 1, •• ,j; and a smooth 
l l l 

function h:M --) R so that with any value of • implicitly defined by 
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2. l GO i (x i ,a) = O , 

we have that 

2.2 h(a) = F(x1, •• ,x
j

). The triple ({GOti, M, hl is called a single-shot 

mechanism that realizes F. 

Thus the single shot mecbanism corresponds to factoring a function F 

through another space, M, in a non-standard implicit form. Of course, tbe "kind 

of information" associated with a single shot aechanism {Go
i

} is defined in a 

similar way as the r information sets - it is given by the level sets of the GO i 

functions. The relationship between the single shot and the central problem is 

stated in the following formal statement. 

Theorem 1. If a function F ad.its a co .. unication network, tben tbis network 

defines a single shot mechanism, {GAl}' for F. The message space for both 

systeas is the saae. Moreover, an information set associated witb tbis 

communication network is saae information set associated with the defined 

mechanism {Go. l. 
l 

The proof of this theorem is immediate. This is because the 

communication network function, Eq. 1.2, can be expressed in the implicit single 

shot form Gai(xi,m) = O; a = l, .. ,~; i = l, .. ,j; where m = (m1 , m2 , ••• ,ml>, e RI3J 

= M bv defining Ga. Ix ,m) = ga. (x .m1, ... ,ma-1}-ma .. The assertions of the 
• l l l l l 

theorem now follow immediately. Chen's Theorem is based on a similar 

observation. 

An advantage of Theorem l is that there exists two characterization of 

the single shot mechanisms (Hurwic~y Reiter, and Saari [4J, and Saari (5]). For 

the purposes of this paper, I &dopt the cbaracterization in Saari [5,6] because 

it is more general and it appears to be computationally easier to use. 

According to Theorem l, this characlerization can be invoked to limit the 

possible choices of the communication networks. This is because the 

communication networks are those single shot aechanisms that satisfy an 

additional rank condition. 2 

2. These rank conditions are tbe obvious ones required to take the equation for 
the single shot mechanism and solve them to obtain a communication network. 
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In general there are infinitely many choices of {GOt} functions that 

give rise to the same information sets. 3 However, a given set {Go i } can be 

pared to a basic set byeliminating redundancies. This is the purpose of the 

following set of efficiency assumptions. In these conditions, treat {Go j J as a 

mapping from Rk(l}x •• Rk(j}xM into an Euclidean space that agrees with the number 

of GQ. functions. 
l 

Efficiency Assumptions on {Gc i l. 
a. The dimension of M agrees with the number of {Gotl functions. 

Let X = (x1' .• ,x j ) and. represent variables in a zero set of {Gai}' 

b. At (X,.) the Frechet derivative of {GOt} with respect to • is non

singular. 

c. At (X,.) the Frechet derivative of {Go i } with respect to X has 

maximal rank. 

(The Frechet derivative can be viewed as heing the Jacobian of {G-.} 
l 

with respect to the indicated variables. 

The characterization of the single-shot mechanisms for a given F are 

expressed in a differential form. The idea is that the zero sets of the {Gaj} 

functions define level sets, or certain collections of related foliations of the 

space RkllJx •• xRkl J). Thus, the leaves from the foliations correspond to the 

kinds of information. Foliations can be totally characterized in terms of their 

normal vectors. These vectors define the normal bundle. When these vectors are 

expressed in terms of differential one-forms, the normal bundle be come s an ideal 

of differential forms. The necessary integrability conditions on the normal 

bundle now are expressed in terms of a condition on the ideal; it must be a 

differential ideal. These concepts lead to the following statement. For a 

proor, a discussion of these terms, and more details, along with apartial 

history of this problem see Saari [5]. 

3. This is why I place more emphasis on the "kinds of information" than on the 
actual single shot mechanisms or communication networks. In fact, a useful 
equivalence relationship can be defined among the mechanisms (the communication 
networks) in terms of these level sets. In this sanner, networks that seem to 
have little to do with each other can be shown to be equivalent. 
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Tbeorea 2. Let a saooth objective function F be given. The following are 

necessary and sufficient conditions that a saooth single shot aechanisa 

(lG«j I,M,h) for F exists in a neighborbood of X E Rk(l)x •• xRk(j) that satisfies 

the efficiency assuaptions. 

1. For each i, there is a differential ideal Ii = 

<dF,wi,I"",wi.B(i);ldxj]i>' s(i)=ni-l, with (Ejlikj)+ni linearly independent 

one-foras. Here, each wi • s is a saooth one fora and the set [dxj]i = (~: 2a. 
is a coordinate direction for a paraaeter not in akti)}. 

2. The set I = Oi Ii is a differential ideal with n = Ei ni linearl7 

independent one-foras. 

The resulting aechanisa to realize F has a aessage space of diaensiOD n 

where the re are ni functions relating the paraaeters of the i th unit with the 

aessages. 

The proof that this is a sufficient condition follows from the Frobenius 

Theorem (see Saar i [5]l. Tha t thi s is a necessary condi tion comes by re

expressing the gradients {~GGi} in terms of differential forms {dGG
i 
l. These 

one-forms form a basis for the differential ideals, {I.}. _ l ., l, that hay,:? 
1. 1- J'.' J 

the specified properties. The reason the one-forms [dx]. are in l. is to 
J l l 

capture the condition that the i th unit has access only to data from Rkli). The 

requirement on the ideal I is to ensure that the the conveyed messages are 

coapatible with one another in evaluating F. 

To illustrate how Theorem 1 can be used, notice that a trivial single 

shot mechanism is a "parameter transfer" where one unit communicates the value 

of all of its parameters to the second unit. Af ter tbese values are 

transferred, the second unit computes the value of F. Namely, if 

F(x} ,x2 ):RkxRk --) R, then a = k+l, and GS I = Xs - aS
1 = O where Xs is the sth 

co.ponent of Xl' s = I, •• ,k, while G1 2 = F«mll, ••• ,akl),x2)-mI2 = O. the 

function h is the projection hCa) = m1
2, Tbis single shot mechanism has a 

message space M with dim(M) = k+l. The communication network associated witb 

the parameter transfer is gS2 = O, gSI = mS
l where aS

l is the sth component of 

Xl' s = I, •• ,k, while gB 2 = F«ml
1 , ••• ,.k 1 ),x2) and gk+ll = O. This 

co.munication network associated with the parameter transfer does not reflect 

the kind of benefits one expect from a system capable of concurrent or 

distributive action. Af ter all, this system just transfers all of the work to 
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another unit. Thus, such a communication network is one that is not overly 

efficient. Yet, suppose the only single shot mechanisms admitted by F are 

equivalent to a parameter transfer. It follows from Theorem l that all possible 

com.unication networks associated with F must be related to this undesired 

transfer method. 

More generally, the class of all possible single-shot .echanisms that 

realiz~ F restrict the kinds of communication networks that are associated with 

F. Thus, Theorems 1 and 2 form an important first step toward determining what 

kinds of networks are possible. In Saari [5,6], several examples of F are 

analyzed to characterize the associated single shot mechanisms. One example is 

repeated here to illustrate Theorem 2. 

Exaaple 1. Let F:RzxRz --) R be defined by F(x,y) = ~ixiYi' I show 

that this function admits only a parameter transfer. To do this, I first 

consider Il' This set must contain dF = ~iYidxi + ~iXidYi = dxF + dyF. It also 

contains dYl and dyz' as weIl as all possible linear combinations of these three 

one-forms where the coefficients are smooth functions of x and y. As the second 

summation in dF, dvF, can be expressed as combinations of dYl and dyz' this part 

of dF can be eliminated. Thus, these forms can be reduced to the set {dxF = 
Li:1dx

1
, dy1,dyZ}' If Il were to admit any other linearly independent one-form, 

then a basis for Il would be <dx1,dxz,dY1 ,dyz>, The foliation identified with 

this ideal is given by the intersection of the level sets of x., y., i = 1,2. 
l 1 

In other words, the messages are equivalent to the first unit transmitting the 

value of x to the second unit. This means that the accompanying mechanism is 

(equivalent to) a parameter transfer. Hence, assume that I} = <dxF = Liyidx i , 

dYl,dY2>' A similar argument shows that to avoid a parameter transfer of the y 

values, 12 = <dy = LiXidYi,dxl,dx2)' Consequently, 1= (LiXidyi , ~iYidxi>' 

It remains to determine whether Il' 12 , and I are differential ideals. 

Trivially, Il and lz are differential ideals. One way to show this is to note 

that r 1 = (LiYidxi).dYl.dyz is a three-form. A necessary and sufficient 

conditian for Il to be a differential ideal is that dw.r1 = O where w is any one 

form from Il' But, dw.r is a five-for~ in a four dimensional space, so it must 

be identically zero. 

An alternative argument proving that Il is a differential ideal uses the 

fact that this is so iff there is an associated foliation identified with Il' 

This foliation is given by the intersection of the level sets (in RZxR2) of F, 
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fl = Yl' and f z = YZ' A similar argument proves that I z also is a differential 

ideal. 

The final step is to show that I is not a differential ideal. First, r = 
(Liyidx j ).(LiXidyi ) 1 O and d(~ixidYi) = ~idxi-dYi' A necessary and sufficient 

conditian for I to be a differential ideal is that d(Lixidyi).r = O. However, a 

direct computatian proves that d(~iXidYi).r 1 o. Because I is not a 

differential ideal, there does not exist a single shot mechanism with n
1

=nz=1. 

This means that any single shot meehanism associated with F must involve adding 

another independent one-form either to Ilar to I z ' and, henee, to I. Suppose 

this one form is added to Il' As shown above, the addition of this independent 

one-form makes Il = <dxl,dxz,dYl,dyz>' In tum, this means that the kind of 

information assoeiated with the meehanism is equivalent to a parameter transfer 

of the x values to the other unit. Namely, for this ehoice of F, all single 

shot mechanisms are equivalent to the parameter transfer meehanism. 

It now follows from Theorem 1 that the communieation networks for this 

sealar product are equivalent to networks of the following form: Let gSl = Xs = 
mS

l , gsz = 0, s = 1,2, g3 z = LimilYi' g3 1 = O. 

3. Characterization of the Communications Networks. 

The characterization of communieation networks also can be expressed in 

terms of differential ideals, except several more ideals are required. These 

additional ideals aeeount for the rank eonditions needed to ensure that the 

equations for a single shot mechanism can be solved to determine the associated 

communication network. Again, for any F, there are an infinite number of 

assoeiated communication networks, so the first task is to eliminate certain 

redundancies. As in the previous sectian, this is don e by imposing efficiency 

assumptions. In these conditions, consider only the non-constant functions in 

{ga.} and treat the remaining funetions as defining a mapping. 
l 

Efficiency Assumptions on a Communication Network {gai}' 

a. 

functions. 

The dimension of M agrees with the number of non~constant {go.} 
1 

Let I = (x1 ' •• ,xj ) and m represent variables in a zero set of {gat}' 

b. At (I,m) the Freehet derivative of the non-constant {gai} with 

respect to m is non-singular. 
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c. At (X,a) the Frechet derivative of the non-constant {gat} with 

respect to X has maximal rank. 

Theore. 3. Let a saooth objective function F be giyen. The following are 

necessary and sufficient conditions that a saooth coaaunication network {goi} 

that satisfies the efficiency assuaptions exists in a neighborhood of X e 

RkCl)x •• xRk(j). 

1. For each i, there is a differential ideal Jli = <wti,;[dxjJ i } where 

the one-fora w1
i e T*Rk(i); i.e., it is a linear coabination of the 

differentials of the coordinate functions in Rk(i} where the scalar functions 

are saooth functions froa Rk(i) to R. 

2. By induction, for each i and each Q satisfying 1<Q<8, there is a one 

fora WO j so that JO j = <wa
j , la-lj} is a differential ideal. Secondly, for all 

i with the exception of an index s, IP i = IP-l j • In the exceptional case of i = 
St there can be a one-fora wP so that lP = <wP ,Ia-l > is a differential s s s s 

ideal. For all i, dF e la
j

• 

3. For all i and all Q satisfying I<Q<a and for Q = a when i = s, all 

of the ideals Jd j = ld i O (Ok/j Id-l k ) are differential ideals. 

The resulting co .. unication network takes B steps and the diaension of 

the aessage space corresponds to the di.ension of Jas' 

The proof of this theorem will appear elsewhere. Some of the 

connections between Theorems 2 and 3 are that i} the ideal JSs from Theorem 3 

plays the role of the ideal I in Theorem 2 while ii) the ideals IS i from Theorem 

3 correspond to the ideals Ii from Theorem 2. The remaining ideals correspond 

to the added conditions required to ensure that a single shot aechanism can be 

expressed in the form of a communication network. ~otice that the conditions on 

the ideals for the first stage, Il., amount to choosing a one-form wl to be a 
~ i 

functional multiple of dgli(Xj ). It is not obvious how to choose the functions 

glj(Xj ). Therefore it is iinteresting to note, as illustrated in the following 

examples, that this choice is partially governed by the conditions on the J2
i 

ideals as weIl as the other conditions from Theorea 3. While the resulting set 

of equations may be difficult to solve, this approach does provide additional 

structure to understand how to decompose F into an organizational format. 

Finally, notice that because the dimension of JSs agrees with the dimension of 
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M, the structure of JB s provides valued information about Abelson's total 

information transfer. 

The differences between Theorem 2 and 3, as weIl as an indication how to 

use these results, is illustrated with the following examples. The first one, 

Example 2, shows that not all single shot mechanisms are related to a 

communication network. 

Exaaple 2. Let F:R2 xRz-->R be defined as F(x.~) = [x1Yz+xz J/[1-x}y1 ]. 

l show that F admits a (1,1) single shot mechanism; tbat is, there is a single 

shot mechanism with n1=n2=1. This conclusion is by no aeans obvious. What is 

even less obvious is how to decompose F into the appropriate messages from the 

two units. Therefore, it is worth noting how the structures of the ideals lead 

to the resulting mechanism. 

If F admits a (1,1) mechanism, then Il must be <dxF;dyl,dY2} and 12 = 

<dyFjdx 1 ,dx2> where, as in Example 1, dxF and dyF are, respectively, the part of 

dF that has only dX j differentials and dY j differentials. If w1 = (l-xly} )2dx F 

and w2 = [(1-X1Y1 )2/x1ldyF, then Il = <w l ,dyl ,dy2>, 12 = <wZ,dx1 ,dx2 >, 1= 

<w 1 ,w2>, w1 = (Y2+x2Yl )dx1 + (1 - xIYl )dx2 , and w2 = (x1 y2+x2 )dY1 + 

(1 - xtYl)dY2' By using argument similar to those found in Example 1, it 

follows that Il and 12 are differential ideals. Thus it suffices to show that I 

is a differential ideal. 

The ideal I is a differential ideal with di~nsion two iff r = w1 .w2 ~ O 

and both dw1.r and dw2.r are identically zero. But, because d(dxF) = -d(dyF), 

it follows that 1 is a differential ideal if r ~ O and dwl.r = O. A 

computation shows that r = (Y2+xZY1)(XlY2+x2)dxl-dYl + 

(Y2+x2Yl )(1-x1 y1 )dxl _dY2 + (1-xlYl)(xlY2+x2)dx2-dYl + l-xlYI )Zdx2_dY2 and dw} = 

-dxl .dY2 - 2y1dxl .dx2 - x2dxl _dYI + xl dx2 _dy}. It is clear that r ~ O. A 

direct computation proves that dwl_r = O. This establishes that I is a 

differential ideal, so it also follows (from Theorem 2) that there does exist a 

(1,1) single shot mechanism that realizes F. 

By following the scheme described in Saari [5,6], the single shot 

mechanism given by the G4. 
1 

functions can be determined. One choice is 

3.1 GI l = xlml + x2 -~ = 0, 

Gl 
2 = y l m2 + Y2 - al = O. 

In other words, for this single shot mechanism, eacb unit transmits a line. In 

M = RZ, these two lines intersect in a unique point; this point is the 
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equilibrium value of a = (a1 ,aZ )' The function h:M = R2 --) R is given by h(a) 

= mz' 
Now consider all of the communication networks associated with F. Each 

choice of a network specifies the. particular unit that is charged with computing 

the value of F at the ath step. Secondly, to start the coaputation process, at 

least one of the two units must aake an initial partiai coaputation; i.e., at 

least one dg1
i ~ O. This requires either 111 or 11

2 to have a one-for. in 

addition to the one-forms corresponding to the other units coordinate functions. 

This one-form characterizes the initial computation step. So, assume that the 

second unit is to determine the value of F and that III has an independent one

form other than dYl and dY2' (All other cases have a siailar argument.} The 

integrability conditions force this one-form in 111 to be ascalar function 

multiple of the differential of a function glI (x). It follows immediately from 

the form of dxF that there does not exist a function L(X,y) so that the 

coefficients of L(x,Y)dxF are strictly functions of x. Consequently, both dxF 

and dg11(x) are in lP-Il' and they are linearly independent. This force s IB-l l 

= <dx 1 , dx2; dYl' dY2>' In turn, this means that the kind of information 

associated with any communication network must be equi.alent to a parameter 

transfer, so a = 3. One such network is gll(x) = Xi = mil' gi 2(y) = O; i = 
1,2; while g3 2 = F«(m1

1
, m2

1
), y), and g3 1 = O. In other words, even though the 

above single shot mechanism provides a distributive way to code information 

about F that results in a saving over the parameter transfer, such economies do 

not extend or exist for any of the communication networks associated with F. 

The total information transfer is 2; the first unit transfers all and 

m2
i to the second unit. That it is impossible to find a communication network 

that improves upon the above constructed one for F follows either from the 

above analysis or from Chen's theorem. Chen's result shows that the lower bound 

for information transfer for this choice of F is 2. 

Exaaple 3. Abeison uses the following function F to illustrate 

certain features of a communication process. Chen uses the same F to illustrate 

that his lower bound (of 3) improves upon Abelson's. I use this F to illustrate 

how Theorem 3 can be used to determine a communication network. 

Let F:RnxRD --) R be F(x,y) = ~SxS(Yl)S + Esys(x1)s. A direct 

computation shows that dF = Es(Yl)Sdxs + (~sSYs(xl)S-l)dxl + 
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Is(x1 )Sdys (ISs(y1)S-lxs)dy1• At the first stage, 111 = <dgl.(x);dY1 , •• ,dyn > and 

12
1 = <dg1

2(y); dx1, •• ,dxn>. The choice of the functions gli is not obvious. 

What is interesting is that the choice of the functions is determined at the 

second step by the structure of the ideals given in Theorem 3. 

It is clear tbat there must be at least one more stage. If not, then to 

satisfy condition 2 of Theorem 3, either dxF must be a scalar (function) 

multiple of dg11(x), or dyF must be a scalar multiple of dglZ(Y)' Because of 

the mixed Xi' Y
j 

form of the coordinate functions in these two differentials, 

neither is possible. If only one additional stage is required before the value 

of F can be computed by, say, unit 2, then 12
1 = <dg1

1 , dF; dyl, •• ,dyn > and JZ 1 

= <dg1
1 , dg1

z , dxF>. 

The ideal 12
1 is a differential ideal because it describes the foliation 

given by the intersection of the level set s of glI' F, and fs(x,y) = Ya' S = 
1, .• ,n. On the other band, J2 1 is a differential ideal iff d(dxF).r = O where r 

= dgll.dglZ.dxF # O. (This is because dCdg1
i ) = O for i = 1,2.) As d(dxF) = 

-(L;s(y1)S-ldxs).dYI + {~S(Xl)S-ldYs).dxl' it is easy to see that a necessary and 

sufficient condition for J2} to be a differential ideal is that dg1} (xl and 

dg 1
2 (y) are, respectin:ly, scalar function multiples of dX1 and dYl' From this, 

following the scheme described in Saari l5], a communication network can be 

constructed. Namely, glI (x) = Xl = m1}, g12(y) = Yl = m1
2 , gZ} = ~sxs(m12)5 = 

2 gl2 -_- O, and g3 2 2 ~ (l) 3 F ( ) m l' = m 1 + ""s Y 5 m } 5 = m 2 = x, Y . 

Exaaple 4. .11.. \7"ery simple example is F:RkXRk --) R given by F(x,y} = 

f(x)g(y) where f and g are smooth functions. An obvious comaunication network 

is mIl = f(x) and F(x.~} = m2
z = m11g(y). I show how this network arises out of 

Theorem 3. First of all note that to minimize the value of B, the goal is to 

choose communication functions that will permit dF to be in an ideal as soon as 

possible. Therfore, we check to see if it is possible for dF E III' This is 

true because dxF = g(y)df(x), so it is in the ideal <df(x};dy1, •• ,dyk ). The 

described message systea follows immediately. 

Exaaple 5. As a final example, I consider F:RnxRn --) R that is given 

by the scalar product; F{x,y) = Isxsys' According to botb Abelson's and Cben's 

Theorems, the total information transfer must be at least n - tbe same as for a 

parameter transfer. However, a parameter transfer requires 8 = n + 1. 
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Therefore, it is worth questioning whether F admits co.munication networks other 

than the parameter transfer that per.it P < n + 1. The best one can do is if at 

each stage, each unit transfers a message to the other unit. if this transfer 

is done efficiently, then the network would require (P-l) = n/2. (Recall, there 

is no transfer of information at the pth step; this is the stage where the value 

of F is computed.) To fiod efficient networks is easy. Howe.er, I use this 

sim~le choice of F to illustrate how the structures of Theorea 3 help to design 

communication networks. (The analysis also shows what other aethods are, or are 

not possible.) Because l am using F to illustrate the use of the above 

theorems, my description is phrased in a general fashion so that one can extend 

the notions to other choices of F, 

At the first stage, }11 = <dg11(X);dy1""dyn > and 11
2 = 

<dg1
2 (y);dx1 I" ,dx

n
>. As lrue with the earlier exampIes given above , while the 

choice of the functions {glk} is not obvious, assistance for the choice of these 

funetions is provided by the structure of JQi for a~2. I will show how this 

happens in different ways. For my first choice, I consider what manner of 

conditions for the ideals lead to the following kind of communication network: 

At the first stage, the fiTst unit communicates the value of Xl while the see ond 

communieates the value of Yo' At the seeond stage, the first unit camputes and 

transmits the value of xnY
n 

(based on the message it reeeivedl while the seeond 

unit transmits the value of x1Yl' The process continues. 

To see how the abcve kind of network arises, consider what happens 

should a one-form w2
1 (x,y = E8 i (x , y)dx i be added to 12

1 where at least one of 

the Si funetions does depend on the y variable, The first condition is that }2 1 

is a differential ideal. This involves showing that dw21~r = O where r is the 

(n+2)-form dg11~w21-[dYl- ••• ~dYn]' The dw2
1 term can be expressed as dXw2} + 

dyw2
1 where the first teras come s from the partiai derivatives of the x 

variables while the second comes from the partiai derivatives with respect to 

the y variables, The bracketed term in r annihilates the dywZ
l contribution, so 

all that remains is that dxw21-w2l_dgll = O. This is guaranteed for w2
1 being 

the x-part of the differential of any function H(x;y); i.e., w2
1 = dxH(x,y). 

Assume this is the case where, of course, the choice of H is to be deter.ined. 

The second part of the a = 2 stage is to show that J2} = 
<dx H(x,y),dg1

1 (X), dg12(~» is a differential ideal. The only thing that needs 

to be done here is to show that d(dxH)_[dxH~dgll(x)~dg12(Y)] = O. As I have 
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already shown above that dXwZl~wzl.dgll = O, so it remains to show that 

d z d 1 d l Z O B t d z . . th d b { ..1- d } yW 1- g l· g z·w l = . u yw 1 IS In e space spanne y YA._ Yj • 

Another basis can be given by the wedge product of the {dx i ) ter.s with the 

orthogonal basis {dg1Z(y), Li(Y)}. Therefore dywZ
1 can be expressed as a linear 

(with scalar functions as coefficients) coabination of {dg1Z(Y).dx j • Li(y).dx j }. 

If d~,wZ admits any terms of the form Li (y).dx j (but not of the fona Li (y).dg l } 

or ') (y).dxH(x,y)} then the differential ideal condition will not be satisfied. 

Th i s means tha t the 1° y" part of H ( x, y) mus t depend upon the aessage g2} = mI 2 • 

One choice is if gZI = Yn' tben H(x,y) = xnYn • (There are many other choices, 

such as counterproductive choices of x1 Yn' However, such choices are quickly 

excluded at the 6th step when dF must be in all ideals. Indeed, the object in 

the design of the ga
i 

functions is to include dF in each of the ideals as 

quickly, or as efficiently as possible. This role of dF is illustrated with the 

next design of a network.) 

It is very easy to determine that the above kind of network is not very 

efficient. The inefficiencies are created by adding one forms to 12
i that 

depend on the other unit's variables. Therefore, it is worth questioning what 

happens if the one-forms added at each stage are designed to avoid the other 

unit's variables for as long as possible. Namely, suppose for eact a < s, 

depends only on x while wa
z depends only on the y variables. Beca~se none of 

the added one-forms involve any of the other unit's variables, it IS only 

necessary to show that Ia i is a differential ideal; the fact that JA
i 

is a 

differential ideal follows immediately. Moreover, the choice of the one-forms 

and the statement that each 14 , is a differential ideal guarantees that there 
l 

are communication functions gal (X) and ga 2 (y). The important fact is that these 

functions do not depend upon the communicated messages; the y depend only upon 

the data available to each unit. 

Suppose the sth stage is the last step of the exchange of information; 

that is, 6-1 = s. This requires 15
1 = <dxF, dg1l(X), •• ,dgs-ll(x); dYl, •• ,dyp) 

and JS] = <dxF, dg1
1 (X), •• ,dgs - l

1 (x); dg1
2 (y), •• ,dgs - 1

2 (y». !gain, 15
1 is a 

differential ideal because it corresponds to the foliation given ~ the level 

sets of F, {gal(x)}. = 1 ••.• s-l' f i = Yi' The only part to verify is that JS] 

is a differential ideal. This computation just involves showing that d(dxF)A r = 
O where r is the wedge product of the basis one-forms defining JS

I
_ As above, 

d(dxF) has two parts determined by the two set s of basis {dxi_dxjJi<j and 
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{dxj.dy j }. Denote them as dxxF and dXyF. 

The basic condition now becomes dxxF.r + dXyF.r E O. The first term is 

identically zero because IS 1 is a differential ideal. (One could eitber use the 

fact that mixed partial derivatives are equal, or the fact that because IS} is a 

differential ideal, [(dxxF+dXyFl.dxF.dgI1(x> .••. dgs-ll(X)].[dYl .••. dy.1 E O. 

The last bracketed expression has the effect of annihilating all teras in the 

first bracket that involve a dYj' The remaining terms have no dYi foras, so 

[dxxF.dxF.dgll(x) .••. dgs-ll(x)} - O. But, this expression is part of the dxxF.r 

computation.) Thus, it remains to show that dXyF.r E O. 

To show when dXyF.r E O, note that the basis for the two-foras of this 

mixed type can be divided into four parts. First, take the space generated by 

the {dx i } and find another basis specified in two orthogonal parts - pI} = 
{dga} (x)} and pz) = {li, l}' Likewise, do the same for the space generated by 

{dYi} where the division is plZ = {dgaz(Y)} and pzz = {Ti,Z}' The n2 terms in 

the basis for the mixed two-forms is gi ven b~' the wedge products of one-forms 

from one set with the other. Thus, any components of dXyF with a term in either 

pl is annihilated. The d.vF terms that frustrate satisfying the differential 

condition are those expressed as a wedge product of forms from p2 1 and P2 Z ' By 

assumption (that the process now is complete and dF is in the last ideal) this 

cannot happen. Therefore, the {ga} functions are to be chosed to avcid the 
l 

possibility of dXyF having any terms in the product of the p2 i spaces. 

Moreover, the choice of the gai's should be made so that all of this is true for 

as small of a value of a as possible. As dXyF = Lidxi.dYi' it is clear that all 

of this holds if the choice of the {dga
l } is such that it includes ~xi for half 

of the indices while the choice of the {dgo z } includes dY j for the other half of 

the indices. 

A communication network that satisfies the above conditions is gSl (x) = 
Xs = mS

1 , gsz(Y) = Yn + l - s = mS
2 , s = 1, •• ,n/2 = a -2, gB-I 1 (x,.) = Ls X..l_s.s 2 = 

mB- l
l , gB-l z = 0, gBZ(X,.) = (tysaS

l ) + aB-Il' 
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