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ABSTRAC'J." 

Most econometric multi-equation models estimated 

are assumed to be linear in both the variables and 

the parameters. One reason 

methods of linear algebra 

nonlinear systems. 

is that, 

cannot be 

in general, 

applied to 

In this paper a certain class of nonlinear models 

is defined, however I the members of which can be 

formulated in matrix terms. Particular interest is 

focused upon nonlinearities in the variables. 

An algorithm for full information maximum 

likelihood (FIML) is described, including the 

linear model as a special case. Neither the 

likelihood function presented, nor its first order 

derivates are overly complicated relative to the 

usual (linear) FIML case. The latter makes the 

suggested approach particularly at'tracti ve 

compared to "derivative-free" methods when dealing 

with systems containing many parameters. It is 

also shown how ,the efficiency in the actual 

computa'tions can be greatly increased by 

exploiting certain properties of the involved 

matrices. 



- 2 -

1 Introduction 

Econometric models are usually assumed to be 

linear in both the variables and the parameters. 

One of the main reasons is that methods of linear 

algebra mostly cannot be applied to nonlinear sys

tems, making i t impossible to express them in a 

way which is both general and explicit. 

Sometimes nonlinear models may be treated as if 

they are linear, however. This paper provides an 

example of such a case. It shows how the FIML 

estimator by means of linear algebra can be extend

ed to a certain clas s of models that are nonlinear 

in the variables. These models can be formalized 

according to 

(1.1 ) 

where y t and Zt are m and n component vectors of 

observations at time t on the endogeneous and 

predetermined variables respecti vely. The matrices 

B and C and the vectors p and q contain the 

unknown coefficients. The sign "*" may denote 

either multiplication or division. For the sake of 

convenience it is assumed that 

Ut ~ NID(O,Z::) for all t. (1.2) 

In the simple case where the scalars (z~p) and 

(z~q) are equal to one for all t,(l.l) represents 

the usual system of simultaneous equations. It 

should be noted that according to (1.1) the same 

scalar(s) should enter all the equations. This 

requirement considerably facilitates the calcula

tions but at the same time restricts the applicabi

lit Y of the algorithm. 
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An example of the type of systems to which the 

proposed method may be applied is the system of 

expendi ture shares corresponding to the trans log 

indirect utility function (see Christensen, Jorgen

son and Lau (1975») 

Wit = 

a. + 
l 

-l + 

i=l, ... In. 

(1.3) 

where w. is the budget share of the i:th commodi
lt 

tyat time t, M
t 

is total expendi ture and the 

parameters are restricted according to 

n 
2: 

i=l 
a. 

l 
= -1.0, y .. = y ..• 

l) )1 

Comparing (1.3 ) with (l. l) the former is seen to 

correspond to the special case B=-I, (zt.p ) = l for 

all t and *2 denoting division. l 

By regarding the elements of B,C,p and q as func

tions of a set of unrestricted parameters, i.e. 

B = B(O), C = C(O), p = p(O), q - q(O) (1.4) 

where 

nonlinear constraints on the parameters can also 

be incorporated in (1.1). This approach has been 

used by e.g. Jansson and Mellander (1983) and will 

also be followed here. 
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The likelihood function corresponding to (1.1) is 

given in section 4.1. In the section following its 

gradient vector is derived. Thus, it is possible 

to maximize the likelihood function by means of 

e. g. some quasi-Newton method2 • It is shown that 

nei ther the likelihood function nor the deri va

ti ves become over ly complicated, compared to the 

usual FIML case. However, the rather large matric

es involved pose a storage problem, especially 

concerning the calculation of the gradient. A so

lution to that problem is given in section 4.3 

where it is shown how considerable gains can be 

made in computational efficiency. 

For easy reference in section 4, brief reviews of 

some matrix operations and of matrix differential 

calculus are presented in the next two sections. 

2 Matrix operators and operations 

As the reade r is assumed to be familiar with e.g. 

the properties of Kronecker products, the presenta

tion here is very brief. No proofs are given. More 

extensive treatments can be found in Pollock 

(1979, ch. 4) and Magnus and Neudecker (1979). 

A (m, n) matrix X may be regarded as an array of 

column vectors x . , j=l, ••• ,n or as an array of 
• J 

row vectors x. , i=l, ••• , m. Thus X may be vector
~. 

ized either by stacking its columns on top of each 

other 

x .1 
• 

XC = @ (2.1) 
• 

x .n 
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or by putting its rows af ter one another 

X
r = (Xl , ••• , x ) • • m. (2.2) 

In particular, if y is a column vector then 

c IC and yr = ylr = yl 3 Y = Y = Y 

The two operators are related by the identity 

Xr = XI c I. (2.3) 

Let A=(a .. ) be an (r,m) and B an (s,n) matrix. The 
l) 

Kronecker product is then defined as the (rs,mn) 

matrix 

A ~ B = (a .. B). (2.4) 
l) 

Some of the properties of Kronecker products are 

(the matrices involved are assumed to be conform

able) 

(A ~ B)(C ~ D) = AC ~ BD (2.5) 

(A ~ B)I = Al ~ BI (2.6) 

(2.7) 

The following two relations give the connection 

between the operators "c" and "r" and the Kronec

ker product 

(2.8) 

(2.9) 

The commutation matrix K is the (mn,mn) matrix 4 
mn 

which trans forms the vectorized (m,n) matrix X 
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according to 

K XC = X' C 
mn (2.10) 

(2.11) 

Following Magnus and Neudecker the (m2 , m2 ) matrix 

K will be written K for notationaI brevity. mm m 

Further, if A is (r,m) and B is (s,n) then 

(2.12) 

The last rule can be established by means of (2.8) 

and (2.10). 

3 Matrix differentiation 

Following Pollock, matrix differentiation is treat

ed within the framework of vector differentiation. 

No proofs are given in the text. Two are however 

indicated in notes. 

According to the basic definition, the partiaI 

derivative of the (m,l) vector y = y(x) with re

spect to the (n,l) vector x is the (m,n) matrix 5 

ay 

aX = 
ay, 

l 

aX, 
J 

A standard example of (3.1) is 

aAx 
aX = A. 

(3. l ) 

(3.2) 
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Special cases of (3.2) are the derivative of a 

scalar with respect to a (column) vector 

oY. 
1 

ox = 
oy i oy i 

oxl,···,oxn 
(3.3) 

and of a (column) vector with respect to a scalar 

oy oy I 

m 
, ••• ,ox

j 
(3.4) 

Regarding matrices, for the (r,s) and (m,n) matric

es y and X, let the function Y=Y (X) be wri tten 

YC=Yc(Xc ). Then the derivative of y C with respect 

to XC is the (rs,mn) matrix 

oY
c oy .i = 

oXc ox . j 
i=l, ••• , s , j = 1, ••• , n (3.5) 

Notice that the typical "element" in this case i s 

a (r,m) matrix. 

Further, using (2.8) and (3.1) 

and, by (2.10) 

oK XC 
mn = --- = 

oXc 
K mn 

B~A (3.6) 

(3.7) 

The two fundamental rules of matrix differential 

calculus that will be used in the next section are 

the chain rule and the product rule. The former 

states that if Y=Y(U) and U=U(X) then 
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(3.8) 

According to the product rule, if Y=UVW is a 

matrix wherein U=U(X), V=V(X) and W=W(X) then 

(VW)'EI) 

(3.9) 

This rule stems from the fact: that c 
(UVW) by use 

of (2.8) can be rewritten in any of the alterna

tive forms provided by the iden·tity 

(cf. Pollock (1979, pp. 77-79»). 

One useful resul t which can be obtained with the 

help of the product rule is6 

-lc 
OZ 
oZc 

(3.10) 

Finally, the following result concerning the diffe

rentiation of determinants is needed7 

(3.11) 
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4 Full-information maxi.:anm likelihood 

estimation of the nonlinear lIIOdel 

To simplify the notation, rewri te (l. l) according 

to 

t=l, ••• ,T (4.1 ) 

where the n vector x
t 

and the (m,m+n) matrix A are 

partitioned as 

Xl = (yl* (Zlp) IZI* (Zlq») A==(Blc) 
t t l t t 2 t ' 

Further, let 

u = m + n. (4.2) 

The stochastic assumption and the general specifi

cation of the parameters have been given in (1.2) 

and (1. 4 ) - ( 1. 5 ) • 

In all the following sections both * l and * 2 will 

initially be assumed to denote division. At the 

end of the respective sections it will then be 

shown how the derivations can be adjusted to acco

modate for the other possible cases. 

4.1 "l'be likelihood function 

If both *1 and *2 denote division the vector x
t 

becomes 

-l -l 
Xl = (yl (Zlp) IZI (Zlq) ) 

t t t t t 
(4.3) 

Letting the vectors y~ and Zt constitute the t:th 

rows of the matrices Y and Z, the set of all T 
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realizations of the relationship (4.1), given 

(4.3), can be compiled in the matrix equation 

AV' 
-l -l = BY'D 1 + CZ'D2 = U' (4.4) 

where the (T,v) matrix V is partitioned as 

-l -l 
V = (Dl YID2 Z) 

and 

Dl = (o .. (z. p)) i=l, ••• ,T 
~J ~. 

(4.5) 

D2 = (o .. (z. q)) i=l, ••• , T 
~J ~ •. (4.6) 

o .. being the Kronecker delta and z. the i:th row 
~J ~. 

of the matrix Z. 

Hence, although in general it is not possible to 

express nonlinear systems in linear form, (4.4) 

shows how this can be done in a simple way in this 

particular case. A minor difficulty is that the D 

matrices are rather inefficient means of storing 

the scalars (z. p) and (z. q). This issue will 
~. ~. 

however be deferred until the last section. 

The log-likelihood function for the system (4.4) 

is 8 

L(G,l:) = k + 

(4.7) 

l k = --mTlog(2rr) 2 -

where J t is the Jacobian matrix out!oYt. 
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Application of (3.2) to (4.1 ) shows that if * l 
denotes division then 

T 
E log!Jt ! = 

t=l 

= 

T 

E log I o Ut /0 y t I 
t=l 

T -l 
Elogl(z~p) BI 

t=l 

= Tlog!B! - mlog!D 1 I. (4.8) 

If E is unrestricted then (4.7) can be maximized 

analytically with respect to this matrix 

oL "'-l 
oE = O which implies E(e) = T AV'VA' (4.9) 

(cf. Eisenpress and Greenstadt (1966»). 

By substitution of (4.9) in (4.7) the log-likeli

hood function can be made a func,tion of e only 

L*(e) 
l " = k'+ TloglB! - mloglDl! - 2 Tlog!E! (4.10) 

l ( ( ) l') k' = - 2 mT log 2TI + 

If instead both *1 and *2 denote multiplication 

(4.4) is changed to 

(4.4' ) 

and V has to be substi tuted for V in all formulas 

above. In the same way if e.g. *1 denotes multipli

cation and *2 denotes division 
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(4.4") 

Further , with *1 denoting mul tiplication the sign 

in front of mlog I Dl I in (4.10) should be changed. 

4.2 Ca1~1ation of first order derivatives 

To calculate the first order derivatives of the 

concentrated log-likelihood function is a rather 

laborious task. Hence, of ten "derivative-free" al

gorithms, operating from function values only, are 

used to maximize L *. One such procedure is the 

conjugate gradient method of Powell (1964). These 

routines usually are easy to work with. However, 

wi th many parameters to estimate, the computing 

time can become very long compared to the case 

where the derivatives are analytically calculated. 

Another disadvantage concerns the estimated stan

dard errors, which can be obtained from the Hessi

an matrix. The estimates seem to be accurate when 

the gradient is analytically computed, but can be 

rather unreliable when it is numerically approx

imated9 • Thus, besides being of theoretical inter

est, the calculations below arE~ also justified on 

practical grounds. 

By (3.3) oL*/oG is a row vector. Using the chain 

rule (3.8) and the result (3.11) for determinants 

it can be expressed as 

oL* 

oG 

A "c 
1:.T o log I L: I o L: 
2 "c oG 

oL: 

= TB-lr oB
c 

_ -lr oD? l T~-lr o~c 
oG mDl oG - 2" L. oG (4.11) 
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(notice that OC=O) • 

"c 
The factor o L: lo O in the last term of (4.11) can 

be developed in the following way. 

All the matrices making up the product matrix ~c 

are functions of o. Utilizing (2.8) iCcan be writ

ten in any of the alternative forms 

"'c -l c 
L: = T (AV'V~1)A m (4.12a) 

= T-l (A~) (V' V) c (4.12b) 

= T-l(1 ~V'V)A'c 
m (4.12c) 

Further, by use of (2.12) and (2.10) the following 

result is obtained 

(4.13) 

Hence, application of first the product and the 

chain rules (3.9) and (3.8») and subsequently 

(3.7) gives 

= T-l(1+K ) (I ~V'V)K 
m m mu 

(4.14) 

(Orders of identity matrices will be suppressed 

when they are obvious as in (1+K ») 
m 

The second term of (4.14) can be further elabora

ted. Making use of the product rule again the 

factor o(v'v)c/ovc becomes 
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o(V'V)c 
= (I EV') + (V'E1 )KT u v v. 

(4.15) 

Some manipulating by means of (2.5) and (2.12) 

shows that 

Since 

T-1 (1+K ) (Aru\V' ) 
m 

(4.16) 

(4.17) 

the derivative oVc /08 can be evaluated by differen

tiating in turn (Dlly) c and (D;l Z ) c. The two deri v

atives being comp1ete1y analogous it is sufficient 

to show the ca1culation of o (Dl-ly) c /08. App1ica

tion of (3.8) and then (3.6) and (3.10) gives 

-l c 
o(Dl y) 

08 
(4.18) 

Exp10iting the chain ru1e the (~r2,JI.) matrix oDT/08 

can be expressed as 

c 
~ (ö (ap ), 
08 = T(j-1)+i Zi. 08 ) 

k 
(4.19) 

where T ( j-l) +i is the row inde x, k the co1 umn 

index and 

= {01 if i=j 
öT (j-1)+i otherwise , (4.20) 

i,j = 1, ••• ,T k = 1, ••• ,JI.. Thus, 
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oDI = ap 
oG N oG (4.21) 

where the (T2,m) matrix N can be written 

N = " (4.22) 

e. j being the j:th column of t.he identity matrix 

of order T. 

Using the same technique with respect to 

o(D21Z)c/oG and collecting the results the deriva

tive ovc/oG becomes 

-l -l 
(Y'Dl ~ Dl )N(op/oG) 

(Z'D;l ~ D;l)N(oq/oG) 
(4.23) 

As 

(A~V') = (B~V' I C~AV' ) (4.24) 

the last term of (4.14) can now be rewritten accord

ing to 

(4.25) 

where 

(4.26) 



- 16 -

When substituting in (4.11) 
A_l 

notice that L, is 

symmetric. Hence, utilizing (2.9) the last term of 

(4.11) becomes 

"c 
l T~-lr OL, 
2" 00 

= (~-lAV'V)r K 
mv 

c 
oA -- -
00 

(4.27) 

Observing that B is contained in A and making us e 

of (2.11) the derivative oL*!oO can be given its 

final form 

(4.lla) 

where 

(4.28) 

and the zero matrix is of dimension (n, m) • With 

Dl = D2 = I T the first term is the gradient in the 

usual (linear) FIML case. 

Apart from the matrices N(op!oO) and N(oq!oO), 

(4.lla) does not involve very much extra calcula

tions compared to the linear case. With the vec

tors and the matrices in the last two terms being 

of dimension (1,T 2 ) and (T2,t) respectively, stor

age space requirements seem vE~ry strong, though. 

For instance, with T=30 and t=lO there would be 
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almost 20 000 elements to store! Fortunately, 

there are ways to reduce these requirements con

siderably , as will be shown in the next section. 

The calculations do not change very much if one or 

both of *1 and *2 denote multiplication instead of 

division. In (4.11) the sign of mDllr(oDY/OO) has 

to be changed. The formulas (4.12) - (4.16) all 

remain valid if V or vare substituted for V. 

If *1 and *2 both 

when (4.4 1
) is valid, 

denote multiplication, 

(4.18) becomes 

i.e. 

c 
= (yl ~IT) oDl 

00 

Consequently (4.23) will change 'to 

°c oV 
00 = 

(YI~IT)N(Op/OO ) 

(Z I ~I T) N ( o q / o O ) 

(4.18 1 
) 

(4.23 1 
) 

Substitution of (4.23 1
) in (4.25) and subsequently 

(4.11) gives, with suitable change in notation 

oL* 
00 

where 

(4.11a l
) 

(4.26 1 
) 

(4.28 1 
) 
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With *1 denoting multiplication and *2 division 

(i.e. (4.4"») the derivative becomes 

oL* = (T(B- l , 10) V'w)r 
oA c 

+ 08 
-

08 

(DllSW' - mDll)r N ap 
08 

(4.lla") 

( (VA' - S)W'D2'l)r N oq 
08 

where 

- . 
S = S (4.26") 

and 

(4.28") 

4.3 Increasing computationa1 efficiency 

When transforming the formulas presented above 

into computer algorithms it becomes necessary to 

consider computational efficiency. This concept 

re lates to both computing time and storage space 

requirements. Here particularly the latter aspect 

will be delat with. It will be shown how storage 

space requirements can be substantially reduced by 

simply exploiting the diagonality of the matrices 

Dl and D 2 • The decrease is thus, in principle, 

obtained by avoiding storage of a lot of zero 

elements. In this way gains will also be made in 

computing time, too. 

First, considering the effects of pre- and postmul

tiplication by diagonal matrices, it is obvious 

that instead of setting up Dl and Dl' one may 

calculate the vectors 
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dl = Zp (4.29) 

and 

d 2 = Zq. (4.30) 

In the 

ments of 

case e.g. of (4.4), multiplying the ele

the i:th column of BY' by the inverse of 

element of dl is equivalent to postmulti

plying the same matrix by DI 1 • 

the i:th 

Looking at (4.22) it can be seen that any row

vectorized (T, T) matrix which is postmul tiplied by 

N can be treated as if it were a diagonal matrix. 

Thus, only the diagonal elements of SW'D1l and 

{VA'-S)W'D;l are needed. 

Further, by "compressing" the N matrix so as to 

retain only its nonzero elements the dimension of 

the matrix oDf/oG can be reduced from (T 2 ,1) to 

(T,l) according to 

z 2..E 
oG (4.31) 

where the k:th column is the derivative with re

spe et to G
k

• Application of the chain rule to 

(4.29) shows that (4.31) can alternatively be writ

ten 

c 
.2Q1. * = 
oG 

Corresponding 

oD~ loG. 

(4.31a) 

operations can be performed on 
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Thus, when calculating oL* 108 one can proceed as 

follows, differentiating with respect to one para

meter at a time: 

i. Set up the matrix W. (Many of the calculations 

needed to achieve W are the same as those needed 

to get the likelihood value L*). 

ii. Compute the column vectors od1/08k and 

od2/08k. Assign that part of t:he derivative which 

corresponds to the last two terms of (4.11a), to 

the k: th element of the gradient vector g, accord

ing to 

T 
gk ~ l: (w. s~ ) - m) (od l 108

k
) ./d! + 

. l 1. 1. .1 1 
1= 

T 
l: (w . ( u ~ - s ~ » (o d 2 I o 8

k 
) . I d ? 

i=l 1. 1. 1. 1 1 
(4.32) 

k = 1, ••• ,Y, 

where dl and (od l 108
k

). are the i:th elements of 
1 1 

dl and od1/08k. The vectors w. , s. and 
1. 1. 

u. consti-
l. 

tute the i:th rows of the matrices W, S and 

u(= AV'), respectively. 

Note that the product matrices WS' and W(U' -8' } 

need not be calculated. With U already computed 

(to get L*) it is sufficient to set up W and S and 

then form the required inner products from the 

corresponding rows. 

111. Compute V'W, set up the partitioned matrix 

containing B-l and assign 

l r o.A c 
gk ~ gk + (T(B- 'lO)' - V'W) 08 

k. 
(4.33) 
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Compared to direct calculation of the derivatives 

according to (4.11a) this procedure offers an ap

preciable increase in computational efficiency. 

Besides gaining computing time, it considerably 

reduces the requirements for additional storage 

space relative to the linear case. The extra stor

age requirement is confined to the matrices S, 

(oDr/o0)* and (oD~/o0)*. Wit.h respect to the 

latter two it is only necessary to reserve space 

for one of their respective columns. 

Now consider the case where both *1 and *2 denote 

multiplication, i.e. (4.11a'). If the matrices V, 
VI and S are used instead of V, W and S the only 

change with respect to (4.32) and (4.33) is that 

the former should be multiplied by -l. This very 

nice propert y is due to the above mentioned fact 

that, with regards to the last two terms of 

oL*/o0, only the diagonal elements of the involved 

row-vectorized matrices are essential. 

For similar reasons, when calculating (4.11a") the 

first term of (4.32) will, af ter appropriate sub

stitutions, get a negative sign. 
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l A common characteristic feature of all systems 
of share equations like (1.3) is that their resi
dual variance - covariance matrices are singular. 
As that problem has been dealt with elsewhere, see 
e.g. Barten (1969), i t will not. be taken up in 
this paper. In other words, I: in (1.2) is assumed 
to have full rank. 

2 These methods di ffer from t:he Newton-Raphson pro
cedures in that they do not require analytical 
second order derivatives, and hence are much sim
pler -to use. A.lso, unlike Newton-Raphsonthey have 
been found to work well even if the initial values 
are far from the optimum. See e.g. Fletcher and 
Powell (1963) and Fletcher (1970). 

The advantages of using quasi-Newton algorithms 
instead of numerically approximating both first 
and second order derivatives are shortly discussed 
in the beginning of section 4.2. 

3 The use of the indices "c" and "r" is due to 
c Pollock. Of ten vec X is used instead of X . There 

is no counterpart to Xr , however, which makes 
Pollock I S notation preferable. 

4 The name commutation matrix and the denotation 
K were introduced by Hagnus and Neudecker. The 
sKWte matrix was defined in Pollock who called i t 
the tensor commutator and denoted i t by an encirc
led T. The former notation is used here because it 
is simpler and shows the dimension of the matrix. 

5 lt may be noted that (3.1) differs from conven
tional practice which arrays the partial deri va
tives in an (n,m) matrix. (See e.g. Neudecker 
(1969).) 

6 Differentiate {ZZ-l)c according to (3.9) 

TheI resul t mus1: be equal to the zero matrix 
ZZ- = l. Rearranging and applying (2.7) 
(3.10). 

since 
gives 
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7 This result comes from the identity 

-l -l. 
Z = Izl ad] Z 

which can be equivalently expressed as 

Ilzl = (adj Z)Z. 

Differentiation gives 

I ~ adj Z 

Rewri ting adj Z according t.O "the basic identi ty 
and noting that (3.3) is applicable gives (3.11). 

8 ef. Goldfeld and Quandt (1972, pp.233-234). 

9Var (0) = -T-lplim (0(OL*/00t~) 
00 

Only asymptotic properties of the estimated stan
dard errors are known. It seems likely, however, 
that better approximations of the second order 
deri vates should in general resul t in more accu
rate estimates of the variances. That is the argu
ment underlying the s"tatement in the text. 

Belsley (1980) concludes that 
duced by quasi-Newton methods 
"the analytic values, even in 
nonlinearities. 

the Hessians pro
are very close to 

the case of strong 

In general it is difficult to approximate the 
analytic Hessian equally weil when the gradient is 
numerically calculated. In this case the estimated 
standard errors are also sometimes sensitive to 
the scaling of the function value L*. 
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