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1 Introduction

In many classical areas of market failure, there has been a paradigm shift

away from heavy-handed regulation toward policies that decentralize the

decision of how to comply with a given regulatory objective. Preeminent

examples are the privatization of state-owned natural monopolies and the

liberalization of formerly monopolistic markets. Similarly, market-based

instruments have gained momentum in the regulation of external effects.

In pollution control, for example, the traditional quota-based approach has

been increasingly replaced by markets where polluters can trade the right

to pollute among each other. This approach, known as ‘cap-and-trade’ or

‘emissions trading’, is cost effective because market forces equalize marginal

abatement costs across polluters.

Within the span of just two decades, emissions trading has evolved from

an idea contemplated in academic circles to a widely implemented policy

instrument.1 Since the 1980s, emissions trading systems for conventional

pollutants have been implemented on an ever growing scale. The culmi-

nation of this remarkable development was reached in 2005 when the Eu-

ropean Union (EU) launched the first mandatory carbon trading scheme

in history.2 The EU Emissions Trading Scheme (EU ETS) covers more

than 2 billion tons of CO2 in 31 countries, making it the most significant

market-based instrument of climate policy implemented to date, the first

trans-boundary cap-and-trade system, and the world’s largest carbon pric-

ing experiment per se. Although the EU ETS is a prime candidate for

evaluating the effectiveness and economic consequences of cap-and-trade

in the real world, a recent literature survey concludes that causal evidence

on these issues is still very scant, owing to the recency of the policy and a

lack of suitable emissions data (Martin, Muûls and Wagner, 2013).3

This paper seeks to fill this gap. Using administrative panel data for

1The idea behind emissions trading has also been applied successfully to renewable
resource management, establishing individually transferable quotas (ITQs) for fisheries.

2The 1997 Kyoto Protocol to the UN Framework Convention on Climate Change
stipulated worldwide trading of carbon emissions between governments, which came
into force in 2008.

3Much of the early academic research on the EU ETS is concerned with ex-ante
impact assessments and based on CGE modeling or “theory with numbers” (e.g. De-
mailly and Quirion, 2008, 2006). Interim empirical assessments are based on surveys or
interviews (e.g. McKinsey and Ecofys, 2006a,b; Kenber, Haugen and Cobb, 2009).
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the universe of German manufacturing plants with at least 20 employees

(approximately 50,000 per year), we estimate the causal impact of the EU

ETS by combining a differences-in-differences approach with semiparamet-

ric matching techniques. The dataset is highly representative and covers a

wide range of plant characteristics that we use as outcome variables and

for matching. Its particular strength, for the purposes of this analysis, is

the extraordinarily detailed information on energy consumption, which al-

lows for very precise calculations of carbon emissions. The window of our

analysis covers phase I of the EU ETS, which ran from 2005 until 2007 and

the first three years of phase II up until 2010.

Our study focuses on Germany, Europe’s largest economy and also its

largest emitter. More than 1,900 of all EU ETS installations are based in

Germany, accounting for approximately one fifth of total regulated CO2

emissions. The strong orientation of the German manufacturing sector

toward export markets makes Germany a particularly interesting case for

investigating the validity of widespread concerns that unilateral regulation

of European firms leads to a loss of competitiveness in international product

markets.

Our results indicate that the EU ETS did not reduce emissions in sig-

nificant ways during its first phase, but it caused participating firms to sub-

stantially reduce their carbon emissions relative to untreated firms during

phase II. This abatement was achieved through a reduction in the carbon

intensity rather than through a reduced scale of production. While phase I

saw some substitution of low-carbon for high-carbon fuels at treated firms,

in phase II treated firms drastically reduced their use of all primary en-

ergy while maintaining constant their level of electricity consumption. We

attribute this outcome to firms curbing onsite generation of heat as the

pre-dominant way of reducing compliance costs. Qualitative evidence from

telephone interviews with managers suggests that regulated firms optimized

their use of process heat. In contrast, we find no evidence of major tech-

nological upgrades that would explain the reduction of carbon intensity.

We examine the competitiveness issue by estimating the impact of the

EU ETS on employment, turnover, and exports of participating firms.

Based on these estimates, we can reject the hypothesis that the EU ETS

reduced turnover or exports. The impact on employment is insignificant in
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statistical and economic terms.

Our study is timely and contributes to the literature in several ways.

The principal contribution is to provide robust evidence concerning the

causal impact of world’s largest emissions trading scheme on the manufac-

turing sector. This evidence not only is relevant for the policy debate in

Europe but also informs policymakers in other parts of the world who are

considering the adoption of regulatory instruments to curb carbon emis-

sions. For instance, the EU ETS has served as a blueprint for similar poli-

cies in Australia, California, New Zealand, South Korea and other places

where initiatives to establish carbon trading can be found at different stages

of planning and implementation. From a broader perspective, the drive

for more efficient regulation of market failures mentioned at the outset

has made the need for empirical evaluation of regulatory instruments very

salient. In this vein, our study adds to a broader literature on market-based

regulation and, in particular, to a nascent empirical literature on cap-and-

trade. While the bulk of this literature focuses on emissions trading among

electricity producers (e.g. Ellerman et al., 2000), researchers have only

just started to study cap-and-trade programs in the manufacturing sector

(e.g. Fowlie, Holland and Mansur, 2012).

The remainder of the paper is structured as follows. The next section

describes the institutional details of the EU ETS, to the extent that they

are relevant for the subsequent analysis, and reviews the related literature.

Section 3 explains our research design and Section 4 describes the principle

dataset. Section 5 presents our main results along with numerous robust-

ness checks. Section 6 explores several channels of emission reductions.

Section 7 concludes.

2 Institutional background: The EU ETS

2.1 Scope

The EU ETS is implemented as a classical cap-and-trade system for CO2

emissions. Participating firms receive emission permits – called EU Al-

lowance Units (EUA) – that are fully tradable across firms in all partic-

ipating countries. The EU ETS has been implemented in three phases.
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Phase I ran from 2005 to 2007 and served mainly as a trial phase to test

the functioning of the system. Phase II coincided with the first commit-

ment period of the Kyoto Protocol – 2008 to 2012 – which stipulated an 8%

reduction in GHG emissions compared to 1990 as the EU’s Kyoto commit-

ment under the burden sharing agreement. The current third phase of the

EU-ETS will run until 2020. Independently of international efforts to curb

greenhouse gas emissions beyond the EU, the ETS is the centerpiece of the

EU’s unilateral climate policy, which stipulates a 20% reduction of GHG

emissions in 2020 relative to 1990. A comprehensive review of the history

and structure of the EU ETS can be found in Ellerman, Marcantonini and

Zaklan (2014).

According to the Emissions Trading Directive,4 participation in the EU

ETS is mandatory for all combustion installations with a rated thermal in-

put of 20 MW or more. This concerns mostly heat and power generation,

regardless of the industry. In addition, industrial plants are regulated under

the EU ETS if they specialize in certain industrial activities and exceed spe-

cific capacity thresholds. The activities defined in the Emissions Trading

Directive correspond to four industry codes, namely “manufacture of paper

and paper products” (WZ classification code 17), “manufacture of coke and

refined petroleum products” (WZ19), “manufacture of other non-metallic

mineral products” (WZ23, including i.a. manufacture of glass, ceramics,

and cement), and “manufacture of basic metals” (WZ24).5 Henceforth, we

shall refer to these industries as the “process regulated sectors”. Begin-

ning in 2012, emissions from other industries, such as aviation, have been

included in the EU ETS as well.

4Directive 2009/29/EC of the European Parliament and of the Council amending Di-
rective 2003/87/EC so as to improve and extend the greenhouse gas emission allowance
trading scheme of the Community (2009) OJ L 140, 5.6.2009, p. 63–87 (Emissions
Trading Directive).

5Note that the WZ classification system used in German Statistics corresponds to
the ISIC codes (Rev. 4). From 2008 onwards, some activities have been added, e.g.
from the chemical industry. The interested reader is referred to Appendix A.1 for more
details.
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2.2 Related literature

In spite of the geographic, environmental, and financial scope of the EU

ETS, little is known so far about the causal impacts of this policy (Mar-

tin, Muûls and Wagner, 2013). On the one hand, this lack of knowledge

is due to the recency of this regulation; on the other hand, it results from

the difficulty of obtaining representative firm-level data, especially for CO2

emissions. Early assessments by Ellerman and Buchner (2007, 2008); Eller-

man, Convery and de Perthuis (2010); Anderson and Di Maria (2011) thus

rely on more aggregate emissions data available at the sector level, and

estimate counterfactual baseline emissions by extrapolating trends in these

series. These studies find that emissions across all regulated sectors – en-

ergy and industry – declined by approximately 3% in Phase I and during

the first two years of Phase II, relative to estimated business-as-usual emis-

sions. The contribution of the industrial sector to this aggregate figure is

not always clear. Using data for Germany, Ellerman and Feilhauer (2008)

estimate that emissions by EU ETS participants fell by 5 percent, due to

a 6.3 percent in industrial emissions and 4.1 percent emissions abatement

in the power sector. A limitation of these studies is that the use of aggre-

gate data does not support a causal attribution of the calculated emission

reductions to the EU ETS.

Unlike emissions data, balance-sheet data on economic outcomes is

readily available at the firm-level in databases such as AMADEUS (Bu-

reau van Dijk, 1999-2008), including for pre-treatment years. These data

have been used in conjunction with differences-in-differences estimators to

evaluate the impact of the EU ETS on economic performance and com-

petitiveness (Anger and Oberndorfer, 2008; Commins et al., 2011; Chan,

Li and Zhang, 2013). While there is a fair amount of heterogeneity across

studies and outcomes, they do not support the view that the EU ETS had

strong detrimental effects on the economic performance of regulated firms.

In a large-scale survey of manufacturing firms in the EU, Martin et al.

(2013a) find that regulated firms report a higher propensity to downsize

their operations in response to future carbon pricing than non-ETS firms,

but the effect is not large. Veith, Werner and Zimmermann (2009) and

Bushnell, Chong and Mansur (2013) present evidence that stock owners of

6



large EU ETS firms expected them to actually profit from higher permit

prices as they could pass these on to product markets.6

Recent research resorts to matching estimators as a way of credibly

establishing identification of the causal impact of emissions trading on

firm behavior. Fowlie, Holland and Mansur (2012) combine matching and

differences-in-differences to evaluate the impact of the RECLAIM program

on NOx emissions of industrial emitters in Southern California. For the EU

ETS, Abrell, Ndoye and Zachmann (2011) apply nearest-neighbor match-

ing to a large sample of European firms and find that the policy caused a

small but significant decrease in employment of 0.9 percent between 2004

and 2008. Using data on patent applications filed at the European Patent

Office, Calel and Dechezleprêtre (2012) estimate that the EU ETS is re-

sponsible for an additional 188 low-carbon patents, which corresponds to

an increase of approximately 8.1% for ETS firms. Unpublished work by

Wagner et al. (2013) uses plant-level data from the French manufactur-

ing sector to construct matching estimators of the impact of the EU ETS.

These authors find that the EU ETS had no impact in phase I but reduced

both emissions and employment during the first half of the second trading

phase.

3 Research Design

It is useful to distinguish between the direct and indirect effects of the EU

ETS on manufacturing firms. As a rule, conventional power generation in

Europe is subject to cap-and-trade. As the power sector passes the oppor-

tunity cost of emission permits to consumers in the form of higher prices

(Sijm, Neuhoff and Chen, 2006; Zachmann and Von Hirschhausen, 2008;

Fabra and Reguant, 2013), there is an indirect impact on manufacturing

through higher electricity prices. In addition, by establishing a uniform

carbon price, the ETS has a direct impact on those firms participating in

it. The parameter we seek to identify and estimate is the average effect

of the EU ETS on participating firms, over and above any indirect effect

the EU ETS may have had on the entire manufacturing sector. Similar

6In contrast, an event study of the NOx Budget Trading Program by Linn (2010)
shows that cap-and-trade reduced profits of power generators in the US.
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to Fowlie, Holland and Mansur (2012), we resort to a matching approach

that exploits both the longitudinal structure of our dataset and the rich

information on firm characteristics to recover a consistent estimate of the

treatment effect.7

3.1 Difference-in-difference matching estimator

In line with the potential outcome framework, denote by Yi(1) the outcome

at firm i when subject to the ETS and by Yi(0) the outcome when the plant

is not subject to the ETS. Let Di denote the treatment indicator, and

subscripts t′ and t denote pre- and post-treatment periods, respectively. X

is a set of observable covariates. We are interested in the average treatment

effect on the treated (ATT)

αATT = E (Yit(1)− Yit(0)|X, D = 1) . (1)

The fundamental evaluation problem arises because Yit(0) is unobserved

for the treated. The matching approach to solving this problem con-

sists of imputing Yit(0) using outcomes for untreated firms that are ob-

servationally equivalent to the treated firm. The ATT can then be esti-

mated from the sample equivalent of the expression E (Yit(1)|X, D = 1)−
E (Y (0)|X, D = 0), assuming conditional independence between outcomes

and treatment status, (yit′(0), yit′(1)) ⊥ D|X. In view of the participation

thresholds for the EU ETS, this unconfoundedness assumption appears too

demanding in the policy context considered here. However, the ATT can

be identified under a weaker such assumption by bringing in longitudinal

information and focusing on differences-in-differences (DD) of outcomes.

In particular, Heckman, Ichimura and Todd (1997) suggest to estimate the

7In principle, the threshold-based eligibility rules of the EU ETS could be exploited
in a regression discontinuity design (RDD). As shown in Appendix A.1, thresholds are
tied to technical characteristics such as the production capacity of a particular product
in process-regulated industries, and the rated thermal input of combustion facilities.
German law requires firms to submit this information to the regulator when applying
for an operating permit, but only large facilities have to make it public. For instance,
while the participation threshold for combustion installations is 20 MW rated thermal
input, the application procedure is public only for combustion installations with at least
50 MW. In process-regulated sectors, the participation threshold often coincides with
the one for publication. Therefore, RDD is not feasible.
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ATT from the sample analogues of the population moments

Dt,t′(X) = E (Yit(1)− Yit′(0)|X, D = 1)− E (Yit(0)− Yit′(0)|X, D = 0) .

(2)

To implement this, they propose a semiparametric conditional DD match-

ing estimator

α̂ =
1

N1

∑
i∈I1

{
(Yit(1)− Yi0(0))−

∑
k∈I0

WN0,N1(i, k) · (Ykt(0)− Yk0(0))

}
(3)

where I1 is the set of N1 ETS participants and I0 is the set of N0 non-

participants. The weight WN0,N1(i, k) with
∑

k∈I0 WN0,N1(i, k) = 1 deter-

mines how strongly the counterfactual observation k contributes to the

estimated treatment effect. A control plant is weighted more strongly the

more similar – in covariate space – it is to the treated facility. The specific

weighting function is determined by the matching algorithm.8

To pair treated and control firms, we specify weights WN0,N1(i, k) that

combine nearest neighbor (NN) matching algorithms and propensity score

matching (cf. Rosenbaum and Rubin, 1983). The propensity score, de-

noted pi, predicts a firm’s probability of participating in the EU ETS,

P (X) ≡ Pr(D = 1|X), for given observable characteristics X. We esti-

mate the propensity score in a probit regression of a firm’s treatment status

on a vector of firm characteristics x. Under one-to-one NN matching, the

outcome of a treated firm is compared to the outcome of the non-treated

firm whose propensity score is closest to that of the treated firm. Under

one-to-many NN matching, the counterfactual outcome is a simple average

of the outcomes at all neighboring non-treated firms.

Below we also report the results from an alternative approach to es-

timating the ATT, based on a combination of weighting and regression.

8To be precise, we will estimate an averaged version of this parameter

M(S) =

´
S
E (Y1 − Y0|X, D = 1) dF (X|D = 1)´

S
dF (X|D = 1)

where S is a subset of the support of X given D = 1 (Heckman, Ichimura and Todd,
1997).
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Specifically, we perform OLS on the weighted DD equation

∆yit = constant+ αR
ATTDi + x′itβ + εit (4)

where the propensity score is used to reweight the distribution of treated

and non-treated firms. Contrary to NN matching, weighted outcomes of

all untreated firms are used to construct the counterfactual. While treated

firms enter the regression with a weight of one, the weights for the untreated

firms pk
1−pk

are based on the estimated propensity score and ensure that the

distribution of the control variables is approximately equal for both groups.

Including the covariates x used for estimating the propensity score in (4)

is redundant if the propensity score is estimated consistently. Hence, the

reweighting estimator is double-robust in the sense that it is consistent

if either the propensity score model is correctly specified or the outcome

is linear in the explanatory variables (Hirano and Imbens, 2001; Imbens,

2004; Lunceford and Davidian, 2004; Busso, DiNardo and McCrary, 2013).

3.2 Identifying assumptions

The matching estimators in (3) and (4) identify the ATT under the as-

sumption (Heckman, Ichimura and Todd, 1998)

E (Yit(0)− Yit′(0)|P (X), D = 1) = E (Yit(0)− Yit′(0)|P (X), D = 0) (5)

This is considerably weaker than conditional independence.9 In the given

application, it means that counterfactual trends in outcomes in ETS firms

must not be systematically different from those in the group of matched

control firms. A further identifying assumption is that matching is per-

formed on a common support X ∈ S (P (X)|D = 1) where the distributions

of covariates in the treatment and control groups overlap. Finally, we must

rule out the possibility that the treatment effect spills over from the treated

to the untreated. In the program evaluation literature, this assumption is

referred to as the Stable Unit Treatment Value Assumption (SUTVA). An

9Using experimental data on a job training program for comparison, Heckman,
Ichimura and Todd (1997) test different variants of the unconfoundedness assumptions.
While assumption (5) cannot be rejected, stronger assumptions are indeed rejected by
the data.
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immediate concern in this regard is with spillovers between treated and un-

treated plants within the firm. To circumvent this problem, we conduct the

analysis at the firm level, thereby internalizing such spillovers.10 If firms

used to construct the counterfactual are affected by the treatment, their

post-treatment outcomes, and thus also the estimated treatment effect, will

be biased.

While the common support assumption is directly testable, unfound-

edness and SUTVA are not. We will evaluate the plausibility of these

assumptions in Section (5.2) below.

4 Data

4.1 Data sources

Our principal dataset is the “AFiD-Betriebspanel” from Germany, which is

available to approved researchers at the Research Data Centres maintained

by the German Federal Statistical Office and the statistical offices of the

German Länder. The AFiD panel currently comprises annual data from

1995 until 2010 on the universe of German manufacturing plants with more

than 20 employees.11 The dataset covers approximately 50,000 plants per

year and contains information on a wide range of economic variables such

as employment, gross output, investment, and exports. These data are

collected as part of the monthly production surveys administered by the

German statistical office.

Energy use is a central aspect of this study. For the first half of the

panel (1995-2002), this information is available for the main fuel types, i.e.,

coal, gas, electricity and oil. From 2003 onwards, the information comes

from a separate but also mandatory survey covering energy consumption

for more than 15 different fuel types, electricity generation on site and

electricity trading (see Petrick, Rehdanz and Wagner, 2011, for details).

This information allows us to calculate plant-level carbon emissions and

10Aggregating plants to the firm level also circumvents the problem that prices in
intra-firm trade might differ from market prices.

11Smaller plants are included as well if they belong to a firm with at least 20 employees.
From 2007 onwards, the cutoff is 50 employees. The earliest period used in this paper
is 1998.
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carbon intensity of production with unprecedented accuracy.

The list of treated plants is available from the CITL, the official registry

of the EU ETS. We use a combination of trade registry numbers, VAT num-

bers and Bureau von Dijk identifiers to match information on EU ETS par-

ticipation to firm identifiers in the AFiD panel.12 Starting with a complete

list of German trading account holders, we first drop hospitals, universities,

and other accounts that are clearly not part of the manufacturing sector.

Of the remaining 1,879 facilities, 1,658 (88%) were successfully matched to

AFiD firms. The other 221 account holders could not be matched to any

entry in the official firm register at the Statistical Offices. Most likely, this

is because small plants are not sampled in the AFiD panel, or because the

account holder is not a manufacturing firm. Given these circumstances,

the effective matching rate is likely to be considerably higher than 88%.

4.2 Descriptive statistics

Because we analyze the firm-level impact of the EU ETS, we aggregate all

plant-level variables on economic performance and energy mix up to the

firm level. Table 1 summarizes the firm characteristics that are central to

our analysis, for both the full sample and by treatment status for the year

2003, i.e., the last pre-treatment year. We report statistics on the non-ETS

participants for the subsample that is used for matching below, here chosen

by one-to-one NN matching. To guard against outliers, we cut off 1% of

all observations at the top and bottom of the outcome distribution.

Upon comparing panels A and B, notice that approximately 1 percent

of our full sample consists of ETS participants. ETS participants are con-

siderably larger, more prone to export, and better paying throughout the

distribution of firms, as well as more heterogeneous than the full sample

of firms. This highlights the extent of selection on observable firm charac-

teristics. Because we cannot report arithmetic means by treatment group

due to the privacy restrictions imposed by the data provider, panel A of

Table 2 reports the results of a test of equality of means in pre-treatment

levels of ETS participants and non participants. To construct a meaningful

12The matching could not be done at the plant level as there is no concordance table
between AFiD plant identifiers and the available identifiers in the CITL. Confidentiality
rules prevented us from matching on installation names.
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Table 1: Summary statistics for outcome variables and covariates in 2003

(1) (2) (3) (4) (5) (6)
Variable Mean Std. Dev. p10 p50 p90 N

A. Full sample (mid-98%)

CO2 emissions from energy (t) 1,912 5,618 35 314 4,098 40,834
CO2 intensity (g/e 1000) 108,581 143,612 8,250 62,793 248,907 40,709
Employees 104 158 22 49 233 40,325
Gross output (e 1000) 17,597 38,223 1,435 5,299 40,580 40,204
Exports (e 1000) 4,978 15,776 0 198 11,542 40,947
Export share of output 0.16 0.22 0.00 0.04 0.53 40,931
Average wage rate (e ) 28,649 9,681 15,998 28,458 41,213 40,409

B. ETS participants

CO2 emissions from energy (t) . 795,888 6,146 51,716 457,851 408
CO2 intensity (g/e 1000) . 1,449,921 84,392 670,420 2,604,891 413
Employees . 11,370 52 388 4,103 433
Gross output (e 1000) . 4,191,998 6,748 95,703 1,125,042 430
Exports (e 1000) . 2,853,722 324 28,064 647,477 369
Export share of output . 0.27 0.00 0.29 0.70 408
Average wage rate (e ) . 9,393 26,729 37,214 48,408 408

C. Non-ETS participants (matched sample)

CO2 emissions from energy (t) . 372,759 510 12,047 891,534 278
CO2 intensity (g/e 1000) . 1,786,216 37,991 155,349 1,769,886 283
Employees . 1,994 42 208 4,384 296
Gross output (e 1000) . 759,593 5,728 64,809 825,606 293
Exports (e 1000) . 323,759 936 21,537 802,049 248
Export share of output . 0.25 0.00 0.28 0.64 278
Average wage rate (e ) . 9,283 25,767 39,210 49,010 278

Notes: CO2 intensity in terms of gross output (g/e 1000). Means for matched sample cannot be obtained for rea-

sons of data privacy.

Source: Research Data Centres of the Federal Statistical Office and the Statistical Offices of the Länder (2012):

AFiD-Panel Industriebetriebe, 2005-2010, own calculations.
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Table 2: Pre-treatment outcomes in the matched sample

Null hypothesis: Equality of pre-treatment outcomes

A. Levels B. Trends
Number of Number of

Variable p-value treated controls p-value treated controls

CO2 emissions 0.0911 408 278 0.0505 405 .
CO2 intensity 0.0197 413 283 0.2025 409 .
Gross output 0.0054 430 293 0.3141 428 .
Employees 0.0051 433 296 0.6177 431 .
Exports 0.0073 369 248 0.1047 336 .
Export share 0.1634 408 278 0.2483 406 .
Average wage rate 0.0086 408 278 0.0603 285 .

Notes: Number of control firms for matched sample are not reported for confidentiality reasons.

Source: Research Data Centres of the Federal Statistical Office and the Statistical Offices of the

Länder (2012): AFiD-Panel Industriebetriebe, 2005-2010, own calculations.

comparison group for the ETS participants, we select a limited number of

non-ETS participants by means of semi-parametric matching, see below for

details. Descriptive statistics for these are reported in Panel C of Table 1.

The systematic differences between ETS firms and non-ETS firms vanish

after matching, compared to the diffences to the full sample. Notice that

the 1st decile is smaller for the non-ETS participants compared to ETS par-

ticipants in most cases, just as the 9th decile is usually larger. This suggests

that the support of the distribution of ETS participants is overlapped by

the distribution of non-ETS participants for most variables.13 Apart from

equality of pre-treatment levels across groups, we test for equality of pre-

treatment trends in panel B of Table 2, based on logged differences between

2002 and 2003. This sheds some light on the extent to which the common

trends assumption underlying a DID estimator is substantiated by the data.

Equality of pre-treatment trends is not rejected for the matched sample,

with p-values above 5 percent for all outcome variables. We report detailed

figures on pre-treatment trends in Figure C.1 of the Appendix. Moreover,

in Section 5.2 below, we explore the robustness of our preferred specifi-

cation to alternative ways of controlling for differences in pre-treatment

trends in outcome variables.

13We refrain from reporting more extreme percentiles because of confidentiality re-
strictions.
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4.3 Matching

We use propensity score matching techniques to construct counterfactuals

for each treated firm. We estimate the propensity score using a probit

regression of treatment status on a rich set of observable pre-treatment

characteristics, including CO2 emissions, gross output, export share of out-

put, number of employees, and the average wage rate, as well as the squares

of all of these variables. We also include dummies that control for the two-

digit industry (WZ classification) and for the state (Bundesland) wherein

the firm is located. The results are reported in Table C.1 in the Appendix.

As mentioned above, participation rules under the EU ETS follow two

basic principles. On the one hand, certain industrial processes are regu-

lated directly, with process-specific capacity thresholds determining partici-

pation.14 On the other hand, combustion installations with a rated thermal

input of 20 MW or more are subject to emissions trading, regardless of the

industry. On account of the difference in treatment assignment between

these two groups, we partition the sample in process-regulated industries

vs. all other industries, and require sharp overlay of NN matches with

respect to these strata. While treated firms are more abundant in process

regulated industries than in all other industries (260 compared to 188), the

total number of firms is considerably larger in the other stratum (24,947

compared to 2,486).

To find suitable matches for the treated firms among the untreated

firms, we perform NN matching based on the predicted propensity scores.15

Our preferred estimates are based on one-to-one NN matching, i.e. we

match to each treated firm the untreated firm with the minimal distance

in the propensity scores. For robustness, we also present estimates based

on one-to-twenty NN matching where a synthetic counterfactual for each

treated firm is constructed as the mean outcome calculated among the

twenty untreated firms with the most similar propensity score. Oversam-

pling control firms is known to reduce the variance of the estimate, though

potentially at the cost of a higher bias. The reweighted OLS estimator de-

14For more information on process regulated industries, see Section 2 above and Sec-
tion A.1 of the appendix.

15We use NN matching with replacement, i.e. each firm in the control group can be
used more than once as a match.
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scribed in (4) uses the complete set of non-treated firms with a weighting

scheme that is based on the same covariates as the propensity score.

In Section 5.2 below, we demonstrate that our main results are robust to

a series of alternative choices for the set of conditioning variables, the base

year for matching, the level of stratification, and the matching algorithm.

5 Results

5.1 Main Results

The principal objective of the EU ETS is to reduce carbon dioxide emis-

sions in Europe. Estimating the average treatment effect of the EU ETS

on emissions of treated firms tells us how successful the policy has been

at curbing CO2 emissions in the German manufacturing sector. Table 3

displays the ATT estimates for CO2 emissions. Columns (1) and (2) report

coefficients estimated with one-to-one and one-to-twenty nearest-neighbor

matching, respectively. Column (3) reports the coefficient estimated using

the reweighted OLS estimator from (4). Columns (4) and (5) report num-

bers of treated and control observations for nearest neighbor matching.16

Panel A reports the log change in CO2 emissions that can be causally

attributed to participation in the EU ETS, whereas panel B reports the

causal effect in terms of the log change in the carbon intensity of output.

The estimates are reported separately for phase I (2005-2007) and the first

half of phase II (2008-2010).

A clear pattern emerges from panel A. The point estimates for the first

trading phase are positive, very close to zero and lack statistical signifi-

cance. We thus cannot reject the Null hypothesis that treated firms con-

ducted no abatement in the first phase. In contrast, we see strong evidence

that phase II of the EU ETS caused treated firms to reduce their emissions

by a substantial margin, in the order of 25 to 28 percentage points more

than non-treated firms. This finding is statistically significant at the 5%

level and robust across specifications.

The impact on carbon intensity, reported in Panel B, closely mimics

16Note that the double-robust reweighting estimator (OLS w/R) covers more firms
because control firms outside the region of common support are included as well.
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Table 3: Impact on CO2 emissions

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. CO2 emissions: ∆ ln(CO2)

Phase I 0.00 0.02 0.03 452 27,710
(0.03) (0.02) (0.03)

Phase II -0.28** -0.25** -0.26** 408 23,908
(0.05) (0.03) (0.03)

B. CO2 intensity of gross output: ∆ ln(CO2

GO )

Phase I 0.04 0.03 0.05* 451 27,637
(0.05) (0.03) (0.03)

Phase II -0.18** -0.20** -0.30** 412 23,742
(0.05) (0.04) (0.03)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20

neighbors, respectively. OLS w/R denotes the reweighted OLS estimator. Standard

errors in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Source: Research Data Cen-

tres of the Federal Statistical Office and the Statistical Offices of the Länder (2012):

AFiD-Panel Industriebetriebe, 1998-2010, own calculations.

the overall effect on emissions. Carbon intensity remains almost unchanged

throughout phase I, although the point estimates are somewhat larger than

for emissions and the reweighting estimator actually yields an increase by

5 percentage points at the 10 percent significance level. However, in phase

II, carbon intensity fell between 18 and 30 percentage points faster at EU

ETS firms than at the control firms, and again this effect is statistically sig-

nificant at the 5 percent level. This result suggests that firms responded to

the introduction of the EU ETS mainly by adjusting intensity, not scale.17

We investigate this further by examining changes in output and em-

ployment. Panel A of Table 4 reports the average treatment effects of the

EU ETS on employment. The point estimates for employment range from

-0.02 to 0.01 log points. None of the coefficient estimates is statistically

significant at the 5% level.18 Hence our results do not support fears that

putting a price on carbon comes at the expense of domestic job destruction.

17Further results reported in Table C.5 in the appendix show that both process-
regulated and all other EU ETS firms reduced their carbon emissions. The response is
slightly stronger in the former.

18The phase-I coefficients for employment in columns 2 and 3 are -0.166 and -0.019
with standard errors 0.013 and 0.013, respectively.
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Table 4: Impact on employment, revenue and exports

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. Employees (∆ lnL)

Phase I 0.00 -0.02 -0.02 454 28,396
(0.02) (0.01) (0.01)

Phase II 0.03 0.01 0.01 433 24,237
(0.02) (0.01) (0.01)

B. Gross output (∆ lnGO)

Phase I 0.01 0.01 0.01 449 28,465
(0.03) (0.02) (0.02)

Phase II 0.07*** 0.05*** 0.04** 430 24,240
(0.03) (0.02) (0.02)

C. Exports: ∆ ln(X)

Phase I 0.06 0.10** 0.11*** 371 17,864
(0.06) (0.04) (0.04)

Phase II 0.18*** 0.09** 0.07* 348 15,463
(0.06) (0.04) (0.04)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20

neighbors, respectively. OLS w/R denotes the reweighted OLS estimator. ∗∗∗ p < 0.01,
∗∗ p < 0.05, ∗ p < 0.1.

Source: Research Data Centres of the Federal Statistical Office and the Statistical Of-

fices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-2010, own calculations.
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The estimated impact of the EU ETS on gross output, reported in Panel

B of Table 4, is small and insignificant in phase I. In phase II, however,

we estimate that the EU ETS increased gross output at regulated firms

by a statistically significant amount of between 4 and 7 percent. We thus

reject the hypothesis that the EU ETS caused firms to reduce the scale

of production. The positive effect on gross output is consistent with both

firms producing more and charging higher prices. Unfortunately, we cannot

distinguish further between these two responses for lack of a measure of

physical output.

If firms did in fact increase prices to recoup the costs of carbon trad-

ing, this means that their competitiveness is not jeopardized at least in

the domestic product market. The concern with unilateral regulations is,

however, that regulated firms lose competitiveness in international markets

where they compete with unregulated firms from overseas. To shed light

on this, we estimate the ATT of the EU ETS on total exports, reported in

panel C of Table 4. The point estimates range from 0.06 to 0.11 for phase

I and from 0.07 to 0.18 for phase II. The precision of these estimates varies

across specifications, with only four out of six being statistically significant

at the 5 percent level or better. In these cases, we can reject the hypothesis

that the EU ETS caused regulated firms to reduce their overall exports.

Again, it is not clear whether the increase in exports reflects an increase in

the volume of shipments or a price increase, or both.19

5.2 Robustness checks

The results reported above show that the point estimates are quite robust to

increasing the number of control firms in NN matching algorithms from one

to twenty, as well as to using a linear regression approach with reweighting.

Nonetheless, consistent estimation of the ATTs above is predicated on a

number of identifying assumptions. This section provides further evidence

that our results are robust to a number of challenges to the identifying

assumptions.

19Table C.7 in the appendix reports the ATT estimates for the share of exports in
gross output. The point estimates in panel A range from 0.03 to 0.07 and the Null
hypothesis of no impact on the export share is rejected only once. Robustness checks
reported in panel B and C yield similar findings.
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Figure 1: NN (1:1) estimates when matching on pre-treatment trends

Notes: Error bars represent the 95 % confidence interval. Source: Research Data Centres of the Federal

Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-

2010, own calculations.

Unconfoundedness

Unconfoundedness – i.e., the assumption in (5) that the counterfactual

trend in the outcome variable is not systematically different between treat-

ment and control groups – is not directly testable, so we assess its credibility

from a number of different angles. We start by examining the pre-treatment

trends across treatment groups. Because unconfoundedness assumes paral-

lel trends in the counterfactual scenario, it is more credible if these trends

are parallel already in the years prior to the intervention. Figure C.1 in the

appendix plots the trends for the outcome variables by treatment status,

showing in fact parallel trends prior to treatment. Moreover, panel B of

Table 2 shows that a formal test of equality of pre-treatment trends does

not reject at the 5 percent level.

Next, we investigate how robust the estimated ATTs are to directly

controlling for pre-treatment trends. To this end, we re-estimate the ATTs

after matching treated and control firms based on pre-treatment changes

(not levels) in the respective outcome variable. Figure 1 shows three sets of
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Figure 2: NN (1:1) estimates with exact matching on 2-digit industry code

Notes: Error bars represent the 95 % confidence interval. Source: Research Data Centres of the Federal

Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-

2010, own calculations.

alternative ATTs – obtained in the preferred NN(1:1) specification – next

to the baseline specification which matches on the outcome variables in lev-

els. The first alternative specification does not match on lagged outcome

variables at all, the second one matches on the 2002-2003 change in the

outcome variable, and the last one matches on the average change in the

outcome variable between the years 2000 and 2003. The resulting point

estimates and confidence bands for carbon emissions and intensity are very

close to those obtained in the baseline specification. The point estimates

of the impact on exports in phase II remain positive, but are no longer sta-

tistically significant under the alternative matching strategies. The impact

on gross output remains positive and statistically significant except for the

case where no pre-treatment output variable is included in the matching

algorithm.

As a further check of unconfoundedness, we re-estimate all ATTs af-

ter imposing exact matching on firms’ two-digit sector. This addresses

the worry that differential post-treatment shocks across sectors could be

confounding the treatment estimates. As shown in Figure 2, the results

are very similar to the baseline specification, the only qualitative differ-

ence being that the estimate for gross output, though still positive, is not

21



Figure 3: NN (1:1) estimates with matching in non-contiguous states

Notes: Error bars represent the 95 % confidence interval. Source: Research Data Centres of the Federal

Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-

2010, own calculations.

statistically significant in phase II. Recall that the baseline specification

imposes exact matching only within two strata (process-regulated sectors

vs. all other sectors) and includes two-digit sector dummies in the propen-

sity score estimation. Defining strata at the two-digit sector level rules out

matching of, e.g., a treated steel plant with an untreated paper mill, even

if both are alike in terms of emissions, revenue, number of employees and

the average wage. Instead, the control firm is taken from within the iron

and steel sector, even though its characteristics – size, in particular – might

differ more than those of the control firm. The robustness of the results to

these choices suggests that the trade-off is small.20

20Fowlie, Holland and Mansur (2012) combine stratification by industry with nearest-
neighbor matching on a single covariate. We explore this using 2-digit sector and carbon
emissions per employee as the matching covariates, as in Wagner et al. (2013). The
results, reported in Table C.4 of the appendix, are qualitatively similar to the baseline
specification, although the coefficient estimates are somewhat larger in magnitude.
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Stable Unit Treatment Value Assumption (SUTVA)

As we have noted above, the EU ETS likely affects the entire economy

indirectly though rising electricity prices. We seek to identify the effect the

policy had on firms over and above this indirect effect. Doing so requires

us to rule out the possibility that the direct treatment impact “spills over”

from treated to untreated firms. In the program evaluation literature, this

assumption is referred to as the Stable Unit Treatment Value Assumption

(SUTVA). An immediate concern in this regard arises with spillovers be-

tween treated and untreated plants within the firm. We circumvent this

problem by conducting the analysis at the firm level, which internalizes

such spillovers. Nonetheless, if firms used to construct the counterfactual

are affected by the treatment, their post-treatment outcomes, and thus

the estimated treatment effect as well, will be biased. While the SUTVA is

untestable, Fowlie, Holland and Mansur (2012) propose to generate testable

hypotheses of how violations of SUTVA would manifest. For example, one

such hypothesis would be that the EU ETS caused emissions to shift from

treated firms to nearby untreated firms. If this was the case then we would

obtain larger treatment effects than when using only untreated firms not af-

fected by those spillovers to construct the counterfactual outcomes. Under

the assumption that spillovers are local, we can test this by excluding all

control firms that are in the same state as the treated firm or in one adja-

cent to it. Figure 3 shows that this leads to small – and mostly insignificant

– changes in point estimates. The point estimate for CO2 emissions drops

in magnitude but remains statistically significant, whereas the treatment

effect for gross output becomes statistically insignificant.

Stable covariates

To avoid matching on endogenous covariates, we estimate the propensity

score using covariates from 2003, the year in which the EU Trading Di-

rective was passed. Hence, five years lie between the matching year and

the beginning of phase II. It is possible that the relevant counterfactual

for the treated firms change in this relatively long time period, making the

control group unrepresentative when phase II starts. We investigate this

by re-estimating the ATTs for the second period after matching the treated
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Figure 4: NN (1:1) estimates with matching in different periods

Notes: Error bars represent the 95 % confidence interval. Source: Research Data Centres of the Federal

Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-

2010, own calculations.

and control firms on propensity scores estimated on data from 2006. While

2006 covariates are not exogenous, the bias should be small given that we

do not find large, let alone significant, effects of the treatment in phase I.

At the same time, the sensitivity of the ATTs toward change between the

two matching years gives us an intuition about whether the counterfactual

has changed over time. Figure 4 compares the two sets of treatment ef-

fects. Similarly to previous robustness checks, the ATT for gross output

becomes insignificant, casting another shred of doubt on the robustness of

the positive ATT estimated for gross output. The other results remain

qualitatively unchanged. Quantitatively, the point estimate on the emis-

sions reduction drops by one standard deviation, from -0.28 to -0.23, and

the one on carbon intensity from -0.18 to -0.15 (three fifths of a standard

deviation).

Pre-treatment dynamics

The EU ETS directive was finalized and announced in October 2003. If

the announcement of emissions trading affected firm behavior even before

its implementation in 2005, then 2004 would not be the appropriate base

year for before-and-after comparisons. In fact, the ATT estimates reported
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Table 5: Pre-treatment Effects for the 2000-2004 period

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

CO2 emissions: ∆ ln(CO2)

-0.08 -0.09** -0.09** 356 12,778
(0.07) (0.03) (0.03)

CO2 intensity: ∆ ln(CO2/GO)

-0.17* -0.10** -0.09** 357 12,784
(0.1) (0.03) (0.03)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one

and 20 neighbors, respectively. OLS w/R denotes the reweighted OLS es-

timator. Standard errors in parenthesis. *** p<0.01, ** p<0.05, * p<0.1.

Source: Research Data Centres of the Federal Statistical Office and the Sta-

tistical Offices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-

2010, own calculations.

above would not capture the full treatment effect, and the consistency of

the matching approach would be impaired as firm characteristics in the

year 2003 were no longer exogenous to treatment status. These possible

concerns motivate taking a closer look at pre-treatment dynamics.

One can think of two potential causes for a pre-treatment impact – or

“announcement effect” – of the EU ETS. On the one hand, firms may have

had an incentive to strategically adjust their pre-treatment emissions. That

is, they could have switched technologies to steer clear of the thresholds

that govern participation, or they could have spurred emissions in order

to receive more grandfathered permits in future trading phases.21 On the

other hand, firms may have taken early action, e.g., by investing in projects

that became profitable once the expected payoff from excess emission al-

lowances was taken into account.

We estimate the announcement effect using a placebo treatment for the

pre-treatment difference in outcomes between 2000 and 2004, after match-

ing treated and control firms using covariates from 1999. While we find no

statistically significant treatment effect on employment, gross output and

exports, the point estimates for carbon emissions and carbon intensity are

21The base period for the allocation of free permits for phase I was 2000 to 2002 for
existing installations. Free permit allocation in phase II was based on emissions during
the period 2000-2005.

25



negative and statistically significant at the 5 percent level in some specifica-

tions, see Table 5.22 If we interpret this to mean that the announcement of

the EU ETS decreased emissions, then matching on 2003 emissions in the

main specification compares treated firms with controls that are too clean,

and would bias the estimated impact on emissions towards zero. However,

when we estimate the ATT after matching on 1999 covariates, the impact

estimate for carbon emissions hardly changes (the results are reported in

Table C.3 in the appendix). If anything, the point estimates are smaller

in magnitude, not larger. While there are some differences in magnitude

and significance levels for the other outcome variables, there is no logical

connection to an announcement effect. These differences are more likely

due to the different conditioning strategy and the smaller sample.

The great recession

Trading phase II coincides with the onset of the deepest economic down-

turn in recent history, triggered by the financial crisis in September 2008.

While the recession struck more mildly in Germany than in most other

EU countries, its effects and subsequent recovery are clearly appreciable

in the trajectory of real gross output, plotted in panel (d) of Figure C.1

in the appendix. Clearly, this event poses an additional challenge to our

identification strategy because, even if counterfactual trends are parallel

in “normal” economic conditions, they might not be in a major economic

slump. Again, this issue cannot be tested, so we try to assess it in more

indirect ways.

A visual inspection of the trends by treatment status suggests that

gross output evolved in a parallel fashion even during the recession. To

assess this more rigorously, we use ATT estimates to test for differences

in real gross output growth between 2007 (pre-crisis) and 2010. Matching

firms based on characteristics for the year 2006 ensures that a possible

confounding impact of the EU ETS is limited to later years. This exercise

yields small and statistically insignificant point estimates for gross output

and employment, as shown in Figure 4.23 For there to be a differential

22The results for gross output and employment are reported in Appendix Table C.2.
23The point estimates are 0.03 for gross output and 0.01 for employment. None of

them is statistically significant at the 5 percent level in any of the three specifications.
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effect of the recession, it must be the case that the impacts of the recession

and of the EU ETS cancel out.

Finally, we look at macroeconomic fluctuations that occurred when

treatment was imminent, such as the economic fallout of the 9/11 terrorist

attacks and the dotcom recession, for evidence of a differential effect of re-

cessions on the treatment group. We implement this by estimating placebo

ATTs for employment and gross output separately for the treatment pe-

riods 2001-2002 and 2001-2004, after matching on 1999 covariates. The

results are reported in Table C.2 of the appendix and show no statistically

significant differences across treatment groups. While this is reassuring, it

is evident that the magnitude of these downturns was much smaller than

the 2008/09 recession.

Overall, we conclude that our findings for CO2 emissions, carbon in-

tensity and employment are robust to a host changes to the specification

and in the identifying assumptions. While the statistical significance of the

positive impact for gross output and exports is not robust to these changes,

in no case did they give rise to a negative and significant impact estimate.

6 How did treated firms reduce carbon emis-

sions?

A robust finding established in the previous section is that the EU ETS

caused firms to substantially cut back on CO2 emissions in phase II. Fur-

ther, this cutback was achieved through a reduction in the carbon intensity

rather than the scale of production. In this section we draw on additional

data from various sources to shed more light on how treated firms reduced

the carbon footprint of production. From a conceptual point of view, firms

can achieve this by reducing the carbon intensity for a given level of en-

ergy consumption – for example by switching from high-carbon fuels to

low-carbon fuels – or by using energy more efficiently for a given energy

mix.
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6.1 Fuel switching

We look for evidence of fuel switching by estimating the causal impact

of the EU ETS separately for the consumption of electricity, primary en-

ergy as well as for the most common non-electricity fuels, natural gas and

petroleum products. We start by looking at the absolute response, sum-

marized in Table 6. Panel A shows that ATT estimates for electricity

consumption are between -0.03 and -0.04 in phase II, but only the OLS

reweighting estimate is also statistically significant. In contrast, the esti-

mated ATTs for non-electricity fuels, reported in Panel B, are highly sta-

tistically significant, with an increase of between 0.11 and 0.16 log points in

phase I and a subsequent decrease by 0.81 to 0.87 log points in phase II. As

Panels C and D show, this decrease is explained by the strong reductions in

both natural gas and oil consumption, with point estimates between -0.21

to -0.33 for the former and between -0.45 and -0.56 for the latter. More-

over, the number of firms consuming natural gas and petroleum products

falls by a larger proportion among treated than among untreated firms,

as is evident from the last two columns. The point estimates for phase I

suggest that some firms engaged in substitution of natural gas for oil, but

this effect is not statistically significant in our preferred specification, and

– as we already know – did not result in a significant reduction of overall

carbon emissions.

Table 7 summarizes the impact of the EU ETS on the fuel shares in

overall energy consumption. These results confirm the relative increase of

electricity in the fuel mix by 0.26 to 0.28 in phase II, due to the drastic

reduction of non-electricity fuels. Panels C and D lend additional support

to the conjecture that EU ETS firms substituted to low-carbon fuels like

natural gas in phase I, as suggested by the increased share of natural gas

and the reduced petroleum share. The mostly insignificant point estimates

for these fuel shares in phase II corroborate the previous finding that the

strong reductions in non-electricity fuels are not counterveiled by increases

in electricity use.

Overall, these findings suggest that treated firms pursued different strate-

gies to cope with carbon pricing in the two trading phases. While treated

firms first switched from high- to low-carbon content among non-electricity
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Table 6: Impact on fuel use

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. Electricity consumption: ∆ ln(ELEC)

Phase I 0.01 0.03 0.02 453 27,699
(0.03) (0.02) (0.03)

Phase II -0.04 -0.03 -0.04** 428 23,867
(0.03) (0.02) (0.02)

B. Consumption of all non-electricity fuels: ∆ ln(EPRIMARY )

Phase I 0.16*** 0.13*** 0.11*** 435 24,601
(0.05) (0.04) (0.03)

Phase II -0.81** -0.83** -0.87** 376 21,331
(0.15) (0.11) (0.1)

C. Consumption of natural gas: ∆ ln(GAS)

Phase I 0.01 0.10** 0.11** 412 16,817
(0.07) (0.04) (0.04)

Phase II -0.21** -0.32** -0.33** 217 10,506
(0.11) (0.08) (0.07)

D. Consumption of petroleum products: ∆ ln(OIL)

Phase I -0.05 -0.02 -0.15** 232 8,857
(0.12) (0.08) (0.07)

Phase II -0.56** -0.45** -0.48** 163 7,815
(0.17) (0.11) (0.13)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20

neighbors, respectively. OLS w/R denotes the reweighted OLS estimator. Standard

errors in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Source: Research Data Cen-

tres of the Federal Statistical Office and the Statistical Offices of the Länder (2012):

AFiD-Panel Industriebetriebe, 1998-2010, own calculations.
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fuels, they drastically reduced their use of fossil fuels in phase II. It appears

that carbon pricing in phase II increased the cost of generating heat or

electricity on site beyond economically viable levels for the average treated

firm. Less heat generation on site could mean that treated firms were mak-

ing more efficient use of process heat, or that they shut down or throttled

their on-site power plants. Given that we find no significant impact on elec-

tricity consumption, firms that reduced electricity generation on site did so

in favor of additional procurement from the grid, thereby transferring the

obligation to surrender emission certificates to the electricity provider.24

6.2 Technology upgrades and other emissions reduc-

ing measures

To the extent that the substantial reduction in carbon emissions during

phase II of the EU ETS cannot be attributed to the substitution toward

fuels with a lower emissions intensity, it is likely the result of increased

energy conservation efforts. For instance, the adoption of more efficient

technologies tends to reduce energy use. We test for this possibility by

estimating the impact of the EU ETS on investment and gross investment.

The results, which are reported in Table C.6 in the appendix, show that

the EU ETS had no statistically significant impact on investment in either

of the two trading phases.

While this exhausts the range of abatement options we can test for using

AFiD data, it is far from exhausting firms’ options to abate CO2 emissions.

To shed light on other ways of reducing CO2 emissions, we resort to qualita-

tive data from a broad-based survey of managers at medium-sized European

manufacturing firms. The data were collected by Martin et al. (2013a) using

a bias-reducing, “double-blind” telephone interview method developed by

Bloom and van Reenen (2007). Participating firms were drawn at random

from all mid-sized firms contained in a large commercial database (Bureau

van Dijk, 1999-2008). We use data on 138 German firms that were inter-

viewed between late August and October 2009. Due to oversampling of

EU ETS firms, 95 of the firms participate in the EU ETS. Appendix B

24Remember that we only estimate the direct effect of the EU ETS on firms, over and
above any indirect effect induced via the electricity sector.
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Table 7: Impact on fuel shares in total energy use

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. Electricity share: ∆ ln(ELEC/ENERGY )

Phase I -0.01 -0.02 -0.04* 441 27,716
(0.03) (0.02) (0.02)

Phase II 0.26*** 0.27*** 0.28*** 378 23,863
(0.06) (0.04) (0.03)

B. Share of non-electricity fuels: ∆ ln(EPRIMARY/ENERGY )

Phase I 0.07** 0.08*** 0.08*** 443 24,586
(0.03) (0.02) (0.02)

Phase II -0.40** -0.42** -0.47** 380 21,320

(0.10) (0.08) (0.07)

C. Share of natural gas: ∆ ln(GAS/ENERGY )

Phase I 0.13*** 0.12*** 0.11*** 414 16,810
(0.05) (0.03) (0.04)

Phase II 0.02 -0.14** -0.19** 220 10,509
(0.09) (0.06) (0.05)

D. Share of petroleum products: ∆ ln(OIL/ENERGY )

Phase I -0.18* -0.08 -0.21** 230 9,156
(0.10) (0.08) (0.07)

Phase II 0.06 0.18 0.12 167 7,842
(0.16) (0.12) (0.15)

Note: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20 neigh-

bors, respectively. OLS w/R denotes the reweighted OLS estimator. Standard errors

in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Source: Research Data Centres of

the Federal Statistical Office and the Statistical Offices of the Länder (2012): AFiD-

Panel Industriebetriebe, 1998-2010, own calculations.
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describes aspects of the data collection in more detail.

We focus on interview responses pertaining to measures that were imple-

mented at the production site in order to reduce carbon dioxide emissions.25

Table 8 summarizes these measures. The mean adoption rates reported in

column 1 highlight the role of optimization processes that affect the use

of machinery or heating and cooling for emissions abatement. Improving

the production process or upgrading machinery is the most common such

measure, with an adoption rate of 63 percent, followed by optimized use

of process heat (38 percent) and optimization of the exhaust air system or

district heating system (28 percent). A second tier of measures reduces the

carbon content of generation on site via combined heat and power (CHP)

generation (13 percent) or exploitation of renewable energy sources (14

percent). In addition, numerous measures target the reduction of energy

use through efficiency improvements, e.g., of buildings (18 percent), the

compressed air system (15 percent) or lighting (12 percent), through the

introduction or upgrading of an energy management system (15 percent),

via staff training (12 percent) and external energy audits (8 percent). Only

8 percent of respondents conduct process innovation that leads to emissions

reductions.

We investigate how these measures are associated with participation in

the EU ETS. Column 2 reports the coefficient obtained in probit regres-

sions of adoption on the treatment dummy, conditional on employment

size and controls for interview noise. This reveals that ETS firms are sig-

nificantly more likely to make better use of process heat and to optimize

processes specific to their industry. In contrast, ETS participation is nega-

tively associated with modernizing the lighting system and energy efficient

site extension/insulation/building management.

Furthermore, column 3 summarizes the adoption rates for the one mea-

sure that achieved the largest reduction in carbon emissions.26 This con-

firms once again the importance of optimizing industry-specific processes

and use of process heat for reducing carbon emissions. In fact, the latter

25Managers were asked “Can you tell me what measures you have adopted in order
to reduce GHG emissions (or energy consumption) on this site? Have you bought any
new equipment, or have you changed the way you produce?”

26Managers were asked: “Which one of these measures achieved the largest carbon
saving?”, referring to the measures named in response to the previous question.
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Table 8: Adoption of emissions reducing measures

(1) (2) (3) (4)
All measures adopted Most significant measure

Share of Effect Share of Effect
adopters (%) of ETS adopters (%) of ETS

I. Heating and cooling

1. Optimized use of process heat 37.7∗∗∗ 1.02∗∗∗ 20.5∗∗∗ 1.01∗∗∗

(4.1) (0.31) (3.8) (0.34)
2. Modernization of cooling / 9.4∗∗∗ -0.22 0.9
refrigeration system (2.5) (0.30) (0.9)
3. Optimization of air 4.4∗∗ 0.15 0.9
conditioning system (1.7) (0.42) (0.9)
4. Optimization of exhaust air 27.5∗∗∗ 0.01 9.8∗∗∗ -0.64∗

system / district heating system (3.8) (0.23) (2.8) (0.34)

II. More climate-friendly energy generation on site

1. Installation of CHP plant 13.0∗∗∗ 0.17 6.3∗∗∗ 0.05
(2.9) (0.28) (2.3) (0.34)

2. Biogas feed-in into local 2.9∗∗ 0.20 5.4∗∗

CHP plant or domestic gas grid (1.4) (0.46) (2.1)
3. Switching to natural gas 2.9∗∗ -0.38 0.9

(1.4) (0.44) (0.9)
4. Exploitation of 13.8∗∗∗ -0.17 9.8∗∗∗ 0.08
renewable energy source (2.9) (0.34) (2.8) (0.50)

III. Machinery

1. Modernization of 14.5∗∗∗ 0.07 5.4∗∗ -0.29
compressed air system (3.0) (0.25) (2.1) (0.43)
2. Other industry-specific production 63.0∗∗∗ 0.41∗∗ 23.2∗∗∗ 0.29
process optimization/machine upgrade (4.1) (0.20) (4.0) (0.27)
3. Production process 8.0∗∗∗ 0.13 1.8
innovation (2.3) (0.37) (1.3)

IV. Energy management

1. Introduction of energy 8.0∗∗∗ -0.14 1.8
management system (2.3) (0.30) (1.3)
2. Submetering / upgrade of 7.3∗∗∗ 0.56 0.9
existing energy management system (2.2) (0.42) (0.9)
3. (External) energy audit 7.3∗∗∗ -0.14 -

(2.2) (0.30)
4. Installation of timers 4.4∗∗ -0.89∗∗ -
attached to machinery (1.7) (0.35)
5. Installation of 2.2∗ -0.59 2.7∗ -0.52
heating systems (1.3) (0.51) (1.5) (0.52)

V. Other measures on production site

1. Modernization of 12.3∗∗∗ -0.68∗∗ 1.8
lighting system (2.8) (0.32) (1.3)
2. Energy-efficient site extension/ 18.1∗∗∗ -0.87∗∗∗ 5.4∗∗ -0.76
improved insulation/building management (3.3) (0.23) (2.1) (0.46)
3. Employee awareness campaigns 12.3∗∗∗ -0.29 -
and staff trainings (2.8) (0.28)
4. Non-technical reorganization 2.2∗ -0.13 0.9
of the production process (1.3) (0.41) (0.9)
5. Installation of energy 6.5∗∗∗ 0.10 -
efficient IT system (2.1) (0.40)
6. Improved waste 5.1 ∗∗∗ 0.54 0.9
management / recycling (1.9) (0.45) (0.9)

Notes: Based on telephone interviews with managers of 138 German manufacturing firms, 95 of which were
EU ETS participants in 2009. Columns (1) and (3) report the mean and standard deviation (in parentheses)
of the adoption rate for a given measure. Columns (2) and (4) report the coefficient on EU ETS participation
in a probit regression of adoption, controlling for employment size, interviewer fixed effects, and respondent
characteristics. Standard errors in parentheses are clustered at the 3-digit sector level.
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is the only measure for which we obtain a positive association with ETS

participation that is significant at the 5 percent level (reported in column

4).

Needless to say, these correlations do not necessarily represent causal

relationships. Together with the causal impact estimates from the previ-

ous subsection, however, they provide a consistent answer to the question

posed in the title of this section. To abate CO2 emissions, treated firms

reduced heat rather than electricity consumption through the optimized

use of process heat, particularly improved recovery of waste heat.

7 Conclusion

In this paper we have presented new econometric evidence on the causal

impact for the EU ETS on CO2 emissions and on economic performance in

the manufacturing sector. Drawing on high-quality microdata for German

manufacturing firms, our analysis yields two principal findings.

First, we establish that the EU ETS caused treated firms to reduce

their CO2 emissions by one-fifth relative to non-treated firms, and we go to

considerable lengths to explain how firms managed to abate their carbon

emissions. While it is not difficult to think of reasons why the abatement

occurred entirely in the second trading phase, we leave it as a task for

future research to disentangle competing explanations.27

Our second main result is the failure to reject the hypothesis that the

EU ETS had no negative effect on gross output, employment or exports

over the sample period. This contrasts with claims by industry associations

that a regional carbon trading scheme leads to drastic job losses. It also

casts doubt on the legitimacy of the generous compensation that European

manufacturing industries receive from the EU Commission for presumably

adverse competitiveness effects of the EU ETS (Martin et al., 2013a,b). As

most of German exports go to other EU countries where industry is also

27The marginal incentive to curb emissions was very low during the second half of
phase I because the overall cap was revealed to be not binding, and because banking of
permits for use in later trading phases was prohibited. The marked knock-on effect of
abatement in phase II is consistent with this explanation, inasmuch as overall emissions
target in phase II was tighter and unlimited banking of permits for future use provided
stronger intertemporal abatement incentives.
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subject to the EU ETS, an analysis of exports to non-EU countries should

provide more direct evidence on the issue of international competitiveness.

Because the AFiD dataset does not provide the precise destination of ex-

ports, this is left as a topic for future research.

Our study has focused on Germany, the largest economy in the EU

ETS, its largest emitter, and a leading exporter of manufactured goods in

the world. All of these aspects make Germany a natural starting place for

a comprehensive policy evaluation of the causal impact of the EU ETS,

but future research will not stop here. Collecting and analyzing suitable

microdata across a large set of member states is necessary to obtain a

complete picture of the effects of this landmark policy.
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Appendix (For Online Publication)

A Policy Background

A.1 Activities and thresholds for ETS eligibility

European Commission (2009) covers the following activities (cf. Annex I):1

• Energy activities

– Combustion installations with a rated thermal input exceeding
20 MW (except hazardous or municipal waste installations)

– Mineral oil refineries

– Coke ovens

• Production and processing of ferrous metals

– Metal ore (including sulfide ore) roasting or sintering installa-
tions

– Installations for the production of pig iron or steel (primary or
secondary fusion) including continuous casting, with a capacity
exceeding 2.5 tons per hour

• Mineral industry

– Installations for the production of cement clinker in rotary kilns
with a production capacity exceeding 500 tons per day or lime
in rotary kilns with a production capacity exceeding 50 tons per
day or in other furnaces with a production capacity exceeding
50 tons per day

– Installations for the manufacture of glass including glass fiber
with a melting capacity exceeding 20 tons per day

– Installations for the manufacture of ceramic products by fir-
ing, in particular roofing tiles, bricks, refractory bricks, tiles,
stoneware or porcelain, with a production capacity exceeding 75
tons per day, and/or with a kiln capacity exceeding 4 m3 and
with a setting density per kiln exceeding 300 kg/m3

• Other activities

1Note that the directive covers more activities, we list those relevant for our period
of observation.
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– Industrial plants for the production of (a) pulp from timber or
other fibrous materials

– Industrial plants for the production of (b) paper and board with
a production capacity exceeding 20 tons per day
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B Background on manager interviews

Interviews were carried out by graduate and postgraduate students after
they had been trained. The interviewers were paid according to the number
of interviews conducted, encouraging them to conduct more interviews and
discouraging any firm background research, thus preserving the double-
blind nature of the survey. Interviewers made “cold calls” to production
facilities (not head offices), gave their name and affiliation and then asked
to be put through to the production or environmental manager. In the case
of EU ETS firms, interviewers requested to speak to the person responsible
for the EU ETS. At this stage, the terms “survey” and “research” were
avoided as both are associated with commercial market research and some
switchboard operators have instructions to reject such calls. Instead, the
interviewers told them that they were doing “a piece of work” on climate
change policies and their impact on competitiveness in the business sector
and that they would like to have a conversation with the manager best
informed.

Once the manager was on the phone, the interviewer asked whether s/he
would be willing to have a conversation of approximately 40-45 minutes
about these issues. Depending on the manager’s willingness and availability
to do so, an interview was scheduled. If the manager refused, s/he was
asked to provide the interviewer with another knowledgeable contact at
the firm who might be willing to comment. Managers who agreed to give
an interview were sent an email with a letter in PDF format to confirm the
date and time of the interview and to provide background information and
assure them of confidentiality. A similar letter was sent to managers who
requested additional information before scheduling an interview.

All interviewers worked on computers with an internet connection and
used VOIP software to conduct the interviews. They accessed a central in-
terview database via a custom-built, secure web interface which included a
scheduling tool and the interview application which displayed the questions
along with the scoring grid. The interview screen contained hyperlinks to a
manual with background information on each question. Interviewers scored
answers during the interview. For all interviews, the scheduling history as
well as the exact time and date, duration, identity of interviewer, etc. were
recorded. All interviews were conducted in the language of the interviewee’s
residence.

The interview format follows the design pioneered by Bloom and van
Reenen (2007). This approach seeks to minimize cognitive bias by asking
open-ended questions and by delegating the task of scoring the answers to
the interviewer. In addition, a large sample size and interviewer rotation
is exploited to control for possible bias on the part of the interviewers
by including interviewer fixed effects in regression analyses. For further
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Table B.1: Interview response rates by country

Variable Germany All countries

Number of firms interviewed 138 761
- of which in EU ETS 95 429

- of which not in EU ETS 43 332
Number of firms contacted 337 1451
Number of firms refused 199 691
Response rate 41% 52%

Table B.2: Firm characteristics by ETS participation status

ETS Firms non ETS Firms
Mean Std. Dev. Obs. Mean Std. Dev. Obs.

Firm
Age (years) 47 48 89 49 80 42
Turnover (EUR million) 1,028.15 2,319.12 74 505.81 2,226.71 32
Number of employees 1,749 4,404 85 609 1,477 38
EBIT (EUR million) 35.96 139.97 65 1.82 17.06 18
Number of shareholders 3 6 95 2 1 43
Number of subsidiaries 11 62 95 2 5 43

Firm’s Global Ultimate Owner
Turnover (USD million) 13,844 17,470 25 11,996 20,955 9
Number of employees 24,083 32,157 25 49,104 73,834 8

Notes: Based on 2007 data. None of the respective means for ETS and non ETS firms are
significantly different at the 10% level or better. Source: ORBIS database (Bureau van Dijk),
own elaboration.

details, see Bloom and van Reenen (2010).
Table B.1 provides an overview of the number of interviews and the

response rates broken down by country and by EU ETS participation sta-
tus.2 The last line reports the response rate as the fraction of firms that
were contacted and with whom an interview took place. Table B.2 reports
the further descriptive statistics of the firms surveyed in Germany, taken
from the ORBIS data base.

C Additional Tables and Figures

2All analysts would first conduct interviews in the UK and only then go on to conduct
interviews in another country allowing a common reference, hence the larger number of
interviews for this country. This allows us to control for interviewer bias as discussed
below and also for UK responses to be used as a benchmark.
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Figure C.1: Outcome Trends By Treatment Status

(a) CO2 emissions (b) CO2 intensity of gross output

(c) Employment (d) Real gross output

(e) Total exports

Notes: The figure plots the trends in log outcome variables for treated and non-treated plants. Both

series are normalized to with respect to their 2004 values. The sample consists of treated and control

firms in our NN(1:1) specification which remain in the sample in all years. Source: Research Data

Centres of the Federal Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel

Industriebetriebe, 1998-2010, own calculations.
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Table C.1: Propensity score estimation by stratum

(1) (2) (3) (4)

Phase I Phase II

Process-regulated Other Process-regulated Other
sectors sectors sectors sectors

CO2 emissions 43*** 45*** 56*** 48***
(5) (6) (6) (7)

Employees 699 4567*** 3058*** 3922***
(1731) (891) (1372) (559)

Gross output 7.0 -2.0 -6.0** 0.3
(7.0) (4.0) (3.0) (2.0)

Average wage rate 1045*** 1170*** 903*** 1110***
(221) (216) (249) (230)

Export share of output 1.94*** 1.03** 2.15*** 1.31**
(0.52) (0.48) (0.57) (0.52)

(CO2 emissions)2 -0.004*** -0.020*** -0.006*** -0.010***
(0.001) (0.003) (0.001) (0.002)

(Employees)2 -266*** -72* -314*** -45***
(84) (37) (84) (9)

(Gross output)2 -0.0004 0.0005 0.0001 0.0001
-0.0003 -0.0006 -0.0001 -0.0001

(Average wage rate 2) -9*** -10*** -7** -9***
(3) (3) (3) (3)

(Export share of output)2 -1.39* -0.92 -1.61** -1.01
(0.72) (0.58) (0.8) (0.62)

Sector fixed effects yes yes yes yes
Region fixed effects yes yes yes yes
N 2,893 25,269 2,499 21,817

Note: All covariates in 2003 logs. Parameters for CO2 emissions, employees, gross output, and the average wage

rate are in 10 million, parameters for the corresponding squared terms are in 10 billion. Standard errors in paren-

thesis. *** p<0.01, ** p<0.05, * p<0.1. Source: Research Data Centres of the Federal Statistical Office and the

Statistical Offices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-2010, own calculations.
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Table C.2: Differential impact of pre-treatment fluctuations

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. Gross output: ∆ ln(GO)

2001-2002 -0.03 -0.01 0.00
371 15,362

(0.04) (0.01) (0.01)
2001-2004 0.03 0.03 0.02

352 13,126
(0.06) (0.02) (0.02)

B. Employment: ∆ ln(L)

2001-2002 -0.01 0.00 0.00
372 15,367

(0.03) (0.01) (0.01)
2001-2004 0.01 -0.01 -0.01

352 13,129
(0.04) (0.01) (0.01)

Notes: Matching covariates are from 1999. Number of firms is for nearest neigh-

bor matching. Double-robust reweighting covers more firms because control

firms outside the region of common support are included as well. Standard er-

rors in parenthesis. *** p < 0.01, ** p < 0.05, * p < 0.1. Source: Research

Data Centres of the Federal Statistical Office and the Statistical Offices of the

Länder (2012): AFiD-Panel Industriebetriebe, 1999-2010, own calculations.

Figure C.2: Allowance price over time

Notes: The figure plots historic spot market prices of EU Allowances (EUAs).
Source: Point Carbon (2005-2014), own representation.
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Table C.3: Baseline specification with matching on 1999 covariates

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. CO2 emissions: ∆ ln(CO2)

Phase I 0.00 0.01 0.08***
379 21,418

(0.04) (0.02) (0.03)

Phase II -0.21** -0.22** -0.27**
351 19,071

(0.05) (0.04) (0.04)

B. CO2 intensity of gross output: ∆ ln(CO2/GO)

Phase I -0.03 -0.01 0.06*
379 21,436

(0.04) (0.03) (0.04)

Phase II -0.30** -0.26** -0.33**
354 19,088

(0.05) (0.04) (0.04)

C. Employment: ∆ ln(L)

Phase I 0.02 0.00 0.03**
381 22,173

(0.02) (0.01) (0.01)

Phase II 0.02 0.02 0.01
371 19,368

(0.02) (0.01) (0.01)

D. Gross output: ∆ ln(GO)

Phase I 0.06** 0.04* 0.07***
376 22,163

(0.03) (0.02) (0.02)

Phase II 0.07** 0.05** 0.05***
369 19,328

(0.03) (0.02) (0.02)

E. Exports: ∆ ln(X)

Phase I 0.20*** 0.15*** 0.20***
320 14,654

(0.07) (0.05) (0.05)
Phase II 0.11* 0.11** 0.06*

319 13,675
(0.07) (0.05) (0.04)

Notes: Matching covariates are from 1999. NN(1:1) and NN(1:20) denote

nearest neighbor matching with one and 20 neighbors, respectively. OLS w/R

denotes the reweighted OLS estimator. Standard errors in parenthesis. ***

p < 0.01, ** p < 0.05, * p < 0.1. Source: Research Data Centres of the Federal

Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel

Industriebetriebe, 1998-2010, own calculations.
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Table C.4: Coarse matching on CO2

L
and 2-digit sector. Base year 2003

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. CO2 emissions: ∆ ln(CO2)

Phase I 0.00 -0.01 0.01
444 16,144

(0.03) (0.02) (0.02)

Phase II -0.23** -0.22** -0.33**
405 13,978

(0.04) (0.03) (0.03)

B. CO2 intensity of gross output: ∆ ln(CO2/GO)

Phase I 0.03 0.03 0.03
444 16,166

(0.04) (0.03) (0.02)

Phase II -0.23** -0.25** -0.35** 410 14,133
(0.05) (0.03) (0.03)

C. Employment: ∆ ln(L)

Phase I -0.02 -0.03** -0.05**
450 16,271

(0.02) (0.01) (0.01)

Phase II 0.00 0.00 -0.01
430 14,393

(0.02) (0.01) (0.01)

D. Gross output: ∆ ln(GO)

Phase I -0.03 -0.02 -0.01
446 16,300

(0.03) (0.02) (0.01)

Phase II 0.04* 0.03* 0.03**
427 14,413

(0.02) (0.02) (0.01)

E. Exports: ∆ ln(X)

Phase I 0.09 0.06 0.05
x x

(0.07) (0.05) (0.04)

Phase II 0.23*** 0.14*** 0.08**
365 9,914

(0.07) (0.05) (0.04)

F. Export share in gross output: ∆ ln(X/GO)

Phase I 0.01 0.05 0.02
x x

(0.06) (0.04) (0.03)

Phase II 0.12* 0.07* 0.05 367 9,924
(0.06) (0.04) (0.03)

Notes: Matching covariates are from 2003. NN(1:1) and NN(1:20) denote nearest

neighbor matching with one and 20 neighbors, respectively. OLS w/R denotes the

reweighted OLS estimator. x: Number not cleared for reasons of privacy protection.

NN matching for 2005-2007 for outcome variable carbon intensity: 10 treated off com-

mon support. NN matching for 2008-2010 for outcome variable exports: 1 treated off

common support. Standard errors in parenthesis. *** p < 0.01, ** p < 0.05, * p < 0.1.

Source: Research Data Centres of the Federal Statistical Office and the Statistical Of-

fices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-2010, own calculations.
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Table C.5: Impact on CO2 emissions: Process-regulated sectors and other
sectors

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. CO2 emissions from process-regulated sectors: ∆ ln(CO2)

Phase I 0.08* 0.05 0.07** 264 2,629
(0.04) (0.03) (0.03)

Phase II -0.33** -0.27** -0.28** 237 2,262
(0.06) (0.05) (0.04)

B. CO2 emissions from other sectors: ∆ ln(CO2)

Phase I -0.10* 0.00 -0.08** 188 25,081
(0.05) (0.03) (0.04)

Phase II -0.22** -0.21** -0.20** 171 21,646
(0.07) (0.04) (0.04)

C. CO2 intensity of output from process-regulated sectors: ln(CO2/GO)

Phase I 0.04 0.03 0.03 265 2,627
(0.04) (0.03) (0.02)

Phase II -0.36** -0.34** -0.34** 242 2,265
(0.06) (0.05) (0.04)

D. CO2 intensity of output from other sectors: ln(CO2/GO)

Phase I -0.04 0.00 0.03 187 25,105
(0.06) (0.04) (0.04)

Phase II -0.23** -0.21** -0.25** 171 21,642
(0.07) (0.05) (0.06)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20

neighbors, respectively. OLS w/R denotes the reweighted OLS estimator. ***

p < 0.01, ** p < 0.05, * p < 0.1. Source: Research Data Centres of the Federal

Statistical Office and the Statistical Offices of the Länder (2012): AFiD-Panel In-

dustriebetriebe, 1998-2010, own calculations.
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Table C.6: Impact on Investment

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. Investment: ∆ ln(I)

Phase I -0.09 -0.08 -0.05 420 21,723
(0.12) (0.09) (0.07)

Phase II 0.03 0.05 0.04 397 18,850
(0.12) (0.09) (0.08)

B. Gross Investment: ∆ ln(GI)

Phase I -0.06 -0.07 -0.03 426 22,799
(0.12) (0.08) (0.07)

Phase II -0.17 0.00 0.00 407 19,764
(0.12) (0.09) (0.08)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20

neighbors, respectively. OLS w/R denotes the reweighted OLS estimator. Standard

errors in parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Source: Research Data Cen-

tres of the Federal Statistical Office and the Statistical Offices of the Länder (2012):

AFiD-Panel Industriebetriebe, 1998-2010, own calculations.
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Table C.7: Impact on export share in gross output ∆ ln(X/GO)

(1) (2) (3) (4) (5)
Estimation Algorithm Number of

NN (1:1) NN (1:20) OLS w/R Treated Controls

A. Matching based on covariates in 2003 (baseline specification)

Phase I 0.05 0.06 0.07** 378 18,184
(0.05) (0.04) (0.03)

Phase II 0.05 0.06 0.03 371 16,635
(0.06) (0.04) (0.04)

B. Matching based on covariates in 1999

Phase I 0.10* 0.07 0.11*** 321 14,652
(0.06) (0.04) (0.04)

Phase II 0.03 0.05 0.01
321 13,670

(0.07) (0.04) (0.03)

C. Coarse matching on CO2/L in 2003

Phase I 0.01 0.05 0.02 x x
(0.06) (0.04) (0.03)

Phase II 0.12* 0.07* 0.05 367 9,924
(0.06) (0.04) (0.03)

Notes: NN(1:1) and NN(1:20) denote nearest neighbor matching with one and 20

neighbors, respectively. OLS w/R denotes the reweighted OLS estimator. Standard

errors in parenthesis. ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.

Source: Research Data Centres of the Federal Statistical Office and the Statistical Of-

fices of the Länder (2012): AFiD-Panel Industriebetriebe, 1998-2010, own calculations.
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