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Abstract

This paper investigates the predictions of a simple optimizing model of nominal
price rigidity for the aggregate price level and the dynamics of inflation. T compare the
model’s predictions with those of a perfectly competitive, flexible price ‘benchmark’
model (corresponding to the model of pricing assumed in standard real business cycle
models), and evaluate how much the introduction of nominal rigidities improves the
model’s fit with the data.

The model’s predictions are derived using only the firms optimal pricing problem:;
taking as given the paths of nominal labor compensation, labor productivity, and
output, I determine the implied path of prices predicted by the model. Because prices
are not a stationary series, I present my results in terms of the predicted path of the
price/unit labor cost ratio, where the parameters characterizing such paths are chosen
to maximize the fit with the data.

I find that while the evolution of prices relative to unit labor costs is quite differ-
ent from what would be predicted by the flexible-price ‘benchmark’ model, a simple
model of nominal price rigidity delivers an extremely close approximation both of the
price/unit labor cost ratio and of the inflation series, even under a very simple approach
to the measurement of marginal costs.
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1. Introduction

This paper investigates the predictions for the aggregate price level and the dynamics of
inflation of a simple model of optimal price-setting. The model incorporates nominal price
rigidity, either in the form of convex costs of changing prices, as in the version proposed by
Rotemberg (1982, 1995), or of delays between price adjustments, as in the version proposed
by Calvo (1983). I study how much the model’s deviations from the assumptions of a
‘benchmark’ model with flexible prices (corresponding to the model of pricing assumed in
standard real business cycle models) improve the fit with the U.S. data.

The failure of prices to move as much as costs over the business cycle has been recently
emphasized as a key element in accounting for the fluctuations in output and employment
(Rotemberg-Woodford 1991,1998). For example, insofar as price/cost margins move coun-
tercyclically, demand shocks may play an important role in aggregate fluctuations, without
this having to imply strongly countercyclical real wage changes of a kind that we do not ob-
serve. Nominal price rigidities in particular, insofar as they are important, create an obvious
channel through which purely nominal disturbances may have real effects.

Following the lead of the RBC literature, the evaluation of models of price determination
alternative to the benchmark model have mostly been conducted within a similar framework
of general equilibrium models. Several papers consider the extent to which a fully specified
quantitative general equilibrium model (including a complete specification of the stochastic
properties of all random shocks affecting the economy) can account for various properties
of aggregate time series. For example, King and Watson (1996) study, among other things,
whether a stylized general equilibrium model with sticky prices, subject to both nominal
and real shocks whose stochastic processes are calibrated on data of the US economy, is able
to generate a price process with statistical properties (shape of the spectrum, sign and size
of dynamic correlation with output) close to those of the actual data. Rotemberg (1995)
studies whether a general equilibrium model with costs of adjusting prices delivers the same
kind of correlation between predictable components of hours, output and prices, that can be
estimated from an unrestricted VAR fitted to U.S. time series.

The approach that these papers, and others in the same spirit, take to comparing the
implications of models with nominal rigidities with data on prices and quantities, inevitably
involve a very large number of maintained hypotheses about the structure of the economy
— for example, very specific assumptions about household preferences, about demographics,
about wage-setting, about households’ access to credit, and about how households’ budgets
and other constraints are affected by government policy — in addition to the assumed model of
pricing and supply behavior by firms. Since many of these assumptions are highly debatable
(for example, the Euler equations implied by a representative household model have been
rejected by numerous econometric studies), it is unclear to what extent the failure of a given
complete model’s predictions to match U.S. data indicate misspecification of the model of
pricing, or of some other aspect of the model entirely.

Other evidence on price stickyness is sought in papers that compare theoretical and
estimated responses to a particular kind of exogenous shock. For example, Christiano,



Eichenbaum and Evans (1997) compare the predicted effects of an exogenous tightening of
monetary policy in two models of the monetary transmission mechanism, that differ (among
other respects) in their assumptions about price flexibility. Rotemberg and Woodford (1997)
use a model with nominal rigidity, parametrized so that the model’s predicted response to
monetary policy shocks matches the dynamic response estimated in the data, to simulate
the consequences of alternative monetary policy rules. In these cases, the predictions of the
models that are tested not only depend upon the joint specification of household and firm
behavior, and of the nature of competition in several different markets, but are also sensitive
to the validity of the assumptions used to identify particular exogenous disturbances in the
data.

The approach that I propose here differs from these kinds of exercises in several respects.
First, the model that is tested is not as ambitious; I do not specify a complete general
equilibrium model of the economy, but instead test implications that depend only upon
the firm’s optimal pricing problem. In such a way I still have to make assumptions about
market structure and production costs, but I can more easily understand the effect of each
assumption on the results.

Second, rather than specifying the stochastic properties of the ultimate sources of ran-
domness in the economy, I instead take as given the evolution of a number of state variables,
and determine what path of prices is predicted by the evolution of these other variables,
under the model of price determination considered. In this way I do not need to specify the
source of the shock that determines deviations from a steady state equilibrium; the obvious
advantage of proceeding in this way is that the results I obtain do not depend on some (more
or less) arbitrary identification procedure to extract structural shocks from the residuals of
an estimated time series model.

Finally, my “testing” procedure is not based on the econometric estimation of the Euler
equations implied by the specific model considered, but is instead based on the procedure
suggested by Watson to evaluate the goodness of fit of calibrated models.! Watson proposed
to evaluate the fit of a calibrated model by asking “How much random error would have to
be added to the data generated by the model so that the autocovariances implied by the
model + error match the autocovariances of the observed data?” (Watson 1993, p.1012). I
use his criterion to estimate the parameters of the model: specifically, I derive the theoretical
evolution of the aggregate price level implied by the model specification, and then I search
over the range of admissible parameters (those that satisfy the theoretical restrictions of the
model), for those values that minimize the distance between the model and the data. I also
seek to characterize in various ways the nature of the discrepancy between the predicted and
actual price series.

Specifically, I take as given the paths of nominal labor compensation, labor productivity,
and output, and then determine the path of prices predicted by the sticky price model
examined. Because prices are not a stationary series, I present my results in terms of
the predicted path of the price/unit labor cost ratio. This path depends on a number of

LA similar approach is proposed by Diebold, Ohanian and Berkowitz (1995).



parameters, and therefore I study for which values of the parameters the model best fits the
data, in terms of matching both the level of the series, and its serial correlation properties.
I also study the implications of each model for the path of inflation.?

The paper is organized as follows. In section 2, I present the implications of a competitive
model of pricing behavior of the kind assumed in standard real business cycle models, which
I will refer to as the ‘benchmark’ model. Motivated by the observation that the evolution
of prices relative to unit labor costs is quite different from what is predicted by such a
model, in section 3 I present two models with nominal rigidities, and discuss their theoretical
predictions for the paths of prices and inflation. Section 4 discusses the empirical fit of the
models, and section 5 concludes.

To summarize my results, I find that models of imperfect competition with nominal price
rigidity deliver an extremely close approximation both to the evolution of the price/unit
labor cost ratio and to the dynamics of the inflation process, even using a very simple
(though familiar) measure of marginal costs, which assumes that they are proportional to
unit labor costs. Among the implications of this finding are not merely evidence for a
significant degree of price stickiness in the U.S., but also important support for a forward-
looking model of price setting. Finally, the degree of fit of the simple model suggests that
neither variations in marginal costs unrelated to changes in unit labor costs, nor fluctuations
in markups for reasons unrelated to price stickiness, are needed to explain the greater part
of U.S. fluctuations in the aggregate price level.

2. A Competitive Pricing (Benchmark) Model

Consider a representative firm which produces a single good Y according to an aggregate
Cobb-Douglas technology:
}/;5 - Kg(Zth)l_a (21)

where K; and H, are respectively capital and labor inputs, the stochastic process Z; repre-
sents an aggregate labor-augmenting technological progress, and 0 < a < 1.

Assuming that both output and input markets are perfectly competitive, profit maxi-
mization implies that, in equilibrium, real wages are equal to the marginal product of labor,
or that

P, =W,/MPL, (2.2)

The assumption of a Cobb-Douglas technology implies that the marginal productivity of
labor, M PL, is proportional to the average productivity of labor, APL : MPL = (1—a)Y/H,
and therefore:

In P, = v+ [In(W;) — In(APL;)] (2.3)

2Since the actual series for the unit labor costs is taken as given, a model that fits the price/unit labor cost
series necessarily fits the inflation series as well. However, looking at the predictions for inflation suggests
an additional set of statistics to use as measures of goodness of fit.



where v = In(1/(1 — a)); in words, this model of pricing behavior implies that the ratio
of prices to unit labor cost (where unit labor cost, ULC, is the ratio of wages to labor
productivity) is constant.?

Defining 7, = P,/ P, 1, and, for any other variable x, 7,, = x;/x; 1, and denoting by 7,
the log deviation of variable = from its steady state value x* (Z; = In(x;/x*)), from expression
(2.3) one immediately obtains a second implication of the model: inflation is equal to the
rate of change of unit labor costs:

~

T = 7ulc,t

To verify the implications of this benchmark model, I consider the historical series of
the price/unit labor cost ratio and inflation. The price series (P) is the implicit deflator of
private GDP,* W is compensation per hour in the nonfarm private business sector; average
labor productivity (APL) is productivity per hour in the same sector. All data are quarterly,
from 1959:3 to 1997:1. Figure 1 plots the historical behavior of these series together with
the implied series of unit labor costs;® figure 2 plots the two series that I shall primarily seek
to explain: the price/unit labor cost ratio and the inflation rate.’

Figure 2 also plots the predictions of the benchmark model for these last two series,
given the evolution of unit labor costs shown in Fig.1. While the model implies that the
ratio of prices to unit labor costs is a constant, equal to the inverse of the output elasticity
with respect to labor, the graph in the top panel of the figure shows that this implication
is clearly counterfactual. The bottom panel, which compares actual inflation (solid line)
with model inflation (dotted line), reveals also that the benchmark model overstates the
variability of inflation quite significantly.

I now explore the extent to which allowing for nominal price rigidity can improve upon
these predictions. Of course, the neglect of nominal price rigidity need not be the only way
in which the benchmark model is mis-specified: Even within the context of a competitive
model with flexible prices, one might consider various reasons why marginal costs may not
move in exact proportion to unit labor costs. These include a non Cobb-Douglas production
function, the presence of overhead labor, the existence of adjustment costs for labor and /or
variable labor utilization, and variations in other input margins, such as the capital stock,
or intermediate inputs. The consequences of such factors for the proper measurement of
marginal cost are taken up in Bils (1987) and Rotemberg-Woodford (1998), and the contri-
bution of such factors to the explanation of variations in the price/unit labor cost ratio (or,
alternatively, the labor share) is considered in Blanchard (1997) and Sbordone (1998).

37To say it in an alternative way, there is no markup of prices over marginal cost (in this model s, defined
as the ratio P,/MCy, is just (1 — a)P;/ULCt, and it is equal to 1).

4Private GDP is obtained by subtracting from total gross domestic product the value added of government
(obtained from table 1.8 of NIPA); this is slightly different from value added of the private business sector,
because it also includes two other small components, the value added of ‘households and institutions’, and
‘farm businesses’.

5All the graphs plot the logarithm of the series.

6These series are plotted in deviation from the mean.
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Alternatively, one might consider imperfectly competitive flexible-price models where
the price-cost margin is not constant because it is optimal for firms to vary it. Well-known
examples include the ‘customer market’ model of Phelps and Winter (1970), and the implicit
collusion model of Rotemberg and Woodford (1992), which both imply that markups should
vary as a function of the ratio of expected future profits to current sales. Preliminary study
(Sbordone, 1998) indicates, however, that none of these factors alone can account for a very
large fraction of the observed variability of the price/unit labor cost ratio in the U.S. data,
though they can account for some of it. Instead, I find that a very simple model of sticky
prices, that abstracts from all of the complications just listed, does quite well. Hence I
pursue that line of investigation here, leaving for future work a consideration of the extent
to which such additional factors may allow an even closer fit to the data.

In the following section, I explore the implications of two standard models of nominal
price rigidity. They differ from the benchmark model in that firms supply their output in
imperfectly competitive markets, and prices are not completely flexible. In the first, based on
Rotemberg (1982), this rigidity is due to firms facing, at any point in time, some convex cost
of adjusting their price. In the second, based on Calvo (1983), price rigidity is determined
by a random draw of the firms that, at any point in time, are allowed to adjust their price.
The objective is to derive the implications of the two models for the path of aggregate prices
and inflation, compare these predictions to the data, and discuss the interpretation of the
empirical results in terms of the key parameters measuring the degree of price stickiness in
the two models, respectively the cost of adjusting prices, and the average time between price
changes.

3. Models with Nominal Price Rigidity

3.1. A Model with Costs of Adjusting Prices

In this model I introduce monopolistic competition among firms, while maintaining the
standard Cobb-Douglas technology for each firm, so that marginal cost can still be measured
by unit labor cost. The possibility of markup fluctuations is created by introducing nominal
rigidities, arising from some costs of adjusting prices that firms face every period (as in
Rotemberg 1982, 1995).

The model has a continuum of monopolistic firms, indexed by ¢, which produce differen-
tiated goods, also indexed by 7. The demand curve for product i takes the form:

Y= (Pe/P)" Y, (3.1)

where 6 is the Dixit-Stiglitz elasticity of substitution among differentiated goods, and Y; is
0/(0—1
the aggregator function defined as Y; :i I Yf*”/ odi} /0=0 .

Each firm ¢ has a Cobb-Douglas production technology:

Yie = (Kit)*(ZeHi)' ™ (3.2)



and faces convex costs of adjusting its own price P;;, where these costs increase proportionally
with the size of the economy:

6 (In(Py/Py 1)) Y, (3.3)

P = { f01 Pi}fedi} Vs is the aggregate price level. 1 assume that the convex function
¢ () takes its minimum value of zero when evaluated at the steady state value of In(P;;/ Py _1),
which I also take to be zero: thus ¢(0) = ¢'(0) =0 and ¢" > 0.

The objective of firm’s i (supplier of good 7 ) is to maximize the expected sum of future

discounted profits:
E{X52 0 Re ey jliy 5}
subject to the technology and the demand constraints. R;:; is a stochastic discount factor,
and period ¢ profits are given by: II;; = P;Y;; — WiHy — p, Kyt — ¢(In P/ Py_1) PY;.
The first order condition for the optimal choice of Py, evaluated at a symmetric equilib-
rium, where P, = P,, H;; = H,,Y;; = Y,, for each period t and for all 4,” implies that

Py =y S
where S; = 1T1a %LLN and where the variable p, is defined as
py =10 [(9 — 1)+ ¢'(Inm) — EyRypr1mir17y ¢ (In 7Tt+1)} B
Alternatively: b
ULtCt 1 = a (34)
which, taking logarithms of both sides is
Ing, =In(l —a)+InP, —InULC, (3.5)

Unlike in the benchmark model case, the price/unit labor cost ratio in this model is
not predicted to be a constant, but varies with p,. To evaluate its theoretical behavior, I
therefore take a log-linear approximation of y, around its steady state value p* (where the
assumptions made about the function ¢( ) imply that pu* = %). The approximation gives®

o ¢//(0)

lu’t_ 0_1

[7?15 — R ’7; Etﬁt+1] (36)

where R is the steady-state value of the discount factor R;;.:. This equation can be written
as
Hy = —p [ﬁt - Oé1Et7ATt+1] (3-7)

"See Appendix, section 6.1, for details of the calculations.

8See Appendix, section 6.1.2.



where ap(= ¢"(0)/(6 — 1)) is a measure of the curvature of the adjustment cost function,
and (= Ry;) reflects the steady state growth of output; conveniently rewritten, by using
expression (3.5) to substitute for In y, (where In y, = fi, + In 1*) it describes the dynamic of
inflation in terms of future expected inflation and average real marginal costs:

_ _ 1
T = o Byt + a—(ulct — Dt — K) (3.8)

0
where lowercase letters denote natural logs of the corresponding upper case letters, and
k =In((1 — a)(@ — 1)/0). The implied path of aggregate prices is easily derived: write the
above equation as an expression for unit labor costs:

ule, — pr = K+ o [Apy — a1 By Apyi]

Solving this expression for the optimal price path, one gets prices as a weighted average of
past prices and expected future unit labor costs’

pe=Apeor + (1= [0 =) Y N Eulery; — k) (3.9)
=0
where A\; and Ay are the real roots of the characteristic polynomial of the difference equation
in pr, PN =X — (1+a;+ag )A+1=0, with0 < \; <1< ).
Denoting by F; the forward-looking component term which is in square brackets (F; =
(1= A1) X320 A  Ey(ulerrj — K)), eq. (3.9), can be conveniently rewritten as

pe=(1-X\)Y NF_; (3.10)
7=0

This equation forms the basis for the computation of the theoretical path of prices.

The evolution of inflation described by eq.(3.8) is typically used to construct an ‘expecta-
tion augmented’, or ‘New Keynesian’, Phillips Curve (the equation most often estimated in
empirical studies). Using additional assumptions about preferences that allow one to derive
a labor supply function, the real marginal costs can be written as function of the deviation
of aggregate activity from some potential level:

(MC/P), = (Y, - Y7) (3.11)

with 7 > 0. Since unit labor cost is proportional to the real marginal cost, MC/P, it

follows that (U L/C’\/ P), = (M 6’7P)t. Therefore, substituting (3.11) in eq. (3.8) one gets an
expectations augmented Phillips Curve:

7/'(\'15 = ’}/(2 - zp) + CYlEt7ATt+1 (312)

where v = fo—, which is the formulation estimated, for example, in Roberts (1995).

9See Appendix, section 6.1.3.



3.2. A Model with Random Intervals Between Price Changes

Before turning to the empirical evaluation of the model, I want to show how it is possible to
derive eq. (3.8) from a different hypothesis about nominal rigidities, like that formulated by
Calvo (1983). The fact that this alternative model yields a supply curve as that implied by
the Rotemberg model was first shown by Rotemberg (1987).1° However, it is worth reviewing
the nature of this observational equivalence, for the light that it sheds on the price stickiness
parameter «p.

Since Rotemberg does not derive an equation corresponding to (3.8) for either model, he
does not discuss the interpretation of the parameter that is estimated here. Many recent
derivations of the aggregate supply relation implied by a discrete-time version of the Calvo
model, like that of Woodford (1996), similarly omit any explicit tretment of the factor mar-
kets, and so obtain no equation relating prices to labor costs. Finally, even those derivations
that do include the labor market, such as those of Yun (1996), King and Watson (1996), or
Goodfriend and King (1997), make a different assumption than mine about factor mobility
among firms, that has an important effect upon the interpretation of ay. Hence it is useful to
review the implications of this model, emphasizing its consequences for the relation between
prices and unit labor costs.

As in the previous model, there is a continuum of firms, each operating with a Cobb-
Douglas technology (3.2), and facing a demand curve as (3.1); in addition, in every period,
a fraction (1 — «) of the firms can set a new price, independently of the past history of price
changes, which will then be kept fixed until the next time the firm is drawn to change prices
again. This set-up implies that the expected time between price changes is ﬁ By letting
a vary between 0 and 1, the model nests a wide range of assumptions about the degree
of price stickiness, from perfect flexibility (o« = 0) to complete price rigidity (the limit as
a—1).

The pricing problem of a firm that revises its price in period t is again to choose its price,
which I will indicate as X;, to maximize its expected stream of profits, which is

EA{ X5 Ry jllicy ;)

Then the first order condition for the optimal price is
00 7 0
Et Ej:O (0% Rt,t+j (1 - Q)XtY;t_H' + th-{-jHit-H' =0

where, because each firm that is allowed to change prices solves the same problem, I have
suppressed the subscript ¢ on X; (although I need to maintain it for output and hours, to
distinguish individual from aggregate quantities). Rewrite this expression as

o 0 1 Wiy jHiy g
Ej:O o' B, {Rt,t+jY;'t+j lXt -1 <1 —a t;;j'tﬂtﬂ)} } -

10See also Roberts (1995).



Then, denoting by S, the marginal cost of producing , at date ¢ + j, goods whose price

was set at time ¢ (so Siyj = ﬁw—t{,%i ), substitute the demand constraint for Y, ;, to
get:
—0
. X )
YiZo & By {Rt,t+jyt+j <—t> lXt — = St 1 } =0 (3.13)
Pry; 01

Finally, divide this expression by P, define x, = X, /P, and sy = Si4j.¢/Pitj, and rewrite
it as

Y2y & Ey {Rt,tHY;H <;(—t> [xt — % St H 7Tt+k] } =0 (3.14)

t+j k=1
This optimal pricing condition, combined with the distribution of aggregate prices at any
point in time, allows one to describe the path of aggregate prices and inflation in this model.
The distribution of aggregate prices at time t is a mixture of the distribution of prices of
the previous period (since all previous prices have the same probability of being changed),

with weight «, and the new price X;, with weight (1 — «)
_1
Po=[(1- o)X/~ + P (3.15)

Dividing both sides by P;, and defining 7, = P,/P,_1, a log linear approximation of this
expression is:
0= (1 — Oé)i'\t — aﬁt

or
1l -«

Z (3.16)

7/7\'15:
[0

Similarly, a log-linear approximation of (3.14) around z*(= 1), s*(= &), and 7* (= 1), gives:
&= (1— aRy)) S2(aRY)) Ey (Sesn + ShoiFee) (3.17)

where again R is the steady state value of the stochastic discount factor Ry, ;, and v; is the
steady state growth rate of output. Combining expressions (3.16) and (3.17) one obtains a
relationship between current and expected inflation of the kind obtained for the model with
cost of adjusting prices.

To get such a relationship, we should write explicitly what the marginal cost is. Using
the production technology to express hours in terms of output, and the demand constraint,

we get
X, T
Py

under the assumption that firms’ relative capital stocks do not vary with their relative prices,
or relative production levels. (This means that I assume that capital is not reallocated across
firms istantaneously, so as to equate the shadow price of capital services at all times, as
assumed in papers such as Yun (1996) and Goodfriend and King (1997).)

St+jt =

1 WigjHiyj _ 1 Wi jHyy
l—a PyjYityg l—a B;Yiy

9



This expression shows that the real marginal cost of the firms that are allowed to charge
a new price need not be the same as the average level of real marginal cost for firms in
general, which is the term in brackets (ﬁ% = sty ). (Our data on unit labor costs
measure the average level of costs, of course, not the level specific to firm ). In this model,
the extent to which, at any point in time, firms charge different relative prices, determines

firms’ different levels of sales, and hence their different levels of marginal costs. Specifically,

)T

A log linear approximation of this equation around the steady state values of s;,,; and
T gives

. Javg
Stjt = Styj *

R  avg fa
St+jt = St4j 11—

. (2 — Sl e (3.19)

Substituting (3.19) into (3.17), using the relationship between 7, and Z; of eq.(3.16), and
further simplifying'! one gets

_ <<1 —aRy)(1 —a)) ( 1—a

= o 1—a-+alb

) 0+ Ry B

1 ~av ~
= — 5 g + alEth (320)
o)

where now oy = <(1_QR%)(1_a)> (1’1”_2”9) and again a; = R ;.

Like eq.(3.8) of the previous model, where firms face costs of adjusting prices, the pricing
behavior of the firms in this model leads to a similar implication about inflation dynamics:
Inflation depends on expected future inflation and real marginal costs. This correspondence
allows one to interpret the estimate of the cost of adjusting prices (the parameter «y) of the
first model with nominal rigidities examined, in terms of the average expected time between
price changes (the parameter 1/(1 — «)), that characterizes this model.

It should be noted that the assumption that we need to make about capital mobility
in this model affects only the quantitative interpretation of this correspondence. In the
case in which the marginal cost of the firms that set new prices is not different from the
average marginal cost, because capital is istantaneously reallocated across firms to equalize
the shadow price of capital services, 5;4,; = §ﬁg , and the parameter oy in expression (3.20)
simplifies to

(1= aRy)(1—a)

but the nature of the relationship that describes inflation dynamics remains unaltered.

g =

11 Gee section 6.2 of the Appendix.
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4. Empirical Results

4.1. The Fit of the Model

I now proceed to evaluate the empirical predictions of the model with cost of adjusting prices:
using time series of unit labor costs, and a forecasting model to compute expectations of
future unit labor cost, I derive the predicted path of the price level according to eq.(3.10),
and discuss the parameter choice that best fits the model to the data.

To compute the expected future unit labor costs, I assume that all information at time
t about current and future values of the unit labor cost can be summarized by a vector of
variables Z;, which include the unit labor cost, and also that {Z;} is a stationary Markov
process: Z;.1 = 1'Z; +¢e4:.1. Given a forecast for the unit labor costs, and parameter values
for A\; and \s, one can compute the path of prices implied by (3.10), and therefore the path
of the two series of interest, namely the price/unit labor cost ratio, and the inflation process.
The model is then evaluated by measuring its ability to match the actual behavior of these
two series and their serial correlation properties.

The distance between the model and the data measures the error that one commits when
approximating the data with the model prediction. I choose the variance of this distance
as a criterion function to evaluate the goodness of fit of the model, namely I select for the
model parameters the values that minimize this function.

Let € be defined as:

65 — [pt - U/lCt]mOdel o [pt o ulct]data —_ p;nodel o pgata
and [p; — ulc, ™! = f(¥), where ¥ is the vector of unknown parameters: I estimate the

parameters value by:
W = argmin var(e).

To estimate a forecasting system for Z, I fit a 3-variable VAR to time series of unit labor
cost, output, and the price/ cost ratio. Based on the stationarity properties of the time
series under investigation, unit labor costs, prices, and output are all assumed to be I(1)
processes, while the price/unit labor cost ratio is assumed stationary.!?> The VAR vector
therefore includes the rate of change of the unit labor cost (which corresponds to 7., in
the model), the rate of change of private GDP, and the ratio of prices to unit labor costs.
Two lags of the dependent variables are included. Denoting by X; the vector of dependent
variables X; = [Aulc; Ay pr — uley)', the vector Z; is defined as Z; = [ X X; 1]'.

The statistical properties of the optimal price process, and therefore of the price/cost
ratio and inflation, in the model, depend upon the parameters A\; and Ao, which are the
roots of the polynomial P(\) = 0, and therefore depend upon the parameters ay and «;.
Of these parameters, the most important is oy, which measures the curvature of the cost of
price adjustment. The parameter a;, which is equal to v, R, should be very close to 1, if

12These assumption are based on the results of standard Dickey-Fuller and Stock-Watson tests for the
presence of unit roots and cointegration.
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one approximates the steady state value of output growth with the average over the sample
period considered,'® and assumes, quite reasonably, a discount factor R almost equal to 1. In
the results presented here, I therefore set a; = 1.** To estimate oy, for the given value of o,
I search over the space of positive values of ag to find the value that minimizes the variance
of the distance between the ratio of prices to unit labor costs implied by the model, and the
corresponding ratio computed in the data.'®> This value (see figure 3) is 17.5.1¢ The figure
shows clearly, however, that even values of oy much smaller than that improve significantly
upon the fit of the flexible price model (ay = 0): for example, for oy = 2, the distance
between model and data is reduces by more than 40%.

I then set ap equal to the estimated value of 17.5, and construct a theoretical prices to
unit labor cost ratio: the variance of the distance of this series from the price/unit labor
cost ratio computed in the data is 88% lower than that of the benchmark model. Figure 4
shows how close is the theoretical series to the data, for this particular parametrization.'”
Moreover, the model can account extremely well for the entire autocorrelation function of
the price/ulc ratio (fig. 5).

Finally, the fit of the model relative to inflation is shown in figure 6, which plots the
inflation series constructed according to this model against actual inflation. For comparison,
one should look at the bottom panel of figure 2b, where the same inflation data are plotted
against the inflation series predicted by the benchmark model. It is clear that in this model
inflation volatility is notably reduced, compared to the benchmark model (it declines by
66%), and the distance between the model inflation and data is reduced by 96%, compared
to the benchmark model.

The autocorrelation function of inflation is also very closely matched (see fig. 7).

4.2. A Further Test of the Model Restrictions: Do the Forward-looking Terms
Matter?

A crucial feature of this model is the importance assigned to the forward-looking component
of the price setting behavior. This feature represents an important departure from the older
literature on price/cost margins. A typical price equation from the 1960’s (see, e.g., Eckstein
and Fromm, 1968) posits prices as a function of unit labor costs, but includes only the current
and lagged values of these costs as explanatory variables. Other variables typically enter the
regression to account for other cost or demand factors. Here expectations of future unit

13This approximation gives vy = 1.0084.
141 consider later the consequences of treating o as a free parameter as well.

5Because I forecast the rate of change of unit labor costs, I use a transformation of eq.(3.10) that directly
computes the theoretical price/unit labor cost ratio. See appendix, section 6.1.3.

16The standard error for this parameter, computed via a non linear least squares routine, is 2.09.

1"Note that I am working in deviations from the mean. The deviation of p/ulc is therefore not affected
by the parameters a and 6, respectively the elasticity of output with respect to capital and the Dixit-Stigliz
elasticity of substitution among differentiated goods.
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labor costs also enter, with quite a large weight. And interestingly, the other variables, such
as material prices, ratio of unfilled orders to sales, operating rate, are not needed in order
to account for a very large fraction of the overall variation in the price level in the data. A
possible interpretation, consistent with the theoretical framework proposed here, is that the
other variables entered significantly in traditional price equations because they were prozies
for the omitted expectations terms. In that case, treating these estimated equations as
structural for purposes of policy analysis would be vulnerable to the Lucas (1976) critique.

But some recent studies have questioned the importance of the forward looking compo-
nent in pricing behavior, by focusing on the empirical validity of the inflation equation that
it implies. Typically, an inflation equation of the kind analyzed in this paper is estimated in
the form of the ‘New Keynesian’ Phillips curve (as eq.(3.12)) which combines the inflation
equation derived from a model with price rigidities (eq.(3.8) or (3.20)) with a relationship
between real marginal cost and output, and the empirical results are often discussed as a
‘test” of the importance of nominal rigidities, or of the role of forward looking behavior in
the price setting mechanism. For example, Fuhrer’s (1997) empirical results point to a negli-
gible role of future inflation in an estimated inflation-output relationship, specified in a way
that is intended to nest the ‘New Keynesian’ Phillips Curve specification, the more complex
variant proposed by Fuhrer and Moore (1995), and purely backward-looking Phillips Curve
specifications. Roberts (1997, 1998) instead argues that the ‘New Keynesian’ Phillips Curve
fits reasonably well when survey measures of inflation expectations are used to estimate it,
but that it does not fit well under the hypothesis of rational expectations. He thus proposes
a model with an important backward-looking component in the inflation expectations, which
amounts to weakening the weight put on the forward-looking terms in his aggregate supply
relation.

Here I propose instead to address the question of whether the forward-looking term in
my pricing equation matter, abstracting from any assumption about how marginal costs are
related to the level of economic activity.'®

From the definition of F; in eq. (3.10), one sees that the expected evolution of unit labor
costs in the future matters only insofar as the parameter A, # 0. Moreover, the model
implies that the parameters \; and Ay are constrained to be in a specific relationship with
the structural parameters oy and «;. To test these implications, I reestimated the price
equation without imposing the constraints on A\; and As. The results reported below indicate
that both parameters are statistically significant; moreover, although a formal test rejects
the hypothesis that the product of A\; and Ay is equal to 1, as the assumption I made of
a; = 1 in the model implies,'” the surface plot in fig. 8 shows that no significant reduction

18The approach of Gali and Gertler (1998) is in the same spirit. Although they use a methodology different
from mine, they stress the same point, that the relation predicted by the theory, and to be investigated
empirically, is the one linking inflation to the stream of future real marginal costs.

9The optimal value of «; is in fact 1.07 (s.e.=.006), which is significantly different from 1, and the
corresponding optimal value of ag is 36.5. Although this pair of values improves further the fit of the model
(the variance of the distance between the theoretical and the actual price/unit labor cost ratio is now reduced
by 95%), it is hard to interpret a value of of a1 > 1, because it would imply a discount factor R also bigger
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of the distance between model and data could be achieved if A;* is not close to the value of
Al

Unconstrained parameter estimates?’

N, = .879
(.006)
M = 815
(.005)

These results suggest that the forward looking component in the price equation is quite
important. They also suggest that the inflation dynamics implied by this forward-looking
model, according to which inflation is a function of expected future inflation and real marginal
costs, does indeed describe very closely the dynamics of the data. As a consequence, it may
not be necessary to hypothesize forms of departure from full rationality (as Roberts 1997,
1998 does), or to introduce additional inertia in the inflation process (as in Fuhrer 1997).
If there is a mis-specification in the inflation-output relationship described by the ‘New
Keynesian’ Phillips Curve, this may not be due to the theoretical link between inflation
and real marginal costs, but to the additional assumptions about the relationship between
marginal costs and output.

4.3. Interpretation of the Degree of Stickiness

In the empirical literature, convex costs of adjusting prices are often further specified to
be quadratic, for the purpose of econometric estimation. Among the most recent studies,
Roberts, Stockton and Struckmeyer (1994) estimate an econometric model of imperfectly
competitive firms with U.S. industry data, and find relatively small values for the adjustment
cost parameter: 0.57 for the manufacturing sector, and values ranging from insignificantly
different from zero to significant 2.8 for the individual two-digit sectors. In another study,
Ireland (1996) estimates a small, structural, general equilibrium model for the U.S. economy,
in which firms face quadratic costs of adjusting prices, and obtains an estimate of 4.05 for the
coefficient of the quadratic cost function. A direct comparison with these studies is, however,
difficult. Unlike the first paper, the estimates obtained here use quarterly, aggregate data,
and a different econometric approach; unlike the second paper, the results do not depend
upon a number of assumptions that go beyond the specific price mechanism. In interpreting
the size of the parameter oy, anyway, it is worth stressing again that, although the optimal
value is estimated to be 17.5, the goodness of fit of the price/ unit labor cost in this model

than 1.

20Tn parentheses are reported standard errors, obtained by a non-linear least squares routine. Bootstrap
standard errors are virtually the same.
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is significant, even for much lower values of this parameter; as fig. 3 shows, the largest gain
over the benchmark flexprice model occurs when oy moves from 0 to around 4.

A useful way to interpret the degree of stickiness implied by costs of adjusting prices
of the size estimated, is in terms of its implications for the length of the expected time
between price changes implied by the Calvo model of section 3.2. Consider equatlon (3. 20)

in the case in which all firms face the same real marginal cost, oy = =) (1 sy = o a)2

where the second inequality follows from the imposed value of 1 for a;(= Ryy) In this
case, (which implies a discount rate R = .996), the estimated value of the cost of adjusting
prices (o = 17.5) is consistent with an average expected time between price changes of
about 14 months. As argued before, however, a more realistic case is one in which there is
a wedge between the firm’s and the average real marginal cost, in which case the stickiness
parameter is oy = =) (ﬁa ) (1_1“:1“9>: it may therefore be important which values one
wants to assume for the share of capital a and the Dixit-Stiglitz elasticity of substitution
among differentiated goods . For example, still for the case of an implied discount rate
R = .996, ap = 17.5 is consistent with a = .25, 6 = 6 (which implies an average value of
markup of 1.2), and 1/3 of the firms changing prices at any point in time (o = .66); in this
case the average time between price changes is only 9 months. Increasing the average value
of markup (i.e. lowering 6), for any given value of the capital share a, increases modestly
the estimated value of «a: for example, an average markup of 1.6, for a = .25, brings the
fraction o to .72, and the estimated average time between price changes to slightly less
than 11 months. Viceversa, for any given value of 6, increasing the assumed capital share
reduces the fraction a: for example, for § = 6 , increasing the capital share to 1/3, makes the
estimated value of the cost of adjusting prices consistent with 63% of the firms keeping prices
constant from one period to the other, which implies an average expected time between price
changes again of little above 8 months.

Summing up, varying the parameters calibration within the range discussed suggests an
estimated range of price inertia between 2% and 3% quarters. These numbers are in line
with more direct empirical estimates of the frequency of price adjustment: for example, in a
survey of about 200 manufacturing firms, Blinder et al. (1998) report that 65% of the firms
claim between one and two price changes over the year; also, the median time between price
changes appears to be 9 months.?!

The following table summarizes the ‘goodness of fit’ of the model, measured by the
reduction of the distance between model and data, for several values of the cost of adjusting
prices, interpreted in terms of the average time between price adjustments, using benchmark
values for a and 6. The third column reports, for each value of the parameter o, the variance
of the ‘error’ of the model, and the next two columns report the reduction, with respect to
the variance of the benchmark model, in the distance between theoretical and actual paths
of prices and inflation.

21Blinder et al. (1998), table 4.1, p. 84.
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TABLE 1

Measures of fit as function of

expected time between price changes
(implied R=.996, basic forecasting VAR)

o expected time V(™) % red. V(™) % red. V(eT)
(a=.25,0 =6) (*e ) vs. benchmark vs. benchmark
2 43 months 1.457 43.4 73.8
6 6 months 0.750 70.8 89.9
12 7% months 0.382 85.1 94.9
17.5 9 months 0.306 88.1 96.0
(s.e. 2.09)

The table shows that even for a size of the adjustment cost corresponding to much lower
price inertia (for example oy = 2, which corresponds to an average expected time between
price changes of less than two quarters), the goodness of fit of this model is about 40% higher
than that of the benchmark model.

4.4. Robustness to the Specification of the Forecasting System

Finally, as one would expect, the results are somewhat sensitive to the specification of the
forecasting system for unit labor costs. As an example, I report in table 2 the results obtained
with a VAR which includes unit labor costs, output growth, consumption/output ratio, and
hours growth. This alternative VAR is of interest as it does not use data on the price level to
forecast unit labor costs, and so the predicted price level and inflation series are constructed
with no reference at all to the actual price level data.

As the table shows, this specification leads to a price equation that still fits qualitatively
very well, although it improves upon the benchmark model fit to a lower degree (it reduces
the theoretical error in the price/cost ratio by about 60%, and in inflation by little above
80%). Interestingly, however, the best fit is obtained with a lower value of the cost of the
price stickiness parameter a. Of course, if the theoretical model is correct, one would expect
that the price/unit labor cost ratio should be a good variable in the forecasting regression
for future changes in the unit labor cost, so it is not surprising that the basic specification
of the VAR yields better results.
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TABLE 2

Measures of fit as function of
expected time between price changes
(implied R=.996, alternative forecasting VAR)

o expected time V(™) % red. V(™) % red. V(eT)
(a=.25,0 =6) (*e ) vs. benchmark vs. benchmark
2 43 months 1.631 36.6 65.7
6 6 months 1.128 56.2 80.0
9 7 months 1.054 59.0 83.2
(s.e. 1.48)

5. Conclusion

This paper derives the implications of two models with nominal rigidities about the path
of aggregate prices and inflation dynamics; it shows that such simple models deliver a very
close approximation to both the price/ unit labor cost ratio and the inflation process. In
particular, by introducing some degree of price stickiness, either in the form of small costs
for all the firms to adjust prices, or by introducing a random draw of a fraction of the firms
that are allowed to change their prices, the model predicts that aggregate prices are driven
by the anticipated behavior of unit labor cost, and this predicted behavior describes very
closely the actual behavior of prices.

This result is potentially interesting for two brands of the literature. On one hand, it
shows that nominal rigidities are a reasonable component of general equilibrium models,
like those used to describe the economy response to various kind of shocks. The failure
of existing models which incorporate nominal rigidities to reproduce accurately empirical
facts (see King-Watson 1996, Christiano, Eichenbaum and Evans 1997) may not be due to a
misspecified pricing equation, but rather to other features of these models (that they share
with standard real business cycle models).

Secondly, the result is relevant for the literature on estimation of aggregate supply curves,
or various forms of Phillips curves, in that it may redirect both the theoretical and empirical
effort towards understanding the determinants of marginal costs and the relationship between
marginal cost and output, rather than to further experimentation with alternative models
of price adjustment. If one believes the results of this paper, to explain price behavior one
should not necessarily look for other shocks (like energy price shock, for example), that alter
the price-labor cost relationship, nor postulate additional stickiness in the inflation rate (as
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opposed to the price level), as in the FRB-US model (see Brayton and Tinsley, 1996) and
the model of Furher and Moore (1995). What one should look for, instead, is an empirically
successful model to explain the behavior of the unit labor costs.

6. Appendix

6.1. Model with costs of adjusting prices
6.1.1. Evaluate the first order condition for the firm’s optimal pricing decision

From the technology, H;; can be expressed as a function of prices:

Hy = 2, (Y K3) ™ = 2, (P B) ™" Y/ K] (6.1)
From the demand of good ¢:
0Yy/OPy = —0 (Py/P,) ™" Y,/ P, = —0 (Yir/ Px) (6.2)
so that
OHy /0Py = —[0/(1 — a)](Hi/Pu) (6.3)

Using (6.2) and (6.3), the partial derivative of profits at time ¢ is:

PY, P;
Oy /0Py = Y+ Py(8Yy/OPy) — Wy(0Hy/OPy) — ];%' <1n - d )
it t—1

0_Willy _ PYi () P
l1—a Py Py Pi_q

= (1-0)Y;+

and

DMLy, /OPy — Pi1Yi & <ln Pit+1>

b, b,
The first order condition for the optimal choice of Py, 0Il,/ Py + EiRy4+1011,11 /Py = 0,
is then:

0 W,Hy RY; / Py Pt+1Y;+1 / Pz’t+1
1-46 — 1 E:R _— | =0
( ) * 1—a P.Yy Pit}/itqs " Py b s P.Yi ¢ < . P >

where I divided the whole expression by Y;;. Rearranging:

1 W,/(Ya/Hy) 1 RY, ,( Py PoiYir (. Pt
=—((0—-1 —_ 1 — ER —_— (l >
1-a P, 7|0V \a Bren—p 5 =0 (5

Evaluating this expression at a symmetric equilibrium (where Y; = Y;, H;; = H; and
Py = Pt) :

1 Wy/(Yi/H) 1

1 — 4 2 =3 [(9 — 1)+ ¢ (Inm) = EyRy 117,19 (In 7rt+1)]

Denoting the right hand side expression by u% , we get expression (3.4) in the text.
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6.1.2. Evaluate [i,

1
iy = 5= [¢"(0) 7~ (&" (017, + S ()R Efteir = 7136 (R Eyii |

By assumption, ¢(0) = ¢'(0) = 0, and therefore:
1

B = —5= (¢"(0) 7= 6" (00 R B 7
"0 R . ~
—?T(i (m -7, R E; 7Tt+1>

()
1

Setting ap = 57~ and a; = ~; R, this expression gives (3.7) in the text.

6.1.3. Solving for the optimal path of prices
Start from eq.(3.7) in the text, which is

ﬁt = — Oé()[’ﬁ't — OélEﬂ/T\'t+1] (64)
By definition, i, = Inpy, — Inp* =Iny, — In(6/(0 — 1)), so eq.(6.4) becomes:

In He — 11’1(9/(0 — 1)) = — ao[ﬁt — alEtﬁ't+1]
= - ao[Apt - alEtApt+1]

Substitute In y, from eq .(3.5) in the text, and use lowercase letters for logs:
In(0/(1 —a)) +ule, — pr — In(0 — 1) = ap[Apr — a1 EtApy 1]

Rearranging
ulcy — py = K+ ao[Apy — By Apy 1]
where k£ = In[(1 —a)(0 — 1)/6].
Explicitely writing the price differences:

ule, = K+ [(14 ap) + apon|pr — agpr—1 — a1 By prya
1+ a; + ot 1
= Kk— apq Fifl — S Mt W N By —L?] pesa
(6751 (071

= Kk — e B[L*P(L7Y)] prsa
= K — OéoOélEt(l — )\1L)<1 — )\2L> D1

where the assumptions oy > 0 and 0 < a; < 1 imply that the two roots of the polynomial
P(\) = 0 are real A\j, Ay satisfying 0 < A\; < 1, and Ay > a7' > 1.
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Defining x;1 = (1 — ML) pgi1, rewrite ulc as
uley, = Kk —apo Ey(1 — A\oL) x444
= Kk —apo (B — Aaxy)
= K+ (g X2) o — oo Bywy g
from which
z = (i) Hule, — K) + Ay ' By

Solving forward

T = (aporde) 'Y A Ey(uleyy; — k)
=0
= (1=M)(1 =Y N E(uley; — k)
=0
where the equality (apaids)™ = (1 — A)(1 — A;") follows from the fact that (A\; + Xo) =
1 1

L{JQL and \\y = 1/ay. Finally, from the definition of z;, obtain

pe=Mpe1+ (1= A){(1 - Agl) ZAEjEt(UlCt+j —K)}

J=0

which is expression (3.9) in the text.

6.1.4. Computation of the theoretical price path

Because the estimated VAR delivers forecast of the rate of change of the unit labor cost,
Awulcy j,the actual equation used to compute the theoretical price path is a transformation
of eq.(3.10). Using the fact that

E, Z A;julctﬂ- = ——(ule, + E; Z A;jAulctﬂ-)
=0 (1 - )‘2 ) 7=0

eq. (3.9) becomes

Pe=Aipeot + (L= A1) uleg + (1= A1) YN E(Audey ;) — (1= s

7=0

which can be written as

pe—ulcy = M(pr1 — ule, 1) — Aule, + (1 — Ay) Z N E(Auleyj) — (1= )r (6.5)
j=0

I therefore directly compute theoretical p/ulc ratios according to this equation (ignoring the
constant term, because I want to compute deviation from the mean): For each value of the
parameters «p and «; in a chosen grid, I solve for the roots Ajand \;, and compute the
forecast 3725 Ay J Ei(Aulcyy ). Because the unity labor cost growth is the first element of the
vector Z; = 'Z;_1 + €4, and E;Z;; = 17 Z;, the weighted sum of unity labor cost forecast
into the future is the first element of the vector [I — A\;'T] ' Z,.
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6.2. Model with random probability of changing prices
Substituting (3.19) into (3.17) get

~ * oo *\ ] ~av QCL ~ N N
Tr = (1 — aRy;)X5  (aRy;,) B <st+§’- 14 ( T — ch:ﬂt%) + Ei_ﬂt%)

Y -—aRp)(-a)

= (1—a+ab)
Let ¢ = -2=2%~. Then, using (3.16), get

<(1 —a)(l —aRy})¢

1—a-+ab
1—a

S iR

7/7\'15:

0o i ~av 1 |~

§

Now evaluate this expression at ¢ + 1, premultiply it by aR7y;, take its expected value as
of time ¢, and subtract it from the above to get:

(o) - aRv’;)f) ;

7/'(\'15 — CYR’Y; Et 7/'(\'t+1 = < (66)

where

%) *\ ] ~av 1 PN 00 *\ ] ~av 1 PN
Jp = ijo(aRVy)]Et <3t+? ‘1“5 ch—lﬂ-t+k> - ijo(aRVy)JHEt <St+?+1 ‘1“5 Z?c—lﬂ-t+k+1>

[oe) *\ ] ~av % ~aU 1 j ~ PEPN
= Ej:0<04R7y)]Et { [SH? - OCR’Vy 3t+§+1} + 2 X [7t+k - OCR’Vy 7Tt+k+1}}

ave | ORY 1 A
o y(l—aRy’y‘ ! tl)

Expression (6.6) becomes therefore

7 - (Aol —ome

o ) 8¢ + Ry, By T

which is eq. (3.20) in the text.
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FIGURE 2

a. Price/ulc ratio, benchmark model vs. data
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