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Abstract
The threshold vector error correction model is a popular tool for the analysis of spatial price transmission and market integration. In the literature, the profile likelihood estimator is the preferred choice for estimating this model. Yet, in certain settings this estimator performs poorly. In particular, if the true thresholds are such that one or more regimes contain only a small number of observations, if unknown model parameters are numerous or if parameters differ little between regimes, the profile likelihood estimator displays large bias and variance. Such settings are likely when studying price transmission. For simpler, but related threshold models Greb et al. (2011) have developed an alternative estimator, the regularized Bayesian estimator, which does not exhibit these weaknesses. We explore the properties of this estimator for threshold vector error correction models. Simulation results show that it outperforms the profile likelihood estimator, especially in situations in which the profile likelihood estimator fails. Two empirical applications – a reassessment of the seminal paper by Goodwin and Piggott (2001), and an analysis of price transmission between German and Spanish markets for pork – demonstrate the relevance of the new approach for spatial price transmission analysis.
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1 Introduction

When assessing the integration of spatially separated markets, agricultural economists typically analyze the transmission of price shocks between these markets (Fackler and Goodwin 2001). The law of one price (LOP) states that prices for a homogeneous good
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at different locations should differ by no more than the transaction costs of trading the
good between these locations. Otherwise traders will engage in spatial arbitrage, which
increases the price at the low-price location and reduces the price at the high-price location
until the LOP is restored. In spatial equilibrium, the manner in which price shocks are
transmitted between two locations will therefore depend on the magnitude of the price
difference between these locations (Goodwin and Piggott 2001; Stephens et al. 2011).
Shocks that increase the price difference so that it exceeds the costs of trade between the
two locations will lead to arbitrage and price transmission. However, if the price difference
remains less than these transaction costs, arbitrage will not be profitable and there will
be no price transmission. The result is referred to in the literature as ”regime-dependent”
price transmission. Specifically, the spatial equilibrium model described above will lead
to three regimes delineated by two threshold values that equal the transaction costs of
trade in one and the other direction, respectively. In the outer regimes where the price
difference is greater than the transaction costs of trade in the one or the other direction,
arbitrage will lead to the transmission of price shocks. If the price difference lies within the
”band of inaction” between these transaction costs, prices can evolve independently of one
another. The costs of trade between two locations need not be symmetric; for example,
river transport might be more expensive going upstream than it is going downstream.
Hence, the thresholds that define the boundaries of the spatial price transmission regimes
will have opposite signs and possibly different magnitudes.

Threshold vector error correction models (TVECMs) are frequently used to model this
regime-dependent spatial price transmission process. TVECMs became popular with
Balke and Fomby’s (1997) article on threshold cointegration. Goodwin and Piggott’s
(2001) seminal paper established TVECMs in price transmission analysis, and dozens of
applications have followed. As an indication of the ongoing popularity of the TVECM, a
search of the AgEconSearch website (www.ageconsearch.umn.edu) on November 15, 2011
with the keywords ”price transmission” and ”threshold” produced 11 papers posted in
Typically, and as we explain in greater detail below, thresholds in TVECMs are estimated by maximizing the profile likelihood (Hansen and Seo 2002). However, in many settings, this estimator is biased and has a high variance. Lo and Zivot (2001) as well as Balcombe et al. (2007) acknowledge this problem. Profile likelihood estimates are especially prone to be unreliable in situations characterized by large numbers of unknown model parameters besides the thresholds, when there is little difference between adjoining regimes, and when the location of the thresholds leaves only few observations in one of the regimes (which is inevitable in small samples). These problems are generic and emerge in many econometric settings, but they are particularly acute when profile likelihood is used to estimate TVECMs. To cope with these shortcomings, several strategies are proposed in the literature. Perhaps the most well-known of these is the modified profile likelihood function introduced by Barndorff-Nielsen (1983). However, the proposed modifications are usually based on regularity assumptions that do not hold for the TVECM. A further weakness of the profile likelihood estimator is that it depends on an arbitrary trimming parameter that ensures that each regime contains a minimum number of observations and, thus, that estimation of the model parameters in that regime is possible. This can be a problematic restriction when modeling spatial price transmission. If market integration is strong, differences in prices between two locations that exceed the transaction cost thresholds – and therefore fall into one of the outer regimes – will be corrected quickly. If this is the case, there will be few observations in the outer regimes, and a trimming parameter which forces more observations into these regimes will inevitably lead to unreliable estimates of both the threshold values and the model parameters in each regime. Estimation is not necessarily easier if the price data originate from markets that are poorly integrated because in this case the weak price transmission displayed in the outer regimes may be observationally quite similar to the independent price movements in the inner "band of inaction". Finally, the non-differentiability of the TVECM’s likelihood function
with respect to the thresholds exacerbates computation of its maximum, which can also be a source of imprecise estimates.

These problems with the profile likelihood estimator suggest that there is a need to rethink the estimation of TVECMs in price transmission analysis. In this article we investigate the suitability of an alternative threshold estimator developed for generalized threshold regression models (Greb et al. 2011). Among its advantages, this alternative estimator does not require a trimming parameter. We demonstrate using Monte Carlo experiments that this so-called regularized Bayesian estimator clearly outperforms the profile likelihood estimator not only for generalized threshold regression models, but also specifically for TVECMs, even in settings in which the profile likelihood estimator is highly biased and variable. We also show that although employing the regularized Bayesian estimator is technically easy, careful numerical implementation – even if it is computationally intensive – can be decisive. Of course, it is important to go beyond the demonstration of the superior statistical properties of the regularized Bayesian threshold estimator, and to consider as well its implications for empirical price transmission analysis using TVECMs. Here, it is crucial to interpret not only the estimated threshold parameters, but also the parameters that describe the dynamics of price transmission within each regime. We draw on two empirical applications to illustrate this.

The rest of this article is organized as follows. In the next section, we specify the TVECM, discuss existing threshold estimators and their deficiencies, present the alternative estimator, and comment on computational pitfalls in threshold estimation. Subsequently, we illustrate the performance of the new estimator by means of a simulation study. As empirical applications we first revisit the analysis of spatial market integration for four corn and soybean markets in North Carolina detailed in the seminal contribution by Goodwin and Piggott (2001), and second analyze spatial price transmission between German and Spanish pork markets. The last section concludes.
2 Theory

2.1 The Model

Observations \( p_t = (p_{1,t}, p_{2,t})' \), \( t = 1 \ldots n \), of a two-dimensional time series generated by a TVECM with three different regimes, which are characterized by parameters \( \rho_k, \theta_k \in \mathbb{R}^2 \) and \( \Theta_{km} \in \mathbb{R}^{2 \times 2} \) for \( k = 1, 2, 3 \) and \( m = 1, \ldots, M \), can be written as

\[
\Delta p_t = \begin{cases} 
\rho_1 \gamma' p_{t-1} + \theta_1 + \sum_{m=1}^{M} \Theta_{1m} \Delta p_{t-m} + \varepsilon_t & , \gamma' p_{t-1} \leq \psi_1 \quad \text{(Regime 1)} \\
\rho_2 \gamma' p_{t-1} + \theta_2 + \sum_{m=1}^{M} \Theta_{2m} \Delta p_{t-m} + \varepsilon_t & , \psi_1 < \gamma' p_{t-1} \leq \psi_2 \quad \text{(Regime 2)} \\
\rho_3 \gamma' p_{t-1} + \theta_3 + \sum_{m=1}^{M} \Theta_{3m} \Delta p_{t-m} + \varepsilon_t & , \psi_2 < \gamma' p_{t-1} \quad \text{(Regime 3)}
\end{cases}
\]

(1)

We assume that \( p_t \) forms an \( I(1) \) time series with cointegrating vector \( \gamma \in \mathbb{R}^2 \) and error-correction term \( \gamma' p_t \). We further assume that the errors denoted by \( \varepsilon_t \) have expected value \( E(\varepsilon_t) = 0 \) and covariance matrix \( \text{Cov}(\varepsilon_t) = \sigma^2 I_2 \in (\mathbb{R}^+)^{2 \times 2} \); \( I_2 \in \mathbb{R}^{2 \times 2} \) denotes the identity matrix. We call \( \psi_1, \psi_2 \) the threshold parameters and define the threshold parameter space \( \Psi \) to include all \( \psi = (\psi_1, \psi_2) \) such that \( \min(\gamma' p_t) < \psi_1 < \psi_2 < \max(\gamma' p_t) \).

Although all of the coefficients in equation (1) can vary across regimes, some of them can remain constant.

In the spatial equilibrium setting, \( p_{1,t} \) and \( p_{2,t} \) are prices at different locations and \( \gamma \) is often taken to equal \((1, -1)'\) so that the error correction term \( \gamma' p_t \) measures the difference between \( p_1 \) and \( p_2 \) at time \( t \). The threshold \( \psi_1 (\psi_2) \) corresponds to the transaction costs of trade from location 1 to location 2 (location 2 to location 1). Regimes 1 and 3 are the outer regimes in which the violation of spatial equilibrium leads to arbitrage and price transmission, and regime 2 represents the inner "band of inaction". For economic interpretation, not only the estimates of the threshold parameters are of interest. The estimates of \( \rho_k \) \( (k = 1, 2, 3) \) (often referred to as the "adjustment parameter") are also of interest as they measure the speed with which violations of spatial equilibrium between two locations are corrected in the respective regimes.

To express the model in matrix notation, we define vectors \( \Delta p_t \) and \( \varepsilon_t \) by stacking the
ith components of $\Delta p_t$ and $\varepsilon_t$, respectively; and $I(\gamma'p \leq \psi_1)$, $I(\psi_1 < \gamma'p \leq \psi_2)$, and $I(\psi_2 < \gamma'p)$ by stacking $I(\gamma'p_{t-1} \leq \psi_1)$, $I(\psi_1 < \gamma'p_{t-1} \leq \psi_2)$ and $I(\psi_2 < \gamma'p_{t-1})$, respectively. $I(\cdot)$ denotes the indicator function. For observations at $n$ time points, an $n \times d$ matrix $X$ is constructed by stacking rows $x_t' = (\gamma'p_t - 1, \Delta p_t'_{-1}, \ldots, \Delta p_t'_{-M})$ of length $d = 2M + 2$. $\beta_{i,k}$ is the $i$th column of the matrix $(\rho_k, \theta_k, \Theta_k1, \ldots, \Theta_kM)'$, $i = 1, 2$ and $k = 1, 2, 3$. With $\text{diag}\{I(\cdot)\}$ defined as the diagonal matrix with entries $I(\cdot)$ in the diagonal, we can write

$$\Delta p_i = \text{diag}\{I(\gamma'p \leq \psi_1)\} X\beta_{i,1} + \text{diag}\{I(\psi_1 < \gamma'p \leq \psi_2)\} X\beta_{i,2} + \text{diag}\{I(\psi_1 < \gamma'p \leq \psi_2)\} X\beta_{i,3} + \varepsilon_i$$

for $i = 1, 2$. This leads to the a compact representation of model (1),

$$\Delta p = \begin{pmatrix} \Delta p_1 \\ \Delta p_2 \end{pmatrix} = (I_2 \otimes X_1)\beta_1 + (I_2 \otimes X_2)\beta_2 + (I_2 \otimes X_3)\beta_3 + \varepsilon,$$

where $\beta'_k = (\beta'_{1,k}, \beta'_{2,k})$ for $k = 1, 2, 3$, and $X = X_1 + X_2 + X_3$.

A variety of modifications and restrictions of the general TVECM (1) have been implemented in price transmission studies. Lo and Zivot (2001) and Ihle (2010, table 2.1) provide details on a number of important specifications. We limit attention to the general TVECM. Restrictions of the model imply further information about the parameters (or relations between them) and, hence, facilitate estimation. The most general case is thus the most challenging. Although the TVECM can be generalized to include $r$ thresholds and $r + 1$ regimes, we focus on a TVECM with two thresholds and three regimes as this is the version of the TVECM that is grounded in spatial equilibrium theory as outlined above. Generalization is straightforward.

2.2 Commonly used threshold estimators

The most frequently used threshold estimator in the econometrics literature is the profile likelihood estimator (Hansen and Seo 2002; Lo and Zivot 2001). According to this method,
for each possible pair of the threshold parameters \( \psi = (\psi_1, \psi_2) \) the remaining parameters in the likelihood function corresponding to (1) are replaced by their maximum likelihood estimates. The pair of thresholds that maximizes the resulting profile likelihood function is selected as the estimate. More precisely, denoting the log-likelihood function of (1) by \( \ell(\psi, \beta_1, \beta_2, \beta_3, \sigma^2) \), the profile likelihood estimator is defined as

\[
\hat{\psi}_{pL} = \text{arg max } \ell_p(\psi) \quad \text{with} \quad \ell_p(\psi) = \ell(\psi, \hat{\beta}_1, \hat{\beta}_2, \hat{\beta}_3, \hat{\sigma}^2)
\]

(4)

\( \hat{\beta}_k \) and \( \hat{\sigma}^2 \) the maximum likelihood estimates of \( \beta_k \) and \( \sigma^2 \). Hence,

\[
\ell_p(\psi) \propto - \left\{ \Delta p - (I_2 \otimes X_1)\hat{\beta}_1 - (I_2 \otimes X_2)\hat{\beta}_2 - (I_2 \otimes X_3)\hat{\beta}_3 \right\}' \left\{ \Delta p - (I_2 \otimes X_1)\hat{\beta}_1 - (I_2 \otimes X_2)\hat{\beta}_2 - (I_2 \otimes X_3)\hat{\beta}_3 \right\}^{-1} (I_2 \otimes X_k)' \Delta p, \ k = 1, 2, 3.
\]

(5)

and \( \hat{\beta}_k = \{(I_2 \otimes X_k)'(I_2 \otimes X_k)\}^{-1} (I_2 \otimes X_k)' \Delta p \). Since the profile likelihood function is not differentiable with respect to the threshold parameters, the thresholds that maximize the profile likelihood are determined by calculating (5) for each point on a two-dimensional grid of possible threshold values, which is why the literature often refers to the "grid search" method.

The bias and high variance of the profile likelihood threshold estimator are mentioned but not further pursued in the literature on TVECMs (see table 4 and figure 1 in Lo and Zivot 2001). The simulation results we present below confirm the existence of these weaknesses (see table 1 and figures 1 and 2). Greb et al. (2011) provide a detailed analysis of the problems associated with the profile likelihood approach to threshold estimation. In summary, there are two principal problems: i) the dependence on an arbitrary trimming parameter; and ii) the uncertainty inherent in the \( \hat{\beta}_k \) which are estimated for each combination of possible threshold values. The problems can be very pronounced in small samples.

In spatial arbitrage modeling, the first issue can be decisive. \( \psi \) places each of the observations into one of three regimes. In order to compute \( \hat{\beta}_k \), it is essential that at least \( d = \text{dim}(\beta_{i,k}) \) observations fall into the \( k \)-th regime. To ensure this, \( \psi_1 \) must be greater
than or equal to $\gamma' p(d)$, where $\gamma' p^{(1)}, \ldots, \gamma' p^{(n)}$ is the ordered sequence of error correction terms, and $\psi_2$ must be correspondingly less than or equal to $\gamma' p^{(n-d)}$. The trimming parameter restricts $\psi$ accordingly. A variety of trimming parameters are suggested in the literature. Goodwin and Piggott (2001) specify that each regime in the TVECM that they estimate must include at least 25 observations. Balcombe et al. (2007) impose the restriction that each regime must include at least 20% of the observations in their sample, while Andrews (1993) proposes a minimum proportion of 15%. However, if markets are well-integrated, then arbitrage will lead to rapid correction of any price differences that exceed the thresholds, and the outer regimes will contain correspondingly few observations. Especially in small samples, this can lead to a situation in which the outer regimes actually contain fewer observations than imposed by the chosen trimming parameter. In this case, the resulting estimator cannot be consistent as the threshold parameter space $\Psi$ (and, hence, the grid that is searched) excludes the true thresholds. Despite its potential impact on threshold estimation, the literature only offers a variety of arbitrary suggestions for the trimming parameter.

The second problem naturally becomes more pronounced as the number of parameters in the model (i.e. the dimension of $\hat{\beta}_k$) increases. Each additional lag included in a bivariate TVECM with three regimes adds 12 coefficients. Hence, the number of coefficients to be estimated can grow rapidly relative to the potentially few observations in the outer regimes. If there is also little difference in coefficients between regimes, pinpointing the location of the thresholds becomes increasingly difficult.

As an alternative to profile likelihood, Bayesian estimators have been employed in some price transmission studies (Balcombe et al. 2007; Balcombe and Rapsomanikis 2008). As explained in Greb et al. (2011), the performance of a Bayesian estimator in generalized threshold regression models crucially depends on the selected priors. In the absence of any prior knowledge of potential parameter values, so-called noninformative priors are the natural choice. However, these can distort estimates. In particular, the posterior density
associated with noninformative priors for the $\hat{\beta}_k$ inherits the dependence on a trimming parameter from the profile likelihood. Due to an extra term in the likelihood function, which grows rapidly as fewer observations are left in one of the regimes, the posterior density takes its largest values exactly for those threshold values that are arbitrarily included or excluded from the threshold parameter space $\Psi$ when the trimming parameter is varied. Consequently, the trimming parameter strongly affects the threshold estimate. Nevertheless, Balcombe et al. (2007) and Balcombe and Rapsomanikis (2008) base their Bayesian estimators on noninformative priors. Chen (1998) suggests a Bayesian estimator based on a normal prior with known hyper-parameters for the $\hat{\beta}_k$ and a uniform prior for the threshold parameter. However, she designs the latter to assign zero probability to threshold values that do not leave a minimum number of observations in each regime, which is equivalent to assuming an arbitrary trimming parameter.

2.3 Regularized Bayesian estimator

Given the deficiencies of profile likelihood and Bayesian estimation with noninformative priors, we explore the properties of an alternative threshold estimator (Greb et al. 2011) in the context of TVCEMs. This regularized Bayesian estimator (RBE) was developed for univariate generalized threshold regression models with one threshold. The idea of the estimator is to penalize differences between regimes so as to keep these differences reasonably small when the data contain little information. The strength of this regularizing penalty is fundamental to the estimator. It is determined in a data-driven manner employing the so-called empirical Bayes paradigm. The estimator is developed in a Bayesian framework and the penalization is a result of the choice of priors. As an important consequence of the regularization, the posterior density is well-defined on the entire threshold parameter space $\Psi$. Hence, there is no need to choose a trimming parameter and no risk of excluding the true threshold from $\Psi$. In the setting of generalized threshold regression models, the RBE outperforms commonly used estimators, especially when the threshold
leaves only few observations in one of the regimes or there is little difference in coefficients between regimes.

Extension of the theory detailed in Greb et al. (2011) to the TVECM with two thresholds in equation (1) is straightforward. It involves reparametrizing the model in equation (3),

\[ \Delta p = (I_2 \otimes X_1)\beta_1 + (I_2 \otimes X_2)\beta_2 + (I_2 \otimes X_3)\beta_3 + \varepsilon \]

\[ = (I_2 \otimes X_1)(\beta_1 - \beta_2) + \{(I_2 \otimes X_1) + (I_2 \otimes X_2) + (I_2 \otimes X_3)\} \beta_2 \\
+ (I_2 \otimes X_3)(\beta_3 - \beta_2) + \varepsilon \\
= (I_2 \otimes X_1)(\beta_1 - \beta_2) + (I_2 \otimes X)\beta_2 + (I_2 \otimes X_3)(\beta_3 - \beta_2) + \varepsilon \\
= (I_2 \otimes X_1)\delta_1 + (I_2 \otimes X)\beta_2 + (I_2 \otimes X_3)\delta_3 + \varepsilon, \]

and specifying a noninformative constant prior for \( \beta_2 \) and normal priors for \( \delta_i \), \( \delta_i \sim N(0, \sigma^2_{\delta_i}: I_{2d}) \), \( i = 1, 3 \). The empirical Bayes strategy amounts to replacing \( \sigma^2, \sigma^2_{\delta_1}, \) and \( \sigma^2_{\delta_3} \) by their maximum likelihood estimates \( \hat{\sigma}^2, \hat{\sigma}^2_{\delta_1}, \) and \( \hat{\sigma}^2_{\delta_3} \). As illustrated in the appendix, this yields a log posterior density

\[ p(\psi|\Delta p, X) \propto -\frac{1}{2}\left\{ (2n - 2d) \log \hat{\sigma}^2 + \log |V| + \log |Z'V^{-1}Z| \right. \\
\left. + \frac{1}{\hat{\sigma}^2}(\Delta p - Z\hat{\beta}_2)'V^{-1}(\Delta p - Z\hat{\beta}_2) \right\} \]

with \( \hat{\beta}_2 = (Z'V^{-1}Z)^{-1}Z'V^{-1}\Delta p \) and \( V = I_{2n} + \frac{\hat{\sigma}^2_{\delta_1}}{\hat{\sigma}^2}Z_1Z_1' + \frac{\hat{\sigma}^2_{\delta_3}}{\hat{\sigma}^2}Z_3Z_3' \) for \( Z = I_2 \otimes X, \) \( Z_1 = I_2 \otimes X_1 \) and \( Z_3 = I_2 \otimes X_3 \). A comparison of \( \ell_p(\psi) \) in equation (5) with \( p(\psi|\Delta p, X) \) in equation (7) shows that unlike the former, the latter does not depend on \( \hat{\beta}_k \), \( k = 1, 2, 3 \), which are not well-defined unless \( \psi \) leaves a minimum of \( d \) observations in each regime. Accordingly, \( p(\psi|\Delta p, X) \) is defined on the entire threshold parameter space \( \Psi = \{(\psi_1, \psi_2) \text{ such that } \min(\gamma'|p_t) < \psi_1 < \psi_2 < \max(\gamma'|p_t)\} \).

The regularized Bayesian threshold estimator \( \hat{\psi}_{rB} = (\hat{\psi}_{1rB}, \hat{\psi}_{2rB}) \) is computed as the posterior median

\[ \int_{\min(\gamma'|p_t)}^{p(\psi|\Delta p, X)d\psi_i = 0.5, \ i = 1, 2} \]

\[ \phi_{rB} \]
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assuming a prior \( p(\psi|X) \propto I(\psi \in \Psi) \) for \( \psi \). Here, \( p(\psi_i|\Delta p, X) \) denotes the \( i \)-th threshold’s marginal posterior density. We choose the median of the posterior distribution because it is more robust than the mode and yields more reliable results than the mean when this density is skewed (which tends to be the case when the true threshold is close to the boundary of the threshold parameter space \( \Psi \)).

## 2.4 Computational aspects

Any two threshold values which produce the same allocation of observations into regimes produce identical values of the profile likelihood function \( \mathcal{L}_p(\psi) \). Hence, \( \mathcal{L}_p(\psi) \) is a step function and not differentiable. The same holds for the posterior density \( p(\psi|\Delta p, X) \).

However, searching a grid that includes all of the observed error-correction terms yields the exact maximum of \( \mathcal{L}_p(\psi) \) and also makes it possible to calculate the precise value of the integral of \( p(\psi|\Delta p, X) \). Obviously, this can be computationally intensive in large samples. Hence, in practice, profile likelihood functions are often evaluated on a coarser grid. For example, some authors (e.g. Goodwin and Piggott 2001) employ evenly spaced grids that divide the threshold parameter space \( \Psi \) into a chosen number of equal steps and that therefore do not necessarily include each of the observed error-correction terms. In the absence of local maxima and large jumps between subsequent steps, such a simplified grid will provide a reasonable approximation of the maximum/integral. However, when the dimension of \( \hat{\beta}_k \) is high or the thresholds leave few observations in one of the regimes, \( \mathcal{L}_p(\psi) \) and \( p(\psi|\Delta p, X) \) tend to be jagged and display several local maxima. In such a case, even a fairly dense grid can produce a poor approximation of the true maximum and, consequently, poor estimates, if it does not include all function values. We demonstrate this effect of an inappropriate grid choice in one of the empirical applications below.

Computation of the RBE is greatly simplified by taking advantage of functions for mixed models available in statistical software packages. Again, we refer to Greb et al. (2011) for details. R code for calculating RB estimates (for the general TVECM in equation (1)
and for restricted models such as the BAND-TVECM) is available from the authors.

3 Simulations

In a simulation study, we generate data using model (1) with the following parameters: thresholds are set to $\psi_1 = -4$ and $\psi_2 = 4$; adjustment coefficients $\rho_1 = \rho_3 = (-0.25, 0)'$ and $\rho_2 = (0, 0)'$; intercepts $\theta_1 = (-1, 0)'$, $\theta_2 = (0, 0)'$, $\theta_3 = (1, 0)'$; and $\Theta_{11} = \Theta_{31} = \begin{pmatrix} 0.2 & 0.2 \\ 0 & 0 \end{pmatrix}$, $\Theta_{21} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$. The cointegrating vector $\gamma = (1, -1)'$ is assumed to be known; this implies an error correction term $\gamma'p_t = p_{1,t} - p_{2,t}$ that is simply equal to the difference between $p_1$ and $p_2$. Errors are normally distributed, $\varepsilon_t \sim \mathcal{N}(0, \sigma^2 I_2)$ with $\sigma^2 = 1$. The length of the series is $n = 200$. We have selected the parameters to take on values that are plausible in real data applications. They imply that in most simulations about one half of the data belongs to the inner and one fourth to each of the outer regimes.

We estimate thresholds by applying the profile likelihood and RB estimators to a Monte Carlo sample of 300 replications of the data generating process defined above. We show profile likelihood estimates for three different trimming parameters. These are, first, the least restrictive trimming parameter possible ($d = 2M + 2$, which ensures that each regime contains at least exactly the minimum number of observations necessary to estimate all model parameters), second, 15%, and third, 20% of the sample size. Results are summarized in figures 1 and 2 together with table 1. The RBE clearly outperforms the profile likelihood estimator. We observe a considerable reduction in both bias and variance and, consequently, mean squared error. In contrast to the profile likelihood estimates, the RB estimates are not drawn towards zero. The histograms show that the distribution of the RB estimates is also less skewed. Further simulations (including restricted models) confirm these findings. Altogether, the results indicate that the RBE is not only superior for generalized threshold regression models, but also for TVECMs specifically.
Figure 1: Simulation results – boxplots. Note: The horizontal dashed gray line indicates the true threshold. The dark lines in the shaded boxes are the respective sample means. "pL min", "pL 15%", and "pL 20%" denote profile likelihood estimates with trimming parameters equal to the smallest possible value ($d = 2M + 2$), 15% of the sample size, and 20% of the sample size, respectively.

Figure 2: Simulation results – histograms. Note: "pL min", "pL 15%", and "pL 20%" denote profile likelihood estimates with trimming parameters equal to the smallest possible value ($d = 2M + 2$), 15% of the sample size, and 20% of the sample size, respectively.
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Table 1: Simulation Results. Note: Standard errors are reported in parentheses below the mean. "min", "15%", and "20%" denote trimming parameters equal to the smallest possible value \((d = 2M + 2)\), 15% of the sample size, and 20% of the sample size, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Regularized Bayesian estimator</th>
<th></th>
<th>Profile likelihood estimator</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lower threshold</td>
<td>upper threshold</td>
<td>lower threshold</td>
<td>upper threshold</td>
</tr>
<tr>
<td>true</td>
<td>-4</td>
<td>4</td>
<td>-4</td>
<td>4</td>
</tr>
<tr>
<td>mean</td>
<td>-3.63</td>
<td>3.72</td>
<td>-1.82</td>
<td>-0.93</td>
</tr>
<tr>
<td></td>
<td>(2.23)</td>
<td>(1.88)</td>
<td>(3.40)</td>
<td>(2.79)</td>
</tr>
<tr>
<td>MSE</td>
<td>5.10</td>
<td>3.62</td>
<td>16.31</td>
<td>15.40</td>
</tr>
</tbody>
</table>

4 Empirical Applications

4.1 Goodwin and Piggott (2001) revisited

In the first empirical application, we revisit Goodwin and Piggott’s (2001) seminal analysis of spatial price transmission with TVECMs. We apply the RBE to their dataset and compare the results with their profile likelihood estimates. Goodwin and Piggott (2001) explore daily corn and soybean prices at important North Carolina terminal markets (figure 3). These are Williamston, Candor, Cofield, and Kinston for corn, and Fayetteville, Raleigh, Greenville, and Kinston for soybeans. Observations range from 2 January 1992 until 4 March 1999. For each commodity, Goodwin and Piggott (2001) evaluate pairs consisting of a central market – Williamston for corn and Fayetteville for soybeans – and each of the other markets in turn. They estimate the TVECM in equation (1) with logarithmic prices by maximizing the profile likelihood function \(\mathcal{L}_p(\psi)\) under the assumption of Gaussian errors (or, equivalently, minimizing the sum of squared errors).

In accordance with spatial equilibrium theory they assume that \(\psi_1 \leq 0\) and \(\psi_2 \geq 0\) and search for the maximum of \(\mathcal{L}_p(\psi)\) among those \(\psi\) that meet this condition. To obtain comparable results, we also incorporate this information in the RBE; we specify a prior on \(\psi\) which is zero for any \(\psi\) such that \(\psi_1 > 0\) or \(\psi_2 < 0\), and uniform otherwise. Goodwin and Piggott (2001) evaluate the estimating function at 100 equally spaced grid
Figure 3: Daily corn (1) and soybean (2) (log)prices at four North Carolina terminal markets. Source: Goodwin and Piggott (2001), who kindly made this data available.

points for each threshold. In contrast, we compute the RB estimates exactly, that is, the posterior density is evaluated on a complete grid (that includes all observed values of the error-correction term).

We report RB estimates together with Goodwin and Piggott’s (2001) original profile likelihood estimates in table 2. It is evident that relative to the profile likelihood estimates, the RB estimates for both thresholds tend to be of greater magnitude. This is confirmed by the results reported in the last three columns of the same table, which show (in square brackets) for each pair of markets the number of observations assigned to each of the three regimes by the respective estimation method. Since the thresholds estimated by the regularized Bayesian method are farther from zero, this method assigns correspondingly less (more) observations to the outer (inner) regimes. The only exceptions are found in regime 3 for Cofield – Williamston (corn) and Greenville – Fayetteville (soybeans).

In the last three columns of table 2 we also illustrate the effect of using a complete rather than a uniform grid on the allocation of observations into regimes. For the profile likelihood results, the first number in square brackets is the number of observations allocated
to the respective regime when Goodwin and Piggott’s uniform grid is employed, and the second number is the corresponding number of observations when a complete grid is employed. If both grids lead to similar estimates of the thresholds $\psi_1$ and $\psi_2$, then they will also lead to similar allocations of observations into regimes. While this is the case for some market pairs, the cases of Raleigh – Fayetteville and Greenville – Fayetteville in particular illustrate that a complete grid is necessary to ensure correct identification of the global maximum of the likelihood function.

What are the economic implications of these results? Several points can be made. First, the fact that the regularized Bayesian threshold estimates are farther apart can be interpreted as evidence of greater market integration. It implies that more observations are in the inner “band of inaction”, and correspondingly fewer are in the outer bands where spatial equilibrium is violated, triggering trade and price adjustments.\(^1\) However, if thresholds are estimates of the transaction costs of trade between two locations, then the RBE suggests that these costs are higher than indicated by the profile likelihood estimates (see O’Connell and Wei 2002). Hence, the regularized Bayesian threshold estimates suggest that the markets in question are more integrated in the sense that they display fewer violations of spatial equilibrium, but also that they are separated by higher transactions costs which must be overcome before arbitrage becomes profitable.

Second, market integration is reflected not only in how often violations of spatial equilibrium occur, but also in the speed with which such violations are corrected. According to the two-market spatial equilibrium theory discussed above, the outer regimes should be characterized by more rapid error correction than the inner regime, within which prices can move independently and no error correction is expected. The profile likelihood and regularized Bayesian estimates of the adjustment parameters presented in table 2 generally confirm this expectation. However, the profile likelihood estimates are surprising in

\(^1\)The only major exception to this pattern is Fayetteville – Greenville, for which the inner regime is more than twice as wide according to profile likelihood as it is according to the RBE. We discuss this exception below.
two cases. First, for corn in Kinston – Williamston, the estimated adjustment parameters in regime 1 are both greater than one in magnitude, which is implausible as it would suggest that errors are amplified and not corrected. The total adjustment implied by these two parameters (−0.166 in the third to last column of table 2) is negative, which confirms that this regime is not consistent with error correction and cointegration. This may be a reflection of the “weaker” evidence for cointegration between corn prices in Kinston and Williamston reported by Goodwin and Piggott (2001, p. 306). Second, total adjustment in the inner regime (regime 2) in the case of corn in Candor and Williamston (−0.015 in the second to last column of table 2) is also negative, which suggests that price differences in this regime will also be amplified rather than corrected. This result is incompatible with spatial equilibrium theory, which does not predict that prices will be driven apart in the inner regime. However, it is not incompatible with market integration between Candor and Williamston overall, because outer bands for this pair of markets are characterized by error correction that will drive prices back towards equilibrium whenever they leave the inner regime.

The regularized Bayesian estimates of the adjustment parameters presented in table 2 do not display any anomalies of this nature and therefore provide stronger evidence of market integration. However, for many market pairs the adjustment coefficients in the outer bands are smaller according to the RBE compared with profile likelihood. For corn in Candor and Williamston, for example, total adjustment amounts to 0.130 in regime 1 and 0.120 in regime 3 according to profile likelihood, compared with 0.043 in both regimes according to the RBE. Hence, while 13% (12%) of any difference between the two prices is corrected per period in regime 1 (3) according to the profile likelihood results, only 4.3% is corrected in either regime according to the RBE.\textsuperscript{2} Hence, the RBE results point to slower transmission of price shocks than the profile likelihood results.

\textsuperscript{2}While most of the adjustment coefficients reported in table 2 are quite small, regardless of the method used to estimate them, they are estimated using daily prices. Hence, in most cases the adjustment half-life is in the range of 1 – 2 weeks.
One other aspect of the results in table 2 deserves mention. For one of the corn market pairs (Candor – Williamston) and all three of the soybean market pairs, the regularized Bayesian estimates of the adjustment parameters are very similar or identical across all three regimes. These results might indicate that the two-threshold, three-regime model of price transmission is misspecified. As data on trade in corn and soybeans between the markets in question are not available, it is not clear whether a model with two thresholds, which includes a regime for trade from market 1 to market 2, but also a regime for trade in the opposite direction, is correctly specified. If trade only flows in one direction, then a model with one threshold and two regimes would be more appropriate. Sephton (2003), who also revisits the Goodwin and Piggott (2001) data, finds that a one-threshold model is indicated for four of the six pairs, and that the pairs Raleigh-Fayetteville and Greenville-Fayetteville display little evidence of any threshold effects whatsoever. Our regularized Bayesian estimates of very similar or identical adjustment coefficients across regimes for some market pairs appear to corroborate Sephton’s finding.
<table>
<thead>
<tr>
<th>Est.</th>
<th>Dep.var.</th>
<th>$\rho_1$</th>
<th>$\sigma_1$</th>
<th>$\psi_1$</th>
<th>$\rho_2$</th>
<th>$\sigma_2$</th>
<th>$\psi_2$</th>
<th>$\rho_3$</th>
<th>$\sigma_3$</th>
<th>Total($\rho_1$)</th>
<th>Total($\rho_2$)</th>
<th>Total($\rho_3$)</th>
<th>[#obs.]</th>
<th>[#obs.]</th>
<th>[#obs.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>$\Delta p_{\text{CAN}}$</td>
<td>0.003 (0.061)</td>
<td>-0.025</td>
<td>0.006 (0.053)</td>
<td>0.003</td>
<td>-0.030 (0.040)</td>
<td>0.130</td>
<td>-0.015</td>
<td>0.120</td>
<td>[295/298]</td>
<td>[761/670]</td>
<td>[716/797]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBE</td>
<td>$\Delta p_{\text{WIL}}$</td>
<td><strong>0.133</strong> (0.061)</td>
<td>[12]</td>
<td>[1545]</td>
<td>[208]</td>
<td>[1669/1686]</td>
<td>[35/11]</td>
<td>[1409]</td>
<td>[283]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PL</td>
<td>$\Delta p_{\text{COF}}$</td>
<td>-0.083 (0.063)</td>
<td>-0.057</td>
<td><strong>0.028</strong> (0.012)</td>
<td>0.065</td>
<td>-0.351 (0.558)</td>
<td>0.136</td>
<td>0.007</td>
<td>1.074</td>
<td>[69/68]</td>
<td>[1669/1686]</td>
<td>[35/11]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBE</td>
<td>$\Delta p_{\text{WIL}}$</td>
<td>0.053 (0.063)</td>
<td>[73]</td>
<td>[1409]</td>
<td>[283]</td>
<td>[249/197]</td>
<td>[55/10]</td>
<td>[1469/1558]</td>
<td>[47/47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PL</td>
<td>$\Delta p_{\text{KIN}}$</td>
<td>-2.619 (0.773)</td>
<td>-0.013</td>
<td><strong>0.162</strong> (0.053)</td>
<td>0.0190</td>
<td>0.954 (0.686)</td>
<td>-0.166</td>
<td>0.028</td>
<td>0.204</td>
<td>[1469/1558]</td>
<td>[55/10]</td>
<td>[1753]</td>
<td>[5]</td>
<td>[7]</td>
<td>[47/47]</td>
</tr>
<tr>
<td>RBE</td>
<td>$\Delta p_{\text{WIL}}$</td>
<td>-2.785 (0.773)</td>
<td>[47/47]</td>
<td>[1559/1226]</td>
<td>[47/47]</td>
<td>[7]</td>
<td>[1753]</td>
<td>[5]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PL</td>
<td>$\Delta p_{\text{RAL}}$</td>
<td>-0.352 (0.277)</td>
<td>-0.001</td>
<td>-0.091 (0.108)</td>
<td>0.010</td>
<td>0.257 (0.465)</td>
<td>0.417</td>
<td>-0.002</td>
<td>0.095</td>
<td>[166/492]</td>
<td>[1559/1226]</td>
<td>[47/47]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PL</td>
<td>$\Delta p_{\text{FAY}}$</td>
<td>0.065 (0.277)</td>
<td>-0.093 (0.108)</td>
<td>0.352 (0.465)</td>
<td>[166/492]</td>
<td>[1559/1226]</td>
<td>[47/47]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Corn:** Candor-Williamston

**Corn:** Cofield-Williamston

**Corn:** Kinston-Williamston

**Soybeans:** Raleigh-Fayetteville

**Soybeans:** Raleigh-Fayetteville
Table 2: Estimates for the Data in Figure 3 – TVECM with three Regimes. Notes:
- PL is the profile likelihood estimator; RBE is the regularized Bayesian estimator.
- Standard errors of the estimated adjustment parameters ($\rho_k$) are provided in brackets. These must be interpreted with care because they are computed without accounting for the variability of the threshold estimate. Estimates that are significant at the 10% level are in **bold**. Standard errors for regularized Bayesian threshold estimates (in brackets below the estimate) are calculated in the customary Bayesian manner as their posterior standard deviation. To the best of our knowledge, it is an open question how to compute standard errors for PL threshold estimates in TVECMs.
- The error correction term is normalized so that the first adjustment parameter in each pair is expected to be negative, and the second positive. For example, for soybeans, the market pair Kinston – Fayetteville, and the profile likelihood (PL) estimator, the $\rho_1$-values (-0.071 and 0.023) have the expected signs.
- Total($\rho_k$) measures the total error-correction of price differences in regime $k$ as the sum of the second adjustment parameter in each pair minus the first. For example, for soybeans, the market pair Kinston – Fayetteville, and the profile likelihood (PL) estimator, Total($\rho_1$) = 0.094 = 0.023−(-0.071).
- The number in square brackets below Total($\rho_k$) is the estimated number of observations in regime $k$. For PL, the first number corresponds to Goodwin and Piggott’s estimates, the second to PL estimates based on a complete grid.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta p^{RAE}$</th>
<th>$\Delta p^{FAY}$</th>
<th>$\Delta p^{GRE}$</th>
<th>$\Delta p^{FAY}$</th>
<th>$\Delta p^{KIN}$</th>
<th>$\Delta p^{FAY}$</th>
<th>$\Delta p^{KIN}$</th>
<th>$\Delta p^{FAY}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBE</td>
<td>-0.090 (0.063)</td>
<td>0.003 (0.063)</td>
<td>-0.090 (0.063)</td>
<td>0.033 (0.063)</td>
<td>-0.090 (0.063)</td>
<td>0.003 (0.063)</td>
<td>-0.090 (0.063)</td>
<td>0.033 (0.063)</td>
</tr>
<tr>
<td></td>
<td>-0.022</td>
<td>(0.002)</td>
<td>-0.022</td>
<td>(0.003)</td>
<td>-0.022</td>
<td>(0.003)</td>
<td>-0.022</td>
<td>(0.003)</td>
</tr>
<tr>
<td></td>
<td>0.014</td>
<td>0.033 (0.063)</td>
<td>0.014</td>
<td>0.033 (0.063)</td>
<td>0.014</td>
<td>0.033 (0.063)</td>
<td>0.014</td>
<td>0.033 (0.063)</td>
</tr>
<tr>
<td></td>
<td>0.128</td>
<td>0.123</td>
<td>0.128</td>
<td>0.123</td>
<td>0.128</td>
<td>0.123</td>
<td>0.128</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
<td>0.123</td>
</tr>
<tr>
<td>PL</td>
<td>-0.040 (0.048)</td>
<td>0.009</td>
<td>0.042 (0.047)</td>
<td>0.012</td>
<td>0.083 (0.587)</td>
<td>0.064</td>
<td>0.029</td>
<td>0.370</td>
</tr>
<tr>
<td></td>
<td>0.009</td>
<td>0.047</td>
<td>0.071 (0.047)</td>
<td>0.012</td>
<td>0.453 (0.587)</td>
<td>0.064</td>
<td>0.029</td>
<td>0.370</td>
</tr>
<tr>
<td>RBE</td>
<td>0.014 (0.022)</td>
<td>-0.008</td>
<td>0.014 (0.022)</td>
<td>0.006</td>
<td>0.015 (0.022)</td>
<td>0.053</td>
<td>0.053</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>0.014 (0.022)</td>
<td>(0.026)</td>
<td>0.014 (0.022)</td>
<td>(0.026)</td>
<td>0.015 (0.022)</td>
<td>(0.026)</td>
<td>0.053</td>
<td>(0.026)</td>
</tr>
<tr>
<td></td>
<td><strong>0.067</strong> (0.022)</td>
<td><strong>0.067</strong> (0.022)</td>
<td><strong>0.067</strong> (0.022)</td>
<td><strong>0.067</strong> (0.022)</td>
<td><strong>0.068</strong> (0.022)</td>
<td><strong>0.068</strong> (0.022)</td>
<td><strong>0.068</strong> (0.022)</td>
<td><strong>0.068</strong> (0.022)</td>
</tr>
<tr>
<td></td>
<td>[11]</td>
<td>[1714]</td>
<td>[410/435]</td>
<td>[1292/1026]</td>
<td>[70/304]</td>
<td>[462]</td>
<td>[558]</td>
<td>[745]</td>
</tr>
<tr>
<td>PL</td>
<td>-0.071 (0.043)</td>
<td>-0.006</td>
<td>0.029 (0.182)</td>
<td>0.007</td>
<td>-0.104 (0.093)</td>
<td>0.094</td>
<td>0.115</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>0.023 (0.043)</td>
<td>0.144 (0.182)</td>
<td>0.144 (0.182)</td>
<td>0.096 (0.093)</td>
<td>[544/550]</td>
<td>[508/502]</td>
<td>[721/713]</td>
<td>[721/713]</td>
</tr>
<tr>
<td>RBE</td>
<td>-0.008 (0.021)</td>
<td>-0.097</td>
<td>-0.003 (0.022)</td>
<td>0.021</td>
<td>-0.003 (0.022)</td>
<td>0.070</td>
<td>0.064</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>-0.008 (0.021)</td>
<td>(0.029)</td>
<td>-0.003 (0.022)</td>
<td>(0.029)</td>
<td>-0.003 (0.022)</td>
<td>(0.029)</td>
<td>-0.003 (0.022)</td>
<td>(0.029)</td>
</tr>
<tr>
<td></td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
<td><strong>0.061</strong> (0.022)</td>
</tr>
<tr>
<td></td>
<td>[9]</td>
<td>[1691]</td>
<td>[9]</td>
<td>[1691]</td>
<td>[65]</td>
<td>[721/713]</td>
<td>[721/713]</td>
<td>[721/713]</td>
</tr>
</tbody>
</table>
4.2 Price transmission between German and Spanish pork prices

As a second empirical application, we analyze transmission between German and Spanish pork prices. The analysis is carried out using the data presented in figure 4, which are average weekly prices of grade E pig carcasses for Germany and Spain in Euro per 100 kg between May 21, 1989 and October 17, 2010 (1091 observations). We specify a TVECM with three regimes,

\[
\Delta p_t = \begin{cases} 
\rho_1 \gamma' p_{t-1} + \theta_1 + \sum_{m=1}^{M} \Theta_{1m} \Delta p_{t-m} + \varepsilon_t, & \gamma' p_{t-1} < \psi_1 \quad \text{(Regime 1)} \\
\rho_2 \gamma' p_{t-1} + \theta_2 + \sum_{m=1}^{M} \Theta_{2m} \Delta p_{t-m} + \varepsilon_t, & \psi_1 \leq \gamma' p_{t-1} \leq \psi_2 \quad \text{(Regime 2)} \\
\rho_3 \gamma' p_{t-1} + \theta_3 + \sum_{m=1}^{M} \Theta_{3m} \Delta p_{t-m} + \varepsilon_t, & \psi_2 < \gamma' p_{t-1} \quad \text{(Regime 3)} 
\end{cases}
\]

with \( \Delta p_t = (\Delta p_t^{\text{Germany}}, \Delta p_t^{\text{Spain}})' \) and \( M = 3 \). We apply profile likelihood and the RBE with the error correction term \( \gamma' p_{t-1} \) defined as the difference between the Spanish and the German prices, \( \gamma' p_t = \Delta p_t^{\text{Germany}} - \Delta p_t^{\text{Spain}} \).

We plot the profile likelihood for the upper threshold (\( \psi_2 \)) in figure 5. To generate this figure, the lower threshold (\( \psi_1 \)) has been fixed at its profile likelihood estimate.

![Figure 4: Weekly prices for grade E pig carcasses in Germany and Spain (Euro per 100 kg). Source: European Commission: http://ec.europa.eu/agriculture/markets/pig/porcs.pdf.](image)
Figure 5: Profile likelihood function for the upper threshold, $\psi_2$, estimated with the pig price data in figure 4. The dashed vertical line indicates the profile likelihood estimate for the upper threshold, $\hat{\psi}_2$, estimated using the least restrictive possible trimming parameter. Solid grey lines indicate how the threshold parameter space is restricted when 2.5% (5%) of the observations are required to fall into each regime. The lower threshold is fixed at its profile likelihood estimate, $\hat{\psi}_1 = -27.8$.

We see that the profile likelihood reaches its maximum at the boundary of the range defined by the smallest possible trimming parameter (i.e. the requirement that each regime contains at least one observation per parameter to be estimated). Hence, any more restrictive trimming parameter (such as requiring that each regime contain at least 2.5 or 5% of all observations) strongly influences the profile likelihood estimate (see figure 5), rendering it arbitrary and unreliable. Compared with an estimate $\hat{\psi}_2 = 26.07$ for the least restrictive trimming parameter, requiring 2.5% (5%) of the observations to fall into each regime produces the estimate $\hat{\psi}_2 = 21.83$ ($\hat{\psi}_2 = 14.01$).

The RBE does not require an arbitrary trimming parameter. It produces threshold estimates $(-36.41, 34.76)$ that are considerably larger in magnitude than the profile likelihood estimates $(-27.80, 26.07)$. Furthermore, the RBE produces estimates of the adjustment parameters that are more plausible than their profile likelihood counterparts (table 3). In regime 1, where the difference between the German and Spanish prices is less than the
lower threshold value, the profile likelihood estimate of the adjustment parameter for the Spanish price is significant and of relatively high magnitude (−0.665), but with an implausible sign. Both magnitude and sign are implausible for the corresponding parameter estimate in regime 3 (−1.193), where the difference between the German and the Spanish prices exceeds the upper threshold. The corresponding estimated adjustment parameters for the German price in regimes 1 and 3 (−0.198 and −0.334) have the expected negative signs, but they are insignificant. Altogether, the total adjustments for regimes 1 and 3 are negative according to the profile likelihood method (see the third-to-last and last columns of table 3). Hence, the profile likelihood estimates suggest that there is no mechanism that returns German and Spanish prices to their long run equilibrium when shocks drive them apart. In comparison, the regularized Bayesian estimates of the adjustment parameters make considerably more sense. All of the regularized Bayesian estimates that are significant, have the expected sign, and together they indicate that when the difference between the German and the Spanish prices exceeds one of the thresholds, adjustments are triggered that return these prices to their long run equilibrium (total adjustment equals 0.318 in regime 1 and 0.348 in regime 3).

In summary, the empirical applications illustrate the advantages of the RBE in the context of spatial price transmission analysis. The RBE does not depend on a trimming parameter that arbitrarily influences the profile likelihood results in the application with Spanish and German pork prices. Furthermore, in both applications the RB estimates of the adjustment parameters are more plausible. In the application with the Goodwin and Piggott (2001) data they appear to confirm Sephton’s (2003) finding that the two-threshold TVECM is misspecified. In the application with Spanish and German pork prices they are, unlike the profile likelihood estimates, consistent with spatial equilibrium theory and price transmission between the markets in question.
<table>
<thead>
<tr>
<th>Est.</th>
<th>Dep.var.</th>
<th>$\rho_1$</th>
<th>$\sigma (\rho_1)$</th>
<th>$\psi_1$</th>
<th>$\rho_2$</th>
<th>$\sigma (\rho_2)$</th>
<th>$\psi_2$</th>
<th>$\rho_3$</th>
<th>$\sigma (\rho_3)$</th>
<th>Total($\rho_1$)</th>
<th>Total($\rho_2$)</th>
<th>Total($\rho_3$)</th>
<th>#obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PL</td>
<td>$\Delta P^{\text{Germany}}$</td>
<td>-0.198</td>
<td>(0.354)</td>
<td>-27.8</td>
<td>-0.028</td>
<td>(0.012)</td>
<td>26.1</td>
<td>-0.334</td>
<td>(1.498)</td>
<td>-0.467</td>
<td>0.080</td>
<td>-0.859</td>
<td>[21]</td>
</tr>
<tr>
<td></td>
<td>$\Delta P^{\text{Spain}}$</td>
<td>-0.665</td>
<td>(0.354)</td>
<td>0.052</td>
<td>(0.012)</td>
<td>-1.193</td>
<td>(1.498)</td>
<td>26.1</td>
<td>-0.467</td>
<td>0.080</td>
<td>-0.859</td>
<td>[1058]</td>
<td>[8]</td>
</tr>
<tr>
<td>RBE</td>
<td>$\Delta P^{\text{Germany}}$</td>
<td>-0.286</td>
<td>(0.104)</td>
<td>-36.4</td>
<td>-0.029</td>
<td>(0.011)</td>
<td>34.8</td>
<td>-0.355</td>
<td>(0.116)</td>
<td>0.318</td>
<td>0.092</td>
<td>0.348</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td>$\Delta P^{\text{Spain}}$</td>
<td>0.031</td>
<td>(0.104)</td>
<td>(28.3)</td>
<td>0.063</td>
<td>(0.011)</td>
<td>(149.9)</td>
<td>0.007</td>
<td>(0.116)</td>
<td>0.318</td>
<td>0.092</td>
<td>0.348</td>
<td>[1084]</td>
</tr>
</tbody>
</table>

Table 3: Estimates for the Data in Figure 3 – TVECM with three Regimes. Note: The notes below table 2 apply.
5 Conclusions

We discuss the estimation of TVCEMs in spatial price transmission analysis. We point out shortcomings of the common (profile likelihood) estimation procedure and emphasize the relevance of these problems for applied price transmission studies. As an alternative, we suggest employing a regularized Bayesian estimator (Greb et al. 2011), and we demonstrate this estimator’s superior performance in a simulation study. Revisiting the empirical analysis in Goodwin and Piggott’s influential paper on TVECMs in price transmission analysis, we find that the RB estimates are free of several anomalies that characterise the profile likelihood estimates, and appear to corroborate Sephton’s (2003) finding that the two-threshold, three-regime TVECM is misspecified for the data in question. A second application, with German and Spanish pork prices, confirms the advantages of the RBE in spatial price transmission modeling, producing results that are more consistent with the theory of spatial equilibrium than the corresponding profile likelihood results. Future work could move beyond the pairwise consideration of markets to study multivariate sets of prices and the more complex multiple-threshold relationships that exist between them. Another extension would be to investigate time-varying thresholds, since especially for longer time-series the assumption of constant transaction costs is questionable.
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7 Appendix

Our aim is to compute the posterior density $p(\psi|\Delta p, X)$ for the model

$$\Delta p = (I_2 \otimes X_1)\delta_1 + (I_2 \otimes X)\beta_2 + (I_2 \otimes X_3)\delta_3 + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I_{2n})$$

with a normal prior $\delta_1 \sim \mathcal{N}(0, \sigma^2_1 I_{2d})$, where $d = 2M + 2$ with $M$ the number of lags included in the model; a uniform prior $\beta_2 \sim U(\mathbb{R}^{2d})$; a normal prior $\delta_3 \sim \mathcal{N}(0, \sigma^2_3 I_{2d})$; and a uniform prior $\psi \sim U(\psi \in \Psi)$.

To this end, we first calculate $p(\Delta p|\psi, X)$, since

$$p(\psi|\Delta p, X) = \frac{p(\Delta p|\psi, X)}{p(\Delta p|X)} \propto p(\Delta p|\psi, X)$$

given a constant prior $p(\psi|X)$. Employing an empirical Bayes approach, it suffices to compute $p(\Delta p|\psi, X, \sigma^2, \sigma^2_\delta)$. Parameters $\sigma^2, \sigma^2_1, \sigma^2_3$ are replaced by their maximum likelihood estimates $\tilde{\sigma}^2, \tilde{\sigma}^2_1, \tilde{\sigma}^2_3$. Given our specification of priors,

$$p(\Delta p|\psi, X, \sigma^2, \sigma^2_1, \sigma^2_3) = \int p(\Delta p|\beta_2, \psi, X, \sigma^2, \sigma^2_1, \sigma^2_3) \, d\beta_2$$

$$= \int p(\Delta p|\beta_2, \psi, X, \sigma^2, \sigma^2_1, \sigma^2_3) \, p(\beta_2|\psi, X, \sigma^2, \sigma^2_1, \sigma^2_3) \, d\beta_2$$

$$= \int p(\Delta p|\beta_2, \psi, X, \sigma^2, \sigma^2_1, \sigma^2_3) \, d\beta_2$$

and

$$\Delta p|\beta_2, \psi, X, \sigma^2, \sigma^2_1, \sigma^2_3 \sim \mathcal{N}\left\{(I_2 \otimes X)\beta_2, \sigma^2 I_{2n} + \sigma^2_1 (I_2 \otimes X_1)(I_2 \otimes X_1)' + \sigma^2_3 (I_2 \otimes X_3)(I_2 \otimes X_3)\right\}.$$

To simplify notation, define $Z = I_2 \otimes X$, $Z_1 = I_2 \otimes X_1$, $Z_3 = I_2 \otimes X_3$, and $V = I_{2n} + \sigma^2_1/\sigma^2 Z_1 Z_1' + \sigma^2_3/\sigma^2 Z_3 Z_3'$ and write

$$\Delta p|\beta_2, \psi, X, \sigma^2, \sigma^2_1, \sigma^2_3 \sim \mathcal{N}(Z \beta_2, \sigma^2 V).$$
Consequently, 

\[ p(\Delta p|\psi, X, \sigma^2, \sigma_{\delta_1}^2, \sigma_{\delta_3}^2) \]

\[ = \int \left( \frac{1}{2\pi\sigma^2} \right)^{2n/2} \frac{1}{\sqrt{|V|}} \exp \left\{ -\frac{1}{2\sigma^2} (\Delta p - Z\tilde{\beta}_2)'V^{-1}(\Delta p - Z\tilde{\beta}_2) \right\} d\beta_2 \]

\[ = \left( \frac{1}{2\pi\sigma^2} \right)^{2n/2} \frac{1}{\sqrt{|V|}} \exp \left\{ -\frac{1}{2\sigma^2} (\Delta p - Z\tilde{\beta}_2)'V^{-1}(\Delta p - Z\tilde{\beta}_2) \right\} \]

\[ \int \exp \left\{ -\frac{1}{2\sigma^2} (\beta_2 - \tilde{\beta}_2)'Z'V^{-1}Z(\beta_2 - \tilde{\beta}_2) \right\} d\beta_2 \]

\[ = \left( \frac{1}{2\pi\sigma^2} \right)^{2n/2} \frac{1}{\sqrt{|V|}} \exp \left\{ -\frac{1}{2\sigma^2} (\Delta p - Z\tilde{\beta}_2)'V^{-1}(\Delta p - Z\tilde{\beta}_2) \right\} \]

\[ \frac{1}{2\sigma^2} (\Delta p - Z\tilde{\beta}_2)'V^{-1}Z(\beta_2 - \tilde{\beta}_2) \]

with \( \tilde{\beta}_2 = (Z'V^{-1}Z)^{-1}Z'V^{-1}\Delta p \). Substituting \( \sigma^2, \sigma_{\delta_1}^2, \) and \( \sigma_{\delta_3}^2 \) for \( \sigma^2, \sigma_{\delta_1}^2, \) and \( \sigma_{\delta_3}^2 \) respectively yields a log posterior density

\[ p(\psi|\Delta p, X) \propto p(\Delta p|\psi, X) \propto -\frac{1}{2} \left\{ 2n - 2d \right\} \log \sigma^2 + \log |V| + \log |Z'V^{-1}Z| \]

\[ + \frac{1}{\sigma^2} (\Delta p - Z\tilde{\beta}_2)'V^{-1}(\Delta p - Z\tilde{\beta}_2) \]

Note that for ease of notation we use the same letter \( V \) to denote the covariance matrix based on \( \sigma^2, \sigma_{\delta_1}^2, \) and \( \sigma_{\delta_3}^2 \) or on \( \sigma^2, \sigma_{\delta_1}^2, \) and \( \sigma_{\delta_3}^2 \). Here \( V = I_{2n} + \sigma_{\delta_1}^2 Z_1Z_1' + \sigma_{\delta_3}^2 Z_3Z_3' \).
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