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Abstract

In this paper we test the effect of descriptiveatlires” on initial strategic behavior in normalinfior
games, where “descriptive” are all those featuhes tan be modified without altering the (Nash)
equilibrium structure of a game. We observe that experimental subjects behave according to
some simple heuristics based on descriptive fesitared that these heuristics are stable even across
strategically different games. This suggests thetagorization of games based on features may be
more accurate in predicting agents' initial behathan the standard categorization based on Nash
equilibria, as shown by the analysis of individumhavior. Analysis of choice patterns and
individual response times suggests that non-equitibichoices may be due to the use of incorrect
and simplified mental representations of the gamectire, rather than to beliefs in other players'
irrationality. Of the four stationary concepts aizald (Nash equilibrium, QRE, action sampling,
and payoff sampling), QRE results the best imigttihe data.
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1. Introduction

According to traditional game theory, strategic badrais solely guided by a game equilibrium
structure. As a consequence, players’ behaviorldhmmply with equilibrium and should not be
affected by modifications of a game that leavesgsilibrium structure unaltered. This basic tenet
of game theory has been repeatedly and convincimigiyed wrong by a plethora of experimental
studies on single-shot games in normal form, shgwiot only that subjects’ behavior is often out
of equilibrium (Nash Equilibrium), but also thatragegizing responds to features that are
theoretically irrelevant (e. g., Bosch-Domenech #niénd, 2008; Cooper and Van Huyck, 2003;
Costa-Gomes et al., 2001; Crawford et al., 2008rém and Holt, 2001, 2004). Some of these
results have stimulated the development of newlibguim concepts, in which agents’ behavior is
explained by the “trembling hand” effect (as in aantal response equilibrium, McKelvey and
Palfrey, 1995), by behavioral assumptions (Impustance Equilibrium, Selten and Chmura,
2008), or by bounded rationality intended as atéohicapacity to process information (Payoff-
sampling equilibrium, Osborne and Rubinstein, 1988tion-sampling equilibrium, Selten and
Chmura, 2008).

But even these new stationary concepts fall shocapturing strategic behavior in a vast range of
situations. Common to most experimental findingssorgle-shot games is, first, a high level of
heterogeneity which cannot be accounted for byrangel of choice; second, a large fraction of
behavior that is either straightforwardly non-sat in nature, or strategic in a non-standardesens
Behavioral models estimated using large data $#tsz&acker 2003), and experiments that try to
track down individual reasoning processes (Devetag Warglien 2008; Rydval, Ortmann and
Ostatnicky 2009) suggest that players reason thraumgpmplete models of the strategic situation at
hand, either tending to ignore their opponentsemiives when making their choices, or treating
them as mirror images of their own. Experimentst thkicit both choices and beliefs about
opponents’ play point at a general inconsistendwéen choices and beliefs, suggesting that in the
absence of learning opportunities and feedbackasisemption that actions are driven by beliefs
about the opponent must not be taken for grantedtéeGomes and Weizsacker 2008; Stahl and
Haruvy 2008). Hence, more research is needed tesiigate what drives choices in one-shot
games, given that many strategic situations thapleeexperience are unique, and that quite seldom
repeated interaction on the same identical gante twahsparent feedback occur in the real world.



We submit that most of players’ behavior in onetgfjmmes in normal form follows very simple
choice criteria that are either non strategic lfi; $ense that they do not seem to take the opmonent
incentives into account) or strategic in a naivesse as will be explained later. As a consequence,
players’ behavior can be influenced by manipulatinget of game features that do not alter the
game pure strategy Nash equilibria.

In our experiment we employ 30 3x3 games in noroah that belong to five well known game
types. As we are interested in initial behavioryprglayers were rematched randomly at every
round with no feedback, to avoid learning and “eépd game effects” as much as possible. We
create, for each game type, six different versittmieugh the manipulation of two features: the
presence vs. absence of a “focal point” and thaticne of three different levels of payoff variance
for the strategy presenting the highest averagefpéyhich differs - except in one case - both from
the strategy leading to the focal point and from éguilibrium strategy). Our definition of a focal
point differs both from Schelling's (1963) and frémose previously used in all experimental games
(Metha et al., 1994; Crawford et al., 2008; Bosamignec and Vriend, 2008), as we define “focal”
any outcome that is Pareto efficient and yieldsiidal payoffs to the players. It follows that féca
points in our games need not be equilibrium outiiée also test the effect of payoff magnitude
and position of the cell in the matrix in determigithe attractiveness of a focal point.

We use the level of variance as an intuitive measira strategy riskiness. To the best of our
knowledge, we are the first to examine the rolepajoff variance in determining choices.
Behavioral models that estimate a distribution lafyer “types” have focused on expected value
(for “Level 1" types), on single payoffs (for Optistic and Pessimistic or Maximin types), or on
payoff sums (for Altruistic types). We show that thariance of a strategy, together with its
expected value, must be taken into account whengtrp explain players’ choices in single-shot
games.

Our manipulations (that are mostly “economic” irtura, implying exclusively changes in payoffs
and, for one game only, changes in the positioth@®ffocal point in the matrix) influence behavior
significantly. Our main results can be summarizedodiows: in the matrices in which a focal point
is present, the large majority of our players (mtran 83 per cent on average) pick either the
strategy leading to the focal point or the strategiyh the highest expected value, both strategies
that are out of (Nash) equilibrium; in the matriegghout the focal point (which is removed simply
by introducing a slight payoff asymmetry), almodtpér cent of players select the strategy with the
highest expected value when its variance is loW éshon-equilibrium strategy), and the share of
players who select this strategy declines almostalily with the increase in its variance. We vary

the attributes that characterize a focal point famdlout that focality of an outcome is highest whe



its payoffs are symmetric and “significantly” hightdan the other payoffs that a player can obtain
from the game. Pareto efficiency, cell position, aqgdilibrium property instead do not contribute
to an outcome focality significantly. For the thrgg@me types for which the equilibrium strategy
differs both from the strategy with the highest etpd value and from the focal point strategy, the
share of the equilibrium strategy averages 50 pat only when the focal point is absent and the
variance of the strategy with the highest expeutdde is high. Otherwise, the equilibrium strategy
share does not exceed 20 per cent.

An analysis of subjects’ response times showsrttatices with a focal point take a shorter time on
average to be processed, suggesting that focatspigger forms of intuitive reasoning (Kuo et al.
2009); further, response times increase monotdyieaith the increase in the variance of the
strategy with the highest average payoff.

We also show that players respond similarly to gathat are “similar” in terms of the features
specified above, even when these games belong rp diferent strategic types. Hence, a
categorization based on the presence/absenceeoiea sf features (e.g., an outcome with high and
symmetric payoffs, a strategy with high expecteldleand low variance, etc.) may more useful in
predicting initial behavior than a categorizatiosdhon a game equilibrium structure.

To try to explain our data, we hypothesize thatfe strategy with a high expected value and a
focal point provide two solutions that “stand oat compared to all other feasible game strategies.
The choice of the first strategy is compatible vathlevel 1” type (Costa-Gomes, 2001), and can
derive either from diffuse priors on the opponeptay or from a tendency to ignore the opponents’
incentives (Weizsacker 2003, Costa-Gomes and Wakes2008), as observed in previous games;
the choice of the focal point strategy is stratagi@ naive sense, and we argue that the choice
process leading to it may be similar to the chpimxess leading to a focal equilibrium in a game of
coordination, implying some form of team reasoniimgour games, however, the choice of a focal
point relies on an incomplete processing of all rtiegtrix elements, since our focal points are not
equilibria.

Our findings relate to previous studies in severays: first, they provide evidence on behavior in
single-shot normal form games that cannot be adeduior by any equilibrium concept, nor any
behavioral model that assumes a distribution ofgrlaypes and level-k thinking. Second, they
point at the role of a strategy variance as a meastithe riskiness implicit in the choice of a
strategy, and as a variable that mitigates thenéxtewhich players may exhibit “Level 1” type of
behavior. Third, it extends the notion of a “fogaint” well beyond equilibrium outcomes in
symmetric games, showing that focality may be ahmaore general property of single-shot game

outcomes, both symmetric and asymmetric. More g@dliyerour results show that mild payoff



changes induce quantitatively and statisticallynigant changes in behavior, suggesting that
choices in these games may result from the interacf game features that go well beyond their
equilibrium structure and subjects’ limited anditocorrect mental representations of the strategic
situation at hand and of their opponents’ motivation

More specifically, we argue that players in singf@t games, with no opportunity for learning and
with no feedback, at first look for obvious wayspiay. Picking a strategy with high payoff sum
and low variance is one of such obvious ways; pgla focal Pareto-efficient outcome is another
obvious solution. Only in the absence of such elgmenay players start to reason strategically in a
game-theoretic sense, and find their way throughliegum.

Our results are in line with previous studies ofntaé models of games (Devetag and Warglien
2008), and add insight to the so-called “pre-gahe®ty” (Camerer 2003), i.e., they contribute to
the understanding of models of strategic interaction

The rest of the paper is organized as follows:i@e@ presents the games used in the experiment;
section 3 describes the experimental design andemmgntation, and presents our behavioral
hypotheses; section 4 presents the results: wedissuss aggregate results (section 4.1), and then
analyze individual response times (section 4.2)sdntion 4.3 we test the predictive power of a
series of non-standard equilibrium concepts (QREofiaampling, action sampling, and impulse-

balance). Finally, section 5 offers some concluaamgarks.

2. The games

The payoff matrices used in the experiment aregmtesl in Table 1.

We selected 5 3x3 different game types and cre@teersions of each game. In some cases new
Nash equilibria emerged together with the origmags, which always remained.

The chosen base games are: a game with a strimthyndnt strategy for the column player (the
DomCol game henceforth), a game without pure gjyatéash Equilibria (noNE), a game with a
unique pure strategy Nash Equilibrium but not sbleahrough iterated elimination of dominated
strategies (UnigNE), a Prisoners' Dilemma (PD), amideak Link coordination game (WL).

For each game we identify the strategy with théenésy payoff sum or average payoff (HA), the
equilibrium strategy (EQ, whenever a pure stratBiggh Equilibrium is present), and a strategy
leading to a Focal Point (FP). A Focal Point is arif containing Pareto Efficient and symmetric
payoffs, located at the center of the matrix, ekeepghe Weak Link game where all symmetric
cells are positioned along the main diagonal frown highest to the lowest payoff. Except in the

Weak Link game, our Focal Points are not equilibvige also build different versions of our focal



points to test the relative contribution of Pareféiciency, cell position, payoff magnitude, and
payoff symmetry to an outcome focality.

Our analysis concerns almost entirely the beha¥idhe row players, since most of our games are
not symmetric. Therefore, all the descriptionstaodtegies and matrices will regard the row player's
perspective unless otherwise specified.

Our main goal is to investigate how the presencaligence of Focal Points affects subjects’
strategic behavior, as well as the effect of insirggthe variance of the HA strategy (we introduce
three levels of variance: low, middle, high).

To this end, and in order to tease apart theirrs¢pas well as their joint effects, we create &ima
for every possible combination of features.

For each base game six matrices were created: &”HAnwith low variance, FP and HA with
middle variance, FP and HA with high variance, mbdnd HA with low variance, no FP and HA
with middle variance, no FP and HA with high vadanFor ease of exposition, we name each
matrix by the acronym identifying the game typed &y two acronyms identifying the features:
“FP” indicates that the matrix has a focal poiXFP” a matrix without focal point, “L”, “M”, “H”
indicate the three levels of variance of the stpateith the highest payoff sum.

All the different versions of the same game weratad modifying at minimum the content of
cells and always maintaining the same equilibriimcsure. In few cases these changes added new
Nash equilibria in mixed strategies. In the extrerases two matrices differ only for a single cell.
Except in one matrix (WL_FP_L), the average papbtihe HA strategy was kept unchanged in the
different versions of the same game, and only thy@fpaistribution was modified so as to change
the value of payoff variance.

The matrices without FP were obtained by breakimegsymmetry of payoffs, and by altering some
“relevant attributes” of the FP outcome (see Hypsit 4). In the case of the weak link game this
was not possible without altering the game strgctso we obtained matrices without FP by
moving the FP from the top-left cell to a less ‘dqosition. This allows us to investigate whether
the position of the FP plays a role in the cellaldg or whether focality is mainly due to Pareto
efficiency, payoff symmetry, and payoff magnitude.

In order to measure the impact of every feature ke our three strategies of interest separated
whenever possible. For example in the DomCol gdtosy 1 identifies the HA strategy, Row 2 the
FP strategy, and Row 3 the EQ strategy. This wagossible for the Prisoner's Dilemma, where
the EQ and HA strategies coincide; therefore i tlage a single row is simultaneously the EQ and

the HA strategy.



To avoid spurious effects due to the position @& gtrategy in the matrix, we always kept the
position of every strategy fixed in the differemrsions of the same game, with the only exception
of the WL game.

The labels for the strategies used from now on Bf@:for the equilibrium strategy, FP for the
strategy leading to the FP, XFP for the strategylhich the Focal Point has been removed, HA for
the strategy with the highest average payoff. Wanthame COS a strategy that gives a constant
payoff (which is present only in the weak link ggm2OM a dominated (even weakly) strategy.
Finally, we define QES a quasi-equilibrium strategy a sense that will be explained when

discussing our results.

3. Experimental design and behavioral predictions

3.1 Experimental design and implementation

The experiment was conducted at the Computabldapdrimental Economics Lab (CEEL) of the
University of Trento, in 5 different sessions of dibjects each. In every session, 12 people were
randomly assigned the role of row player, whilef dhem were assigned the role of column player,
for a total of 60 observations for the row played &0 for the column player. Roles were fixed
throughout the experiment. This asymmetry is médgaby the fact (introduced above) that we
were interested only in the behavior of the rowyeta Subjects made their choice as row or column
player in the 30 matrices, being re-matched rangankvery round with a player of the opposite
role. No feedback regarding the opponent's chaidbeoobtained payoff was revealed until the end
of the experiment.

After entering the lab, subjects were assignedamany to a pc cubicle and to the role of row or
column player. A paper copy of the instructions agen to subjects and was also read aloud by
the experimenter. Control questions were admirestéefore the experiment started to assure that
the rules of the experiment had been understoodictar care was taken to make sure that
subjects understood how to read a payoff matrixcdse of incorrect answers, instructions were
repeated (a translated copy of the instructions @nthe control questions in available by the
authors upon request).

The experiment was computerized by using a Z-Tregedasoftware (Fischbacher, 2007),
especially developed for the purpose. The matnoe® presented one at a time in random order,
which differed from subject to subject. In each musubjects had to select their preferred strategy

by typing the corresponding row number (Figuredores a sample of the software interface).
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The strategies of all players were recorded anameatrandomly, but no feedback was given until
the end of the experiment. Subjects could use a$ itme as needed, but they were invited to use
no more than 30 seconds. Nonetheless, in severakions subjects used more than 60 seconds to
decide, showing that the suggestion was not pexdeag mandatory.

The final payment was determined by the outcomées rofatrices picked at random. The exchange
rate was announced at the end and this was madieietgsubjects in the instructions. After the
last matrix was displayed, one subject selectedaatiom was asked to verify that some tags
contained into a jar were each reporting the nwmneode of one of the matrices played.
Subsequently, a different, randomly selected stbyeas asked to draw 5 tags from the jar, which
determined the matrices that would be used to cewdubject payments. Then each subject was
paid according to the choices she and her assigmsahent had made in those 5 matrices.

After the experiment and the selection of the paymmatrices, some personality tests were
administered to subjects together with general deapdgc questions. Before leaving the lab,
subjects were administered the Holt and Laury fgt{élolt and Laury 2002), with real payments
(in euros). Hence, players' final payment was tine ®f their earnings from the five matrices
selected, and the winnings from the lottery. Theeenental sessions lasted no more than 1.5
hours and subjects earned on average 14 Euross foompletion. The minimum earning was equal

to 10 Euros, while the maximum to 17.50 Euros.

3.2 Behavioral predictions

We formulate the following research hypothesesumdowhich the presentation of our results will

be organized:

Hypothesis 1 (relevance of FP): For each game &k for each variance level of HA, choice
distributions in matrices with FP differ from cheidlistributions in the corresponding matrices
without FP.

Hypothesis 2 (relevance of FP and HA over EQ): wharnance of HA is low, strategies FP and
HA capture the majority of choices in games witRR and strategy HA captures the majority of

choices in games without a FP.

Hypothesis 3 (effect of variance): Keeping all otheatures fixed, when the variance of HA

increases its share decreases.



Hypothesis 4 (nature of focality): the share of Restrategy increases the more attributes defining
a FP are present.

Attributes of FP:

1. payoff magnitude (“significantly” greater thdretother payoffs for the row player)

2 symmetry of payoffs

3. centrality of the cell (or positioned in the maiagonal in the Weak Link)

4

Pareto-efficiency

Hypothesis 5 (Feature-based weak similarity hypptf)ea “key feature” has a similar effect in

strategically different games, by influencing adebehavior in the same direction.

Hypothesis 6 (Feature-based strong similarity hypsis): keeping all other features fixed, the
choice distributions in matrices that are strataycdifferent but similar with respect to the key
features are closer - statistically - than the chalistributions of matrices that are strategically
equivalent but differ with respect to the key featu

Hypothesis 7 (FP response times): the matrices WRhtrigger intuitive reasoning while the
matrices without FP trigger analytical reasonirgs tifference appears in longer average response
times for matrices without FP, ceteris paribus.

4. Results

4.1 Analysis of aggr egate choices

Before discussing our hypotheses, we present arvieweof the data. Figures 2 to Figure 4 report

the observed frequencies, grouping the 30 game=sheqg but analyzing matrix rows separately.

Each figure reports two lines, one showing the destgies of games with FP, the other those of
games without FP. Since in the version with ancheut FP of the WL game the cells were the

same, but the position in the matrix was changedheése figures we have grouped together the
cells according to their type, and not accordintherow in which they were positioned.

Several facts emerge from the data: first, theaghdistributions in the 6 versions of the same game
look markedly different, showing that the presense absence of the key features influences
choices considerably. Second, some clear patteam$e recognized: specifically, the difference in

observed frequencies between the same matrix widhaathout FP is evident in most cases, as are
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the low share of the EQ strategy (except for th¢ &2l the effect of increasing the variance of HA.
In particular, differences in the choice distriloms of the matrix (FP, HA low var) and the matrix
(XFP, HA high var) (the two extreme cases), aréstieally significant in all games at least at the
0.01 level, according to a Chi-square test.

We now examine each of our hypotheses.

Hypothesis 1 (relevance of FP)

Recall that XFP is the strategy (i.e., the mataw) corresponding to FP in the matrices in which
the focal point has been removed. In our data tfaeesof FP is always higher (and equal in only
one case) than the share of XFP. The frequenci€® pXFP, and the corresponding p-values are
summarized in Table 2. As the table shows, thesliffce in most cases is not only statistically
significant, but also quantitatively relevant. hetfirst three game categories - DomCol, noNE, and
UnigNE - the average difference in share betweemaiPXFP is equal to 38%. In the case of PD
and WL it lowers to 6.5%, and it equals 25.4% olNera

We made pairwise comparisons of the choice didiohe by using a chi-square test. The
hypothesis is confirmed for games DomCol, noNE abdigNE: in all the 9 comparisons the
difference is statistically significant (p-value0<01). In the PD too, the frequencies of XFP are
always smaller or equal than the corresponding geqgies of FP, but the difference is statistically
significant only in the pair with HA middle varia@gchi-square test p-value<0.1, binomial test p-
value<0.5, one-tailed). Two reasons can accounthisrdifference: first and most importantly, the
FP in game PD is weak (according to the attribateined in Hypothesis 4), consequently the
related strategy is chosen by fewer subjects thaany other game. Second, in the PD the FP is
eliminated only by breaking the symmetry, with anmmal change in payoff magnitude for the
column player and no changes in the payoff of tve player.

In WL too, frequencies of FP are higher than thafs¥FP, but the differences are not statistically
significant. A possible motivation (that will be daped in depth when discussing Hypothesis 4) is
that in the WL, XFP is obtained by simply shiftitige cell position without altering its content.
This change apparently does not affect cell fogallle specify that the frequency for WL HA high
variance is obtained by summing up the frequenaidsP and HA, since for structural reasons in

that matrix two identical focal points appear, ameach of these strategies.

Concerning the relevance of the focal point, thbaler of the column players is particularly
interesting. The DomCol game presents a strictlyidant strategy for the column player, while

both noNE and UnigNE present a strategy yielding ltlghest payoff in 2 out of 3 cells and a
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slightly lower payoff in the third cell: hence, arge share of FP on the part of column players
indicates that its relevance is notable, givenalernatives available. The frequencies of FP, XFP
and of the (quasi)-dominant strategies for theimol players are presented in Table 3. When the
FP is present the 100 percent of column playerssh&P or the (Q)EQ strategy, while very few of
the column players violate strict (or quasi) domiceawhen the focal point is absent, as shown by
the values of the EQ shares reported in parenthbsase, players do seem to understand the game
and show compliance with basic principles of indual rationality. The choice of the FP strategy
on the part of these players cannot thereforebatid to error or confusion. Since several strategi
have frequency equal to O, the chi-square testataba applied. We therefore only use the
binomial, one-tailed test. The average differendeveéen FP and XFP is equal to 32.8%, and in all
but one case it is significant, with p-valg®d5. Altogether, our results confirm our hypotkesnd
show that, when the difference between the FP &fé dutcome is evident, the effect on subjects’

choice behavior is both quantitatively and statedty significant.

Hypothesis 2 (relevance of FP and HA over EQ)

We expect that, when some key features are prgdegers will be attracted to them more than to
the equilibrium strategy. Key features provide,players' perception, “salient” and “obvious”
solutions to the game. Only when these featureslasent, players may reason through the game
more strategically and in some cases recognizedb#ibrium strategy.

Table 4 summarizes our findings in relation to Hyyesis 2.

As hypothesized, in the case in which both keyuiest are strong (FP, HA with low variance),
these strategies capture the large majority of gsklychoices, and when FP is eliminated, HA
increases its attractive power leading to almost $ame frequencies as in the previous case.
Emblematic is the case of DomCol, where in DomCBl_IE only 17% of players choose the
Equilibrium Strategy even if it is the best respois a column player choosing a strictly dominant
strategy, and in DomCol_L (where FP has been red)p¥A is selected by 80% of the players.
Looking at table 4, it is noteworthy that in noNte tpattern observed is similar to those of DomCol
and UnigNE, although noNE does not have any puiaesty Nash equilibria. This finding is
consistent with a “similarity judgment” approadRupinstein 1988, Leland 1994), according to
which strategy C3 of noNE can be considered asaiindst-dominant” strategy since it yields the
highest payoff in 2 out of 3 cases, and a not Baamtly lower payoff in the last case. Since
choosing R3 is the best response to a column pth@sing her “almost-dominant” strategy, (R3,

C3) can be considered a “quasi-equilibrium” in pstrategies. This hypothesis is also supported by
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the behavior of the column players, as the fregesnaf column players' choices in DomCol and
noNE are extremely similar, as shown in Table 3.

PD and WL strongly support our hypothesis, as teas 5% of players fall outside the FP+HA
combination, although in the PD HA=EQ by constroctiand in WL the remaining strategy is
weakly dominated.

The only case that apparently contradicts our hygms is WL_L, where 48% choose HA and
another 48% XFP. However, it has already been Bpediand it will be clarified later) that in the
WL game the XFP outcome has been created by silogdying the cell outside the main diagonal,
with no change in payoffs. This is preliminary eafide that moving a FP cell from a central
position does not reduce its focality, therefore fitegjuencies have to be interpreted as 96% of
players choosing HA+FP, still in line with our hypesis.

Hypothesis 3 (effect of variance)

It is reasonable to assume that a certain numbplagérs will select the strategy with the highest
expected value, assuming, more or less implicitipt the opponent’s choices are equally likely.
This behavior is relatively well known for normalrin games and has been defined as “Level-1" or
“Naive” (Stahl and Wilson, 1995; Costa-Gomes eR@01). What has not been taken into account
so far is the role played by perceived risk inueficing “Level-1" types of reasoning. According to
the literature, what matters for “Level-1" playassa strategy expected value. We instead assume,
in line with previous findings (Warglien et al.,99), that the attractiveness of the HA strategg (th
highest expected value strategy) is also a funaifats safety, therefore the higher the variariee t
lower the attractiveness, ceteris paribus. We fwrgtsent the results for games DomCol, noNE,
UnigNE and PD, and separately those for the WLI& &lyeports data of the first four games.

The table shows that the share of HA always deeseasonotonically when the variance of HA
increases from low, to middle, to high, exceptwo tcases where from middle to high it stays
constant (noNE without FP and PD with FP). We tBferences between matrices with HA-low
variance and those with HA-high variance both lhasquare test and a binomial one-tailed test.
For games DomCol, noNE, and UnigNE both tests fetlest the differences are statistically
significant (p<0.1, except in two cases in which®5 ). Those for the PD without FP are likewise
significant (p-value<0.01). PD with FP is the ochse in which the difference is not significant,
although the trend is the same as in the other gaite case of PD is particularly intriguing, since
HA corresponds to EQ by construction, and it is kiig@ominant. Hence, it is noteworthy that

increasing the strategy variance without affectiaglominance induces a shift in behavior.
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Figure 5 shows the frequency distribution of HAaafunction of variance level. The downward
slope is clearly visible. The highest share sHiivsn 92% to 80%, while the lowest from 43% to
20%. The average value passes from 0.68% to 0.43%.

A different approach must be used for the WL gahtere the effect of the variance cannot be
observed directly, but it has to be inferred frdme share of strategy COS (the strategy giving a
constant payoff). Due to equilibrium constraintdjiler in HA low var and HA middle var, the
strategies HA and FP are distinct, in HA high wao tfocal points appear: one in the former FP
strategy and another in HA. Therefore, insteadesfing whether increasing the variance of HA
reduces its share, we verify whether it increaBeshare of COS. In WL with FP, the frequency of
COS strategy passes from 2% in the low var matwi8% in the middle var, to 18% in the high var
matrix. In WL without FP instead, the frequencywsarom 3% to 12%, to 23%. In both cases, the
chi-square and the binomial tests show that thferéiices between low and high var matrices are

statistically significant (p<0.1). We conclude tiatVL too, our hypothesis is confirmed.

Hypothesis 4 (nature of focality)

While Hypothesis 2 simply postulates that the prmeseof focal points induces changes in behavior,
this hypothesis measures the relative contributfor series of attributes to an outcome focality.
The point is relevant because it extends the natfdocal point and its properties well beyond the
domain of equilibrium outcomes in (symmetric) canadion games. It has already been shown that
the share of FP is always higher than that of XiEPemains to be explained why some of the
differences are more remarkable than others.

We identify 4 attributes of a game outcome thajwdge relevant in determining focality:

1. payoff magnitude (“significantly” greater thdretother payoffs)

2 symmetry of payoffs

3. centrality of the cell (or positioned in the maiagonal in WL)

4 Pareto-efficiency

“Payoff magnitude” refers to the magnitude of d palyoff, when compared with other payoffs the
same player can get elsewhere in the matrix. Famgke, in DomCol_FP_L the payoff of the focal
point is “significantly” greater than the other p#fg, giving 80 experimental schillings against 40
of the second highest payoff. On the other handlh the payoff of the focal point is not
significantly greater, as in PD_FP_L there are otheells that can give the row player the same

payoff as the FP cell (35 experimental schillings).
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“Symmetry of payoffs” indicates that the payoffstioé two players are identical.

“Centrality of the cell” refers to the position thfe cell in the matrix. The FP was always located a
the center of the matrix, except in the WL, whegedn the presence of three symmetric cells with
increasing magnitude) the symmetric cells have lpmeitioned on the main diagonal in order of
decreasing payoff magnitude.

The choice of “Pareto Efficiency” (henceforth PE) an attribute instead of “Nash Equilibrium”
differentiates our definition of a focal point froprevious definitions used in the literature. We
assume that players do not initially reason streddly in a game theoretic sense: therefore, we
consider more relevant for the focality of an outeomo be Pareto efficient rather than an
equilibrium.

A FP is an outcome (a cell) and not a strategyce&sonly choices of strategies are observed and
motivations for choices are not observed, the esgias yielding to a FP have been built in such a
way that the outcomes other than the FP look pdatily unattractive. In all games, one of the two
remaining cells gives the lowest possible payofth row player, and in all games except the WL
the remaining cell yields the second lowest paybfbreover, one of these two cells gives the
highest possible payoff to the column player; herméjects should avoid picking FP if they
imagine that the column player might go for herhleist payoff (which in our games coincides with
the equilibrium strategy for the column player).

In these games, 2 types of FP have been construbeetirst is a FP for the games DomCol, noNE,
UnigNE, and WL, which satisfies the attributes pkyoff magnitude”, “symmetry of payoffs”,
“centrality of the cell”, and “PE”. The second iset FP for PD, which satisfies “symmetry of
payoffs”, “centrality of the cell”, and “PE”, butoh “payoff magnitude”. Moreover 3 types of XFP
outcomes have been constructed: the first is XFgdares DomCol, noNE, and UnigNE, which is
obtained by breaking the symmetry of payoffs andrdyucing their magnitude, so that the cell
satisfies only the attribute of “centrality” and ER The second XFP is that of WL, which is
obtained simply by shifting the strategies so asaee all the cells with symmetric payoffs outside
the main diagonal. Therefore this XFP outcome fagisthe attributes of “payoff magnitude”,
“symmetry of payoffs”, and “PE”. The last XFP tyjsethat of the PD, which is obtained by simply
reducing the payoff of the column player. Sincehbpayoffs were already relatively small, the
payoff decrease in this case is slight. This XRidfes “centrality of the cell” and “PE” (in 2 owaff

3 matrices).

Table 6 reports attributes and choice shares feamaple of the payoff matrices. The data show
clearcut evidence that some of these attributesimienportant source of focality, while others are

not.
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Let us first analyze PD_FP_L , where the FP styateqiot particularly successful, being chosen
only by 10% of players. As the difference with PO-EX L is not significant, we infer that “payoff
magnitude” determines cell focality, while the jopresence of “symmetry of payoffs”, “centrality
of the cell”, and “PE” does not.

We then analyze games DomCol, noNE, and UnigNEtré& them jointly since their FP and XFP
cells share the same attributes. The FP stratedglyese games is strongly attractive, obtaining a
share that ranges from 32% to 47% in the low vaec&loreover, in all versions, differences
between FP and XFP are always significant, sugggshiat “symmetry of payoffs” and “payoff
magnitude” (the attributes removed in XFP) areeq &ource of focality. On the contrary, since
XFP is rarely selected, it appears that “PE” arehtality of the cell” are two attributes of minar

no importance, as already suggested by the PD data.

In WL, FP has the strongest attractive power. bt,fashen comparing the matrices with the same
features, it reaches the highest frequencies. Aghdhe share of FP is always higher than the share
of XFP, the difference is never significant, agauggesting that “centrality of the cell” plays a
minor role in determining focality.

Finally, we consider the separate effects of “symmynef payoffs” and “payoff magnitude”: while
the two attributes show a considerable attractivergy when together, neither seems to create a
focal point when present alone. In PD_XFP_L only @26ubjects choose strategy DOM, although
this contains a symmetric cell yielding an “accepa gain to both players. Similarly, in
DomCol_XFP_L, only 2% of row players choose strat¥§P, which yields the highest (although
not symmetric) gain compared with other matrix ell

Hence, altogether these results suggest that &cality in a non-symmetric game is mainly due to
the joint effect of “payoff magnitude” and “symmgebf payoffs”, while “centrality of the cell” and
“PE” play a minor role. The two relevant attribyt@gen present in isolation, lose much of their

attractive power.

Hypothesis 5 (Feature-based weak similarity hypa#)e

Our aim in the present study is not simply to shbat Nash Equilibrium is a poor predictor of
strategic behavior, but that the observed diffeesnin choice of strategies between games sharing
the same equilibrium structure follow predictablétgras governed by the presence vs. absence of
the key features above defined.

Our data show that Nash Equilibrium is not ablextplain observed frequencies, as we will explain
in detail later on. For all our game types, théedlénce in choice shares between the matrix with al

the key features and that without the key featigedways significant with a p-value<0.01. A focal
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point (as defined above) is one of such featurble ® influence choices regardless of a game
equilibrium structure. We have shown that even whBnis a strictly dominated strategy it is still
able to attract a significant fraction of playechoices. This effect has been observed in several
games, with different equilibrium structures, bsyimmetric and non-symmetric.

Another key feature that influences strategic bebragi HA when it is perceived as a “safe” option
(low variance). In this case too, HA determines ilsimeffects in different games, and the
importance of the “safety” attribute is revealedtbg emergence of an inverse relationship between

the share of players choosing HA and its variaeeell

Altogether, our results show that some featurescatbehavior in the same direction regardless of
the game-theoretic properties of the strategiasdn at hand. Therefore, it can be hypothesized
that strategically different games may be perceigedsimilar when sharing some of the key
features, may trigger similar emotions, similarsa@ng types and similar considerations. These
premises may constitute the basis for a behavioradlel of cross-game similarity and game
categorization. In this paper we limit ourselvesrteasure similarity between two games indirectly
through the “property of two games to induce simitdoice behaviors”. A complementary
measurement method, which will be object of futwsearch, would involve the elicitation of direct
judgments of similarity on the part of players.

The next hypothesis goes further, pointing not atlyhe direction of the effects but also at their

magnitude.

Hypothesis 6 (Feature-based strong similarity hypsis)

It has been shown above that games with the samibeagm structure that differ only for the key
features generate different choice distributiongreHwe propose that games with different
equilibrium structures but with the same key feegumay generate choice distributions that are so
similar to be statistically indistinguishable. Tlmgpothesis refers to strong similarity, sinceaed

not only concern the direction of the effects Habdheir magnitude.

Table 7 reports the p-values obtained by compagenges with same key features and different
strategic structures, with the p-values<0.1 shaidedray. We omit WL because its strategic

structure is too different.

Data show that the key features do produce a ssoniprity effect. As for games DomCol, noNE,
and UnigNE, in the large majority of comparisonse tlirequency distributions appear

indistinguishable among games sharing the same fkayures. While the frequencies are
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significantly different when comparing the same gagpe with and without the key features, when
these remain unaltered but the game structure elsaptayers' strategic behavior remains invariant,
suggesting that the difference is not perceivesuas in the aggregate.

Moreover, in support to our hypothesis, it has tabiced that the frequencies of DomCol, noNE,
and UnigNE result all significantly different (acdarg to a chi-square test) from one another only
in the XFP_H case, when all the key features ar®wed and hence the real game structure is more
visible.

These results can be interpreted in two ways; fingt key features are so salient to prevent psayer
from perceiving a game inner strategic structurecofd, players base their strategic choices on
features other than a game strategic structure €apéct other players to do as well), therefore
when games share these key features they are ymcas similar and induce the same choice

behavior.

4.2  Analysisof responsetimesand correlations

In order to gain some insight into the choice pssceve then turn to analyzing differences in
response times. Figure 6 displays average resyonss, disaggregated by game class and matrix

version.

Some recent studies in gaming behavior employ respoime (henceforth RT) as a means to
explore subjects’ decision making process, in opjosto more invasive and expensive methods
based on the study of neural activity. Both Rul@ng2007), and Piovesan and Wengstrom (2009)
analyze the relationship between response timessacdidl preferences; Rubinstein’s study finds
out that fair decisions take a shorter RT than gtgo{more rational) ones, whereas Piovesan and
Wengstrom (2009) seem to find the opposite relaadthough the two experimental designs differ
in many respects. In a recent fMRI study on ganiiebavior, Kuo et al. (2009) found out that
subjects took a much longer time, on average, toh a strategy in dominance-solvable games as
opposed to coordination games, and different acfathe brain activated when players faced
instances of the two classes of games. On the lpddisese findings, the authors suggest the
existence of two different “strategizing” systemshe brain, one based on analytical reasoning and

deliberation, the other based on intuition and aéting of the minds”.

As proposed by Kuo et al. (2009), we likewise hyyasize that matrices that present a focal point

may trigger intuitive reasoning and hence requisharter RT than matrices without focal point,

17



which instead are supposed to activate analytezdaning. We expect the relation between RT and
type of game not to be as notable as in Kuo ef28l09), given that in their study the two game
types were indeed strategically different, wheni@asur case they only differ for the presence of a
focal point, as defined earlier. Moreover, notdllour subjects chose the FP strategy, and those
who did not presumably employed the same type afy#inal reasoning used for games without
FP. Nonetheless, the individual RT for matriceshwiP is significantly shorter than the RT for
matrices without FP, by a nonparametric Wilcoxamnsed rank test (p=.003, one-tailed). Hence, the
data support the hypothesis that matrices withooalf point require more cognitive effort. Note
that the significance results hold, despite thé¢ tlaat several subjects did not select the focaitpo
strategy in the matrices that contained it.

The second important finding is the increase intRat can be observed when the variance of the
HA strategy increases (from low, to middle, to highhe increasing pattern is clearly detectable in
figure 6 and also in figure 7, which summarizesrage response times by aggregating games
according to variance level. The figure shows thateasing the variance leads to a large increase
in RT. RT averages equal 17.71 in the low variarese, 20.98 in the middle variance case, and
23.66 in the high variance case. Pairwise diffegsnaf the individual RT are significant by a
Wilcoxon signed rank test, one-tailed (p=0 forabkes: low var-middle var, low var-high var, and
middle var-high var). We then compare the two “exte” cases according to these findings, i.e.
matrices with focal point and low variance - whishould be fastest to process - and matrices
without focal point and with high variance - whishould require the highest cognitive effort
instead. The difference in RT is indeed remarkahl@easing on average from 17.61 to 24.27 from
the first to the second group. Also in this cases tifference in individual RT is significant
(Wilcoxon signed rank test, p=0, one-tailed).

No significant correlations were found between widlial RT, degree of risk aversion, and either
number of FP choices or number of HA choices. eldt a significant correlation was found
between individual response times and number of déQices. The correlation coefficient is
positive and equal to .273 (Spearman's rho cqeff(35, two-tailed) in the case choices from the
modified PD (in which EQ=HA) are included, and & e€qual to .331 (Spearman's rho coeff.,
p=.010, two-tailed) if choices from modified PD acluded, leaving only “pure” EQ choices.
This finding shows that players who were more likiel choose the equilibrium strategy EQ took
longer to respond, similarly to what found by Kubat (2009). These correlation results also
suggest that choices of FP or HA may generallyvdeiom an imperfect or simplified strategic

reasoning rather than from beliefs in other playerationality. In fact, if the latter was the eas
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i.e., if players always identified correctly the éduium strategy even when they did not select it,

we should not observe a higher response time foclii@sers.

4.3 Equilibrium analysis

In the previous analysis we have used pure straaph equilibria as a benchmark to evaluate
observed frequencies. Any manipulation of the dpsce features was always referred to as
strategically irrelevant as it was not altering et of pure strategy Nash equilibria. Now we
compare the descriptive power of other four statrgnconcepts, following Selten and Chmura
(2008). We aim to understand which stationary cphbest fits our data, and whether any of them

is able to capture the effects due to changeseikely features.

Previous research has shown that Nash equilibrieambe a poor predictor of behavior as well as a
good one, depending on many conditions (e.g., @aand Holt, 2001); nonetheless, in static games
with complete information (like those analysed mstpaper), Nash equilibrium is commonly
judged a good estimator. We will show that with data this is not the case.

In this section, we test Nash Equilibrium togethath three alternative stationary concepts:
Quantal Response Equilibrium (henceforth QRE; Mekgland Palfrey 1995); action sampling
equilibrium (Selten and Chmura, 2008); and payafgling equilibrium (Osborne and Rubinstein,
1998). Of these, only Nash is non-parametric ardthers have one free parameter.

We provide a summary description of the paramedtationary concepts: according to QRE
(McKelvey and Palfrey, 1995) agents make their ob®ibased on relative expected utility and by
using a quantal choice model. Moreover, playersurassthat other players apply the same
strategies. The possibility of errors in the dexisnaking process is taken into account.

Action sampling equilibrium is discussed at lengtiSelten and Chmura (2008). According to it,
agents best respond to a sample (whose size imifjge parameter of the model) of observations
of strategies played by their opponents. Geneth#yparameter is set equal to 7, which is why the
model is often considered as non-parametric. Byntetthe parameter vary, we found the value
yielding the most accurate fit of our data.

Payoff sampling (Osborne and Rubinstein 1998)mslar to action sampling. In this model, agents
take one sample of actions for each pure strategifabdle, and then play the strategy with the

highest average payoff. This model too has onenpetier, since the samples have the same size.

First, we calculate the estimations with samplesianging from 1 to 10 for action sampling, and
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(due to computability restrictions) from 1 to 9 fmayoff sampling. We then compare estimated and
observed frequencies using the mean square deviMd®D) and find the parameter value that
minimises it. We found optimal sample size paramestues of 9 and 1, for action sampling and
payoff sampling respectively. Similarly, we caldel@QRE with values of lambda in the interval
(0.01, 3). For QRE, the parameter value that bestife data is 0.1. For QRE estimations we have
used a specifically developed software: GAMBIT (Md¥ey et al., 2010).

Figures 8, 9, and 10 report, divided by row, theesbed and estimated frequencies. In the analysis,

together with the stationary concepts, we alsaithelthe random choice model.

At first sight, Nash and action sampling seem tdque poorly. Generally, they underestimate the
frequency of row 1 (the one corresponding to syytdA) and of row 2 in the matrices with FP.
On the other hand, they overestimate the frequearicsow 3, generally corresponding to the
equilibrium strategy. In particular, they do noéseto capture the effects of changes in the vagianc
of HA, while Nash is unable to capture the effeicEB. Emblematic is the case of DomCol, where
both Nash and action sampling give the same essnatall six versions of the game.

Often, action sampling coincides with one of thengaNash Equilibria. When more than one is
available, action sampling oscillates between theamd, small changes in payoffs are able to change
the expected frequency from 0 to 100%.

Payoff sampling performs clearly better than bo#fsiNand action sampling. Even small changes in
the payoffs affect it, but the reactions are smewottihan those observed in action sampling.
Nonetheless, the estimations are not precise, diah dhe difference between estimated and
observed frequencies exceeds 20%.

Of all the stationary concepts, QRE seems thedstshator.

Figure 11 reports the MSD scores for the four etetiy concepts and the uniformly distributed
random choice model. Since in several games Ndshtsenore than one prediction, we selected
the one closest to the observed frequencies. Haweasailts show that NE is the worst predictor.
Figure 11 confirms this finding. There is a cleardifference in the accuracy of fit: Nash
equilibrium and action sampling equilibrium perfopoorly, whereas payoff sampling and QRE
perform significantly better. Random choice is atween the two groups, outperforming Nash and
action sampling. However, the trend of the data¢meéed in figures 8, 9, and 10, suggests that the
first is probably the result of a statistical att.

Differences in performances were tested by usirntgva sided Wilcoxon signed rank test. We

compared the observed frequencies for each matwxwith the estimations of the four stationary
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concepts and of the uniformly distributed randomich model. The statistical analysis confirms
our previous results: QRE is significantly bettbart Nash, random choice, action sampling
(p<0.01), and payoff sampling{p.05). The second best model is payoff sampling¢chvherforms
better than any other except QRE. Random choicemes better only than Nash<@.1), while

Nash and action sampling are statistically undisfistgable.

Concluding, as suggested by the analysis of agtgethoices, Nash equilibrium performs poorly
and captures almost none of the effects of therightise features. Of all the others stationary
concepts analyzed, QRE is the best estimator. réSigdt is quite interesting given that in previous
studies (Selten and Chmura, 2008) QRE is the sewonst performer, better only than Nash. With
the features we are taking into consideration, Q&REble to capture even minute modifications,

avoiding overreactions.

5. Discussion and conclusions

We have shown that initial behavior in normal fagames can be explained by a set of very simple
behavioral rules that eschew optimization and #nattriggered by the presence of salient features:
two of such features are a “focal point” and atsigy with high expected value and low variance.
These features also influence cross-game similgetgeption, in such a way that subjects treat
strategically equivalent games differently whensthegames differ with respect to the salient
features, and, symmetrically, treat different gameegsially when these games share the same
features.

More specifically, we show that the attractive powéfocal points extends to asymmetric games
and to non-equilibrium outcomes, and we identify titributes (“payoff symmetry” and “payoff
magnitude”) that, when jointly present, are mosponsible of making an outcome focal. We also
show that the presence of a strategy with high eepevalue and low variance (a “safe”, attractive
strategy) is a strong choice attractor. Togeths, strategy yielding the focal point and the safe
strategy explain most of players’ choices. Subjeesst in similar ways to games that present the
same features, regardless of their game-theorategory, and treat formally equivalent games
differently when these differ with respect to thesdriptive features.

Analysis of response times shows that matrices feithl point are faster to process than matrices
without focal point, and that there is a direcateinship between variance level of the HA strategy

and average response time. Equilibrium choices Itakger than other choices, suggesting that out-
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of-equilibrium choices are not due to beliefs irhest' irrationality, but rather to the use of
simplified/incorrect mental representations of sitrategic situation at hand (Devetag and Warglien
2008). Finally, we explore the predictive power Mash equiibrium and other non-standard
stationary concepts: QRE performs best, followegayoff sampling equilibrium, random choice
and Nash equilibrium. None of the stationary coteepnsidered, despite their differing ability to
capture our data, is able to fully reproduce thgmitade of feature-based changes in behavior.
Future research will have to explore subjects’ gateation and deliberation process more in

depth, through the use of eye-tracking technigaeg,by eliciting direct similarity judgments.
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Frequency distribution of HA as a function of vaca level
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Row 1: observed and estimated frequencies
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Row 3: observed and estimated fraqua ncies
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Average of the sum of the squared distances betolesgrved and estimated frequencies,

for the four stationary concepts, plus the unifigrdistributed random choice
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Tables

HA,io‘h vai HA, middie var HA, hiﬁi‘l vai
FP | r2| 555 | 80380 5,85 FP R2 | 555 | 8080 585 FP R2 | 555 | &a0820 h 85 FP
R3 | 10,20 | 10,15 | 40,25 | EQ |R3|10,20 | 10,15 | 4025 | EQ |[R3|10,20 | 10,15 | 4025 | EQ
o FP | EQ/HA FP | EQiHA FP | EQHA
vomeol . — — . — . . — —
ol L o el L o L= L g
xFplrol 555 lsoos| 585 | xrp lmal 555 lsnos!| 585 | xep lmal 665 ls0os) 585 | xep
R3| 1020|1015 | 4025 | EQ |R3|1020 | 1015|4025 | EQ [R3|1020 1015 | 4095 | EQ
EQIHA EQ/HA EQ/HA
c1 | cz | c3 ci | cz | c3 ci | €z | c3
R1j35153520 | 3530 | HA {Ri 5515|2520 2530 | HA [R1|7515[1520 1530 | HA
FP lRal 545 |7575) 1080 | FPp |R2| 545 (7575 | 1080 | FPp lmal 545 [7575) 1020 | Fp
R3|1535] 525 | 4090 | oFs |R3|1535| 525 | 4020 | oFs |Ra|41535] 525 | 4020 | cEs
FP HA FP HA FP HA
noNE
c1 | cz | c3 ci | c2 | c3 ¢l | cz | c3
ril3s15]3520] 3530 | HA |Rm1|5515|2520 | 2530 HA iR1i7515)1520) 15230 | Ha
xFPlral 545 l5025) 1080 | xFp lm2 | 545 Is025) 1080 ) xFp Imal 545 ls025) 1weo | xep
R3|1535| 525 | 4020 | QES |R3|1535| 525 | 4020 | QES |R3|1535| 525 | 4020 | QES
HA HA HA
c1 | cz | c3 c1 | c2 | c3 c1 | cz | c3
R1|2510 |25,15 | 3510 | HA |Ri1|s510 2515 2510 | HA |Ri|70,10 (2045 | 1510 | HA
FP |R2)10s0 7070 575 FP | R2 | 10,50 | 70,70 | 575 FP IRr2| 1050|7070 575 FP
R3 | 5,10 10,5 40,15 EQ R3 | 510 10,5 40,15 EQ R3 | 5,10 10,5 40,15 EQ
UanNE rF cwrnAa e cCwwnAa Lt cCwinA
c1 c2 c3 c1 c2 c3 c1 c2 c3
R1 | 35,10 | 35,15 | 35,10 HA R1 | 55,10 | 25,15 | 25,10 HA R1 | 70,10 | 20,15 | 15,10 HA
XFP | R2| 10,50 | 50,25 5,75 XFP R2 | 10,50 | 50,25 575 XFP R2 | 10,50 | 50.25 5,75 XFP
R3| 510 | 105 | 4015 | EQ |R3| 510 | 105 | 4045 [ Eo |R3| 510 | 105 | 40,15 | EQ
EQ/HA EQMHA EQ/HA
c1 | c2 | e3 c1 | c2 | c3 c1 | c2 | ec3
R1|3510 | 355 | 85,35 | EQ/HA | R1 | 2510 | 605 | 20,20 | EQMHA | R1 | 1510 | 805 | 10,10 | EQHA
FP |R2|1035|9535| 535 | FP |R2 (1035|3535 | 560 | FP |R2[7035|3535| 580 | FP
R3| 1515|3510 | 10,35 | DOM | R3 | 15,15 | 3510 | 10,25 | DOM | R3 [ 15,15 | 35,10 | 10,15 | DOM
FP | EQHA FP | EQHA FP |EQHA
Fo c1 | c2 | c3 ¢l | c2 | c3 c1 | c2 | c3
R1|3510 | 355 | 35,35 | EQ/HA | R1 | 2510 | 605 | 2020 [ EQHA | R1 [ 15,10 | 805 | 10,10 | EQHA
XFP|R2| 1035|3526 | 535 | xFP [R2|1035|3525 | 560 | xFP |R2| 1035|3525 | 580 | XFP
R3| 1515|3510 | 10,35 | DOM | R3 | 15,15 | 35,10 | 1025 | Dom | Ra [15.15 | 35.10 | 10.15 | DOMm
EQ/HA EQ/HA EQ/HA
c1 | cz | ¢3 ¢l | c2 | G3 Gl | ¢z | G3
R1| 6060 |3545| 535 | FP |R1|6060|3550 | 535 | FP |R1|6060|3s60| 595 | FP
FP |R2|4535 |4545| 3535 | HA |R2|50,35 |6050 | 2035 | HA |R2[60,35|6060( 535 | HA
R3| 355 | 35,35 | 85,35 | COS |R3| 355 |3520| 3535 [ cos |Ra| 355 | 355 | 2535 | cos
FP | HA | cos FP | HA | cos FP | HA | cos
e c1 | cz | <3 c1 | c2 | c3 c1 | cz | c3
R1|3535 | 4545 | 45,35 | HA |R1|20,35 |50,50 | 50,35 | HA |R1| 535 [6060 | 60,35 | HA
XFP|R2| 535 (3545 | 60,60 XFP R2 | 535 | 3550 | 60,60 XFP R2 | 535 | 3560 | 60,60 XFP
R3 | 35,35 | 35,35 35,5 COs R3 | 35,35 | 35,20 35,5 COS |R3 (3535 | 355 35,5 cos
COos HA XFP cos HA XFP cos HA XFP

Table 1
Summary of all matrices, grouped by type of ganydelsel of HA variance, and by presence of FP.
Shaded the pure strategy Nash Equilibria
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Row player Freq. FP|  Freq. XFP C;:\;the ;-i\llzliﬂ(e;r(r)]?aﬁ-
DomCol HA low 38% 2% 0.00 0.00
DomCol HA middle 42% 7% 0.00 0.00
DomCol HA high 43% 5% 0.00 0.00
NoNE HA low 32% 7% 0.00 0.00
noNE HA middle 50% 7% 0.00 0.00
noNE HA high 58% 0% 0.00 0.00
UnigNE HA low 47% 13% 0.00 0.00
UnigNE HA middle 45% 3% 0.00 0.00
UnigNE HA high 43% 12% 0.00 0.00
PD HA low 10% 5% 0.58 0.24
PD HA middle 17% 5% 0.07 0.04
PD HA high 10% 10% 0.20 0.50
WL HA low 57% 48% 0.60 0.46
WL HA middle 58% 50% 0.62 0.46
WL HA high 82% 77% 0.73 0.65

Table 2

Frequencies of FP strategies for row players, avalyes.



P-value one-talil

Column player Freq. FP (EQ Freq. XFP (EQ) binomial
DomCol HA low 30% (70%) 5% (95%) 0.05
DomCol HA middle| 50% (50%) 0% (100%) 0.00
DomCol HA high 35% (65%) 5% (95%) 0.02
noNE HA low 25% (75%) 0% (100%) 0.03
noNE HA middle 45% (55%) 0% (100%) 0.00
noNE HA high 30% (70%) 5% (90%) 0.05
UnigNE HA low 60% (40%) 15% (70%) 0.00
UnigNE HA middle| 45% (55%) 30% (70%) 0.26
UnigNE HA high 60% (40%) 25% (70%) 0.03

Table 3
Frequencies of FP strategies for column playerd pavalues. In parenthesis the frequencies of EQ

and QEQ strategies in the corresponding matrices

Game | Frequencies of /P "R ISR 1A
matrices XFP
DomcCol 83% 80%
noNE 83% 73%
UnigNE 90% 75%
PD 97% 92%
WL 99% 48% (+48%)
Table 4
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HAlow |HAmiddle| HAhigh |Chi-square| Binomial

variance | variance | variance test test one-
tail
DomCol FP 45% 27% 23% 0.02 0.01
DomCol XFP 80% 48% 43% 0.00 0.00
NoNE FP 52% 37% 20% 0.01 0.00
NoNE XFP 73% 53% 53% 0.00 0.02
UnigNE FP 43% 28% 20% 0.00 0.00
UnigNE XFP 75% 68% 47% 0.00 0.00
PD FP 87% 80% 80% 0.34 0.23
PD XFP 92% 87% 68% 0.00 0.00

Table 5

Frequencies of HA strategies for row players, andlpes of the comparison between low and high

variance frequencies

DomCol, noNE,
PD UnigNE WL PD | DomcCol
FP XFP
Strategy | FP XFP _ XFP FP | XFP low| DOM middle
(matrix) | low var| low var | ™99 Imiddie vaf jow var| var | low var
var var
Payoff X X X X
magnitude
Symmetry X X X X X
of payoff
Centrality o X X X X X X
the cell
pareto | X X X X X X
efficiency
Frequency] 10% 5% 42% 7% 57% 48% 3% 2%

Table 6

Attributes and choice frequencies for a samplestitc
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Chi-square test

Binomial test, 2 tailed

Binomial test, 2 tailed

HA/nonHA FPRXFP
HA low var, FP noME UinigNE PD HéA bow var, FP noME | UnmigNE PD H& low var, FP noME | UnigHE FD
DomCal [ 047 o.0nd DomCaol 058 1.00 0.00 Domol 0.57 048 0,00
noNE B.21 0,00 noNE 048 0.00 noNE 0,13 001
UnigNE 0.00 UnigNE [if] UnighE [iEvi]
HA middle var, FP nolE UnigNE PD HA middie var, FP noME | LinigNE PD HA middle var, FF noME | UnighNE PD
DomCaol 0.0s 083 .00 DomCol 1] 1.00 0.00 DomCol 048 0,85 0.00
noNE 0.18 0,00 nabE 044 D.oo noMNE 0,71 0,00
UnighNE o000 UnigNE 0.00 UnigNE 0.00
HA high var, FP noll UnigNE PD HA high var, FP noME | UnigNE PD HA high var, FP noME | UnigNE FD
DomCaol 0.23 0.88 0.00 DomCol 0.2 052 0.00 DomiCol 0.14 1.00 0.00
noNE 0.18 0,00 naME 1.00 0oo noMNE 0,14 0.00
UnighNE o.oa UnigNE o.00 UnighE 0.00
HA low war, XFP noNE | UnigNE FD HA tow var, XFP noME | UnigNE PD HA lowe var. XFP nodE | UnighE FD
DomCol 0.38 0.04 ooz DomCol (] ] 0.12 DomCal 0.38 o.04 0681
noNE 0.28 0m naNE 1.00 oz noNE 10,38 1.00
UnigNE [ UnigNE [iNiE] UnigME 021
H& middle var. XFF | noME | UnigNE PD HA meodievar, XFF | noME | UnigNE PD HA middle war, XFF | noME | UnigNE PD
DomCol 0;85 o.oe o.o0 DomCol [ Kl i) fIkE] DomCol 1.00 10,88 1.00
noNE 023 0.0a naME 013 0,00 noNE 0,88 1.00
UnigNE ooz UnigNE oo UnigME 1.00
HA high var, XFP noME | UnigNE PD HA high var, XFP noME PD HA high var, XFP noME | UnigNE FD
DomCal 003 0,07 0.00 DomCol ] 0,00 DomCol 0.4 0,32 042
noNE 0.0z oo noNE 0.13 noNE 0.02 0.08
UnigNE o4 UnighE 003 UnigNE 1.00

Table 7

Comparison of games with same key features andrdiit strategic structures. Shaded p-
values0.1.
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Appendix A

Experiment instructions

INSTRUCTIONS
Welcome!
You are about to participate in an experiment oteractive decision-making funded by the
R.O.C.K. (Research on Organizations, Coordinatiol &nowledge) research group of the
University of Trento. Your privacy will be guaraetk the results will be used and published
anonymously. All your earnings during the experimevill be expressed inExperimental
Currency Units (ECU). Your earnings will depend upon your performancehea experiment,
according to the rules that we will explain to y&hortly. You will be paid privately and in cash at
the end of the experimental session. The otheicgaahts will not be informed about your earning.
The experiment is divided in two, unrelated pafitee instructions for the second part will be
distributed at the end of the first part. Your bebaand the earnings you obtain in the first ot
not affect your earning in the second part in amy W he maximum earnings you can obtain in the
experiment equals 20 Euros.

FIRST PART
The experiment consists of 30 rounds; in each roudwill face an interactive decision-making
situation. The word “interactive” means that theécome of your decision will be determined by
your choice and by the choice of another partidipeandomly chosen. More specifically, your
earnings in each decision-making situation willdetermined by the combination of your choice
and the choice of the participant with whom you Wé paired in that round.

THE EXPERIMENTAL STRUCTURE

The structure of each interactive decision probleemnceforth GAME, will be represented by a
table like the one below:

THE OTHER PLAYER'S
ACTIONS
(Column Player)

C1 Cc2
R1 (6,4) 4,7)
YOUR ACTIONS
(Row Player)
R2 (3,4) (5,6)

The table has to be read as follows: you and thicgeant with whom you are paired will have the
role, respectively, of ROW PLAYER and COLUMN PLAYERr the other way around. The

available choices of the ROW PLAYER are represehtethe rows of the table (in the example R1
and R2), while the available choices of the COLUMNAYER are represented by the columns of
the table (in the example, C1 and C2).

If your role in a round is that of ROW Player, tharticipant with whom you are paired will have
the complementary role of COLUMN Player, and viegsa. You will learn your role by reading
the labels on the table. The label “YOUR ACTIONSIllWwe placed close to your role, while the
label “THE OTHER PLAYER’S ACTIONS” will be close tthe role of the player you are paired
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with. For example, in the table like the one preseérdbove, you have the role of ROW player,
while the player with whom you are paired has thle of COLUMN player, therefore for him/her
the labels are inverted.

IMPORTANT: you will keep the same role (ROW or COUM) in all the decisional tables of the
experiment, although the participant with whom yeme paired will be picked randomly (and
therefore will be probably different) in each round

Each possible combination of choices of row andirowl player (i.e. each possible combination of
rows and columns of the table) identifies one gelthe matrix. Each cell reports two numerical

values in parenthesis. These values indicate threngg (in Experimental Currency Units) of each

participant associated with that combination oficks. Conventionally, the first number represents
the earnings of the ROW PLAYER (regardless of wethis you or the other), while the second

number represents the earnings of the COLUMN PLAYER

For example: in the table below, if YOU, the ROWAMER, choose the row R1, and the OTHER
chooses the column C2, then your earnings willhosé in the cell at the intersection between row
R1 and column C2YOU (ROW Player) earn 4 ECUs and the OTHER (COLNJRlayer) 7 ECUs.

THE OTHER
(Column Player)

C1 Cc2
R1 (6,4) (4,7)
YOU
(Row Player)
R2 (3,4) (5,6)

Keep in mind that you cannot choose directly thié aethe table, but only one of the rows or
columns, depending on your role. Only the combaomatf both choices will select one and only
one cell, corresponding to your earnings and tedhad the other participant.

MATCHING RULES

For each decisional table, the participant with whgoa are paired is randomly selected by the
software. Obviously, being the matching rule randamad being the number of decisional tables
larger than the number of participants in the sesgiwill happen that during the experiment you
will be paired more than once with the same subjgctvever, you will never know the identity of
the participant you are matched with, nor will yknow his/her choice in a table after you have
taken yours.

INFORMATION
In each of the 30 rounds the screen will show tasional table (see Appendix B) for that round,
and you will be invited to make a decision. Eadfldas marked by a numerical code, which will be

used for the final payment. The code appears ingjreft corner of each decisional table. The top-
right corner of the screen specifies the remaitiimg for your decision. You have to communicate
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your decision by typing 1, 2, or 3 in the spacelibose row/column number”, and by clicking with
the mouse the “confirm” button.

In order for the next round to start, ALL the peaifiants must have entered their decision for the
current round, therefore we ask you not to takeentiban 30 seconds to choose; after 30 seconds a
message text in the top-right corner of the scraénnvite you to write down your decision. If you
delay your decision considerably you will oblige titeer players to wait.

You will face 30 decisional matrices, correspondiod0 different interactive situations. There is
no relation among your choices in the different gajreach game is independent from the others.
At the end of the 30th round, the first part of gweriment will be completed and your earnings
for this part will be determined.

THE PAYMENT

Each matrix is identified by a code. Some tags Heaen placed in a box, each reporting the code of
one of the matrices. The experimenter will ask te ohyou selected randomly to verify that the
box contains 30 tags, and to verify that the cafeshe tags are really different from one another.
Subsequently, the experimenter will ask a diffepanticipant, selected randomly, to pick 5 of these
tags from the box. Each of you will be paid accogdio the earnings obtained in the tables
corresponding to the extracted codes. The earnimgsach of the 5 selected tables will be
determined matching your choice with the choicéhef participant with whom you were matched
in that table. Since each of 30 decisional tabfeth® experiment has a positive probability to be
selected for the payment, we ask you to devoteaheesattention to all of them.

Before the experiment starts, we will ask you towarsa simple anonymous questionnaire (see
Appendix C), in order to make sure that the ingtons have been perfectly understood or whether
some clarifications are needed. If there are irrmbiranswers, the relevant part of the instructions
will be repeated. After the questionnaire phasmmpleted, the experiment will start.

It is very important that during the experiment yemain silent, and that you never communicate
with the other participants, neither verbally, morany other way. For any doubt or problem you
might have, limit yourself to raise your hand ahd experimenter will approach you. If you do not
remain silent or if you behave in any way that dgpbtentially disturb the experiment, you will be

asked to leave the experimental laboratory, andwithunot be paid.

Thank you for your kind participation!

38



Appendix B

This image was printed and presented to particgpastan example of the graphical interface that
they would use in the experiment.

Periodo

1 di 55 Tempo rimasto [sec]. 23

LE AZIONI DELL'ALTRO GIOCATORE

Codice matrice: 22 Colonna 1 Caolonna 2 Colonna 2
Riga 1 (35,30) (35,5) (35,35)
Riga 2 (40, 40) (40,35) (30,35)
LE TUE AZIONI
Riga 3 (35,40) (50,50) (5,35)

Scelgo 1a riga numero lIl
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Appendix C
QUESTIONNAIRE

Dear participant,

The following questionnaire is anonymous and it lhe only purpose of verifying your
comprehension of the experiment rules.

We ask you to answer to the following questionsdse you are uncertain on how to respond, feel
free to consult the instructions sheet.

When you are done, please raise your hand and abereof the staff will check that all your
answers are correct.

Thank you for your collaboration!

COLUMN Player

C1 C2 C3
R1 10,20 30,40 50,40
ROW Player
R2 1,2 3,4 6,3
R3 15,30 59 15,7

Suppose you are assigned therole of ROW Player:
» If the COLUMN Player chooses strategy C2 and yooosk strategy R2, how many ECUs

will you gain? ........... And the other player?.....
* If you choose strategy R2, and COLUMN Player cheatmtegy C3, how many ECUs will
he/she gain? ........... And what about you?........

* If the other player chooses C1, your earnings vell b
o |Ifyouchoose R1: ...........
o If you choose R2: ...........
o If youchoose R3: ...........
Suppose you are assigned therole of COLUMN Player:
« If the ROW Player chooses strategy R2 and you ahostsategy C1, how many
experimental points will you gain? ........... Aing other player?...........
If the other player chooses R1, your earnings vell b
o |Ifyouchoose C1. ...........
o |If you choose C2: ...........
o Ifyouchoose C3: ...........
* Your role (of ROW or COLUMN player) in the roundktbe experiment will change:
TRUE or FALSE
* The participant with whom you will be paired wile lWetermined randomly in each round,
and you will never be matched more than once viighsame participant.
TRUE or FALSE
» After you have taken your decision in a table, yoll be able to observe the choice of the
participant with whom you were paired.
TRUE or

FALSE
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Appendix D

Experiment Instructions (Phase 2)

The sheet that was given to you shows 10 numbe@d/® each ROW presents 2 OPTIONS:
andR. We ask you to choose one and only one of theaptmns in each row. Your earnings will
be determined in the following way.

This is a box that contains 10 numbers, from 1 @9 Which will be used to determine your

earnings. After you have made your choices, we ®iliract 2 numbers: the first number will

determine the ROW that will be used to calculatery@arnings, the second number will determine
your earnings given the OPTION, L or R, that yowéhahosen for that ROW. Obviously, each
ROW has the same probability of being chosen, equhl10.

Now, pay attention to ROW 1. OPTION L pays 2 Eufdke number drawn is 1, and 1.60 Euros if
the number drawn is a number that goes from 2 t¢etlemes included). OPTION R pays 3.85
Euros if the number drawn is 1, and 0.1 Euros iftmber drawn is a number that goes from 2 to
10 (extremes included). All the ROWS are similagaming that the earnings for both OPTIONS
remain the same. The only difference is that mowvgards the bottom of the table, the possibility
of winning the larger amount increases for both @MNS; consequently, the possibility of winning
the lower amount decreases. If ROW 10 is seledtenie will be no need to extract the second
number, because each OPTION will pay for sure dhgel amount, that is, 2 Euros for OPTION L
and 3.85 Euros for OPTION R.

L is the default option for all ROWS, but you canoose to switch to OPTION R by simply
marking the desired ROW. If you prefer OPTION Rnfra certain point onward, you just have to
mark the corresponding ROW. Please note that yowswéich from L to R only once and that the
switch is irreversible; therefore, you have to mpugt ONE ROW, which indicates that in all the
ROWS above you prefer OPTION L, while in the mark&W and in all ROWS below you prefer
OPTION R. If you do not want to change, i.e., iyorefer OPTION L in all ROWS, you will not
mark anything. If you always prefer OPTION R, yavh to mark the first ROW. You can choose
any of the 10 ROWS, but you can pass from L toSR qunce, therefore you can at most put 1 mark.

Once you have finished we will collect your sheathen all participants have completed their
choices, one of you will draw the two numbers frima box. Remember, the first extraction will
determine the ROW that will be used to calculatergivody’s earnings, the second number will
determine your earnings; the first number will banserted in the box before the second number is
extracted. Your earnings in this choice task wdldummed up to those obtained in the first part of
the experiment and the total amount will be paigido privately at the end of the experiment.

EXAMPLE

Suppose that the ROW drawn randomly is ROW 3, apg@se you have marked one of the rows
below ROW 3. Since ROW 3 is above your mark, thdigates that you prefer OPTION L for
ROW 3. Then if the second drawn number is (lei§ Sayour earning equal 1.6 Euros.

Please, answer the questions at the end of thé. 3Neeonly need this information for statistical
purposes.
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Switch
Option L from Option R

LtoR
ROW 1 2 € with 1 orl.6 € with 2-10 [] 3.85 € with 1 or 0.1 € with 2-10
ROW 2 2 € with 1-2 or 1.6 € with 3-10 O 3.85 € with 1-2 or 0.1 € with 3-1
ROW 3 2 € with 1-3 or 1.6 € with 4-10 O 3.85 € with 1-3 or 0.1 € with 4-1
ROW 4 2 € with 1-4 or 1.6 € with 5-10 O 3.85 € with 1-4 or 0.1 € with 5-1
ROW 5 2 € with 1-5 or 1.6 € with 6-10 O 3.85 € with 1-5 or 0.1 € with 6-1
ROW 6 2 € with 1-6 or 1.6 € with 7-10 (] 3.85 with 1-6 or 0.1 € with 7-10
ROW 7 2 € with 1-7 or 1.6 € with 8-10 O 3.85 € with 1-7 or 0.1 € with 8-1
ROW 8 2 € with 1-8 or 1.6 € with 9-10 O 3.85 € with 1-8 or 0.1 € with 9-1
ROW 9 2 € with 1-9 or 1.6 € with 10 O 3.85 € with 1-9 or 0.1 € with 10
ROW 10 2 € with 1-10 [ 3.85 € with 1-10

Answer to the following questions:

In which faculty are you enrolled?

In which year did you enroll?

When were you born? / /

Please, specify where you were born and your nalitgn

Specify M or F

Did you attend courses on Game Theory?

If yes, which courses?

Do you know what a Nash Equilibrium is?

If yes, in which courses have you studied it?
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