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Abstract*

This paper presents an analytical overview of recent contributions to the literature on the policy implications of capital flows in emerging and developing countries, focusing specifically on capital inflows as well as on the links between inflows and subsequent capital-flow reversals. The objective is to clarify the policy challenges that such inflows pose and to evaluate the policy alternatives available to the recipient countries to cope with those challenges. A large menu of possible policy responses to large capital inflows is considered, and experience with the use of such policies is reviewed. A policy “decision tree”—i.e., an algorithm for determining how to deploy policies in response to an exogenous inflow episode—is developed, and strategies to achieve resilience to both inflows and outflows in a world where exogenous events may frequently drive capital flows in both directions are discussed.
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1. Introduction

The last 20 years have witnessed a dramatic increase in the integration of developing economies with international financial markets. This has resulted in large flows of capital across the borders of many of these countries, especially of the “emerging market economies” (EMEs, highly financially-integrated middle-income countries) among them. While developing economies tend to be capital-scarce, and access to foreign capital should therefore normally be expected to be beneficial to them, in fact large capital inflows as well as sudden outflows have presented significant policy challenges. These challenges have spawned a large literature dealing with the policy implications of capital flows in emerging and developing countries. Among other things, this literature has addressed the causes of inflow and outflow episodes, the nature of the policy challenges they pose, and the appropriate policy responses on the part of the recipient countries.

This paper presents an analytical overview of recent contributions to this literature, focusing specifically on capital inflows as well as on the links between inflows and subsequent capital-flow reversals. It does not address issues related to sudden capital outflows that are not specifically linked to previous inflow episodes. Such issues are considered in the currency crisis literature, which is simply too vast to subsume into a survey of issues related to capital flows. Instead the focus here is on the challenges posed by capital inflows, including the possibility that inflows may come to a sudden stop or even be associated with sudden and large capital-flow reversals that may (but need not necessarily) be associated with currency crises. The specific focus is on clarifying the policy challenges that such inflows pose and on evaluating the policy alternatives available to the recipient countries to cope with those challenges.\(^1\)

The paper is organized as follows: the second section presents a short overview of the capital-flow experience of emerging and developing countries over the past three decades. Of specific interest are the volatility of net private inflows, their magnitude, their composition, and their disposition. Section 3 considers why these flows have behaved as they have—i.e., what forces drive capital flows to these economies. I identify potential drivers theoretically and then examine what the rather extensive evidence on this issue has to say, with a specific focus on recent work. The fourth section turns to policy challenges. These include specific challenges

\(^1\) A separate treatment of the problems and policy challenges posed by capital outflows that are independent of previous inflow episodes is not attempted, since any such treatment would need to encompass the enormous separate literature on various types of financial crises.
posed by inflows as well as how to avoid capital-flow reversals (vulnerability). Section 5 considers a menu of possible policy responses to large capital inflows, discussing the pros and cons of each one individually, and reviews some experience with the use of such policies. Section 6 turns to policy strategies in response to large inflows—i.e., policy combinations. Policy combinations matter, because individual policies tend to interact with each other and may be substitutes or complements, so the specific set of policies deployed may turn out to be important. The last two sections attempt to draw prescriptive policy lessons from the preceding analysis. Section 7 focuses on developing a policy “decision tree”—i.e., an algorithm for determining how to deploy policies in response to an exogenous inflow episode. The paper concludes in Section 8 by taking up a broader question: how to achieve resilience to both inflows and outflows in a world where exogenous events may frequently drive capital flows in both directions. The focus there is on an idealized set of conditions that would put an emerging or developing country in an advantageous position for dealing with both inflows and outflows.

2. The Evolution of Capital Flows to Emerging and Developing Countries

2.1. Volatility

Figure 1 describes the behavior of net private capital flows for emerging and developing countries in the aggregate.\(^2\) Precisely because these countries are capital-poor, their experience has been dominated by inflows, rather than outflows. Only in two of the last 32 years (1983-84) did these countries experience net outflows as a group. Capital-flow volatility for these countries has therefore referred not to distinct episodes of inflows and outflows, but rather to variability in the size of inflows.

\(^2\) The capital flow data for emerging and developing economies used in the figures below include China, but none of the observations based on the figures would change if China were excluded from the data. The figures excluding China are available from the author on request.
As is evident from Figure 1, net private capital inflows to emerging and developing countries have tended to be episodic over the past three decades: inflows increased sharply after the 1973-74 oil crisis, mainly in the form of syndicated bank lending to sovereigns financed by the recycling of petrodollars, and peaked in 1981. They collapsed during the debt crisis of the 1980s, but revived strongly after the adoption of the Brady Plan late in the decade. The Asian and Russian crises of 1997-98 once again brought inflows to a halt, but they revived after 2002, reaching a dramatic peak in 2007. The current international crisis caused a new collapse in 2008, but inflows revived once again after March of 2009, when the post-Lehman credit freeze began to ease. They began to recede again in the second half of 2011.

2.2 Magnitude

Net private capital inflows have been large relative to the GDP of the recipient countries, even taking all emerging and developing countries as a group. During the inflow episodes of the early 1990s and 2003-07, they averaged just short of 3 percent of GDP (Figure 2), but they surged to about 3.5 percent of GDP in 1995 and about 4.5 percent of GDP in 2007.
2.3. Composition

As shown in Figure 3, the composition of private capital flows has changed in important ways over time. The inflow episode of the early 1990s featured a combination of FDI, portfolio flows, and bank lending. During the 1989-96 inflow episode FDI flows were roughly comparable in size to bank lending, with portfolio flows only slightly smaller. However, the share of FDI flows increased steadily over time during the 1990s. The Mexican and Asian crises primarily affected portfolio flows and bank lending, as FDI flows continued a steady climb. By the end of the 1990s FDI flows had stabilized at between 2 and 3 percent of GDP for emerging and developing countries as a group, and the episodic nature of total inflows was driven entirely by fluctuations in portfolio flows and bank lending, which have been much more volatile than FDI. FDI became dominant during the 2003-08 episode, as portfolio capital inflows have been offset by outflows to a much greater extent than during the episode of the 1990s, consistent with the two-way capital flows that one would expect to characterize a much increased degree of financial integration among the recipient countries.

The upshot of this change in inflow composition, as noted by Prasad (2011), is that the external balance sheet of emerging and developing countries has evolved over time. The foreign liabilities of emerging and developing economies are now largely dominated by equity in the
form of both FDI and portfolio equity, rather than by debt, while external financial assets among such countries largely consist of official foreign exchange reserves.

Figure 3. Composition of Private Capital Flows to Emerging and Developing Economies, 1980-2011 (in percent of GDP)

2.4. Disposition

The counterpart of net capital inflows may be a current account deficit or reserve accumulation. The inflow episodes of the early 1990s and the 2000s have been different in this regard, with the early episode primarily offset by current account deficits and small amounts of reserve accumulation, and the later one by reserve accumulation, which was magnified by current account surpluses. As shown in Figure 4, prior to the year 2000, net capital inflows (private and official) to emerging and developing economies exceeded reserve accumulation, with the difference accounted for by current account deficits. Beginning in 2000, however, this pattern was reversed: reserve accumulation far exceeded net capital inflows, with the difference made up by large current account surpluses.
3. Factors Driving Capital Flows

What has driven these large and volatile flows? A large literature has emerged over the past two decades that addresses this question. Although this literature has not reached a clear consensus, there are signs that one may be beginning to emerge more recently. To understand why it has proven difficult to pin down the factors driving these flows, it is important to emphasize that the volume of capital flows into or out of a country is an endogenous macroeconomic variable. Consequently, inflows and outflows could in principle be driven by a broad array of factors. It is useful to classify these into three types:

- **“Push” factors**

  “Push” factors are those that lower the supply price of funds from creditor countries. This refers primarily to changes in financial conditions in those countries or in the international financial environment more generally that create incentives for agents in those economies to invest abroad. “Push” factors may
involve financial innovations in advanced countries (such as the emergence of new financial institutions more willing or able to invest abroad than existing ones), changes in prudential policies in advanced economies that allow advanced-country financial institutions more scope to invest in emerging and developing economies, domestic advanced-country distortions such as deposit guarantees that induce moral-hazard lending by advanced-country financial institutions, including to emerging and developing economies (Levy Yeyati 1999), or distortions operating at the international level, in the form of direct or indirect (through the IFIs) G-7 guarantees for funds invested in emerging economies. But the most important “push” factors cited in the literature are probably macroeconomic ones: the stance of monetary policy in advanced economies and the degree of uncertainty in the international economic environment. Expansionary policies that drive down rates of return on advanced-country financial assets give rise to flows driven by the search for higher returns elsewhere. More uncertainty in the international financial environment, on the other hand, tends to drive a “flight to safety,” encouraging financial investment at home or in countries that are perceived to be safe havens for financial investors.3

- **“Pull” factors**

“Pull” factors are those that increase the demand price of external funds in emerging and developing economies. These may also include a broad range of factors, including benign ones such as improvements in country creditworthiness (whether caused by changes in the domestic policy environment or by exogenous factors, such as improvements in the terms of trade or natural resource discoveries) and increased commercial openness, or less benign ones such as domestic distortions that result in overborrowing (McKinnon and Pill, 1999). They also include short-run macroeconomic policies in developing countries that create interest rate differentials in favor of such countries, such as restrictive monetary or expansionary fiscal policies.

---

3 See Milesi-Ferretti and Tille (2010).
• **Easing of natural or policy barriers to capital flows**

A variety of factors may create “wedges” between the demand and supply prices of external funds (transactions costs that create differences between the cost of funds to the borrowers and the returns received by the lenders). Such wedges act as barriers to the free flow of capital across international borders. These barriers may be natural ones that arise in the very process of financial intermediation, primarily in the form of costs arising from asymmetric information and contract enforcement costs, or policy-imposed ones, in the form of legislated (quantity- or price-based) restrictions on international borrowing and lending. Natural barriers may be affected by technological and institutional developments. For example, improvements in communications and information-processing technologies have undoubtedly reduced the effects of asymmetric information, while improvements in the domestic institutional environment in the form of more clearly defined property rights, a more efficient legal system, better legal frameworks for corporate governance and the enforcement of creditor rights, and improved accounting and disclosure standards, together with domestic financial development more generally, have undoubtedly played a role in reducing natural barriers to capital flows in recent years. At the same time, many countries have eased or entirely removed formal capital account restrictions. The upshot is that the easing of natural and policy barriers to capital flows has enhanced international financial integration among the affected countries, providing more scope for both “push” and “pull” factors to induce larger volumes of capital flows.

While this has rarely been recognized in the literature, the factors listed above are likely to interact in nonlinear ways to determine the magnitude and allocation of capital flows.\(^4\) Suppose, for example, that a country starts from a rationed regime in which a high supply price of capital, a low demand price, and significant natural and policy barriers to capital flows prevent the movement of capital into the country. Suppose that from this initial situation, substantial domestic institutional and policy reforms increase the marginal product of physical capital in the country. The result would be to increase its demand price for external funds. However, this may

---

result in small (if any) changes in actual flows as long as the supply price of external funds and any wedges between the supply and demand prices are unchanged. But because the domestic reforms move the supply and demand prices of external funds closer to each other, a reduction in international interest rates would then have the potential to trigger large flows. In that case, most of the observed variation in flows may be associated with variations in international financial conditions, yet it would be inappropriate to say that domestic factors played no role in permitting flows to arise.

Such interactions are capable of explaining both the time series variation in flows as well as their cross-section variation (i.e., their concentration in large reforming economies):

- Starting from a rationed regime, it is possible for domestic factors to have been the key ingredient that made capital inflows possible (through an increased demand price, while most of the actual changes in capital flows would have been attributable to reductions in the supply price.
- Geographic dispersion in the destination of private capital does not necessarily imply that changes in flows are due to changes in “pull” factors, but only that there is substantial cross-country variation in such factors.

So what does the empirical literature tell us about the roles of these factors? The “push-pull” literature of the 1990s focused on lower world interest rates as a “push” factor, and on improved prospects for domestic productivity as a “pull” factor. Overall, the systematic evidence from this period suggests that much of the variation in capital flows in the early 1990s was driven by “push” factors—specifically, industrial-country interest rates (IMF, 2011). This seems counterintuitive, however, since we know that major structural reform and stabilization efforts were undertaken in the period 1985-90 by countries that later received large capital inflows and had previously been shut out of international capital markets. Did these reforms play no role in attracting external capital? The analysis above suggests an alternative interpretation: the empirical dominance of “push” factors in this literature may have been a pure artefact of the sequencing of reforms and interest rate decreases. Reforms increased the demand price of capital in the reforming countries, but actual flows did not materialize in these countries until expansionary monetary policies in creditor countries lowered the supply price of external funds. In countries where the demand price for external funds stayed low, however, no inflows
materialized. The 1990s “push-pull” literature thus established that external interest rate changes were important in driving capital inflows during the inflow episode of the early 1990s, but did not establish that domestic creditworthiness and other factors were unimportant. The most reasonable interpretation of this early evidence is that intuition is right, and both factors were important.

Several recent studies have updated this literature to examine the factors driving the more recent capital-inflow episodes. Below I provide a brief description of some recent studies and then summarize what we have learned from the more recent literature:

Alfaro, Kalemli-Ozcan and Volosovych (2005) focused strictly on the role of alternative “pull” factors. They found that deep-seated domestic institutional and structural factors matter in driving international capital flows. They examined the factors driving real per capita equity capital inflows (FDI + portfolio equity) for 47 countries during 1970-2000. Their results were based on a cross-section regression of such flows on a variety of characteristics of the receiving economy, including measures of institutional quality, the country’s initial level of human capital, its “distantness,” its inflation volatility, its use of capital controls, its sovereign risk indicators, its corporate tax rate, and the share of credit coming from deposit money banks as a measure of its degree of financial development. They found that institutional quality, the country’s human capital endowment, and its distantness all were important in explaining equity flows, but the other variables were not. They also found that legal origin had an independent effect, with British legal origin having positive and French legal origin negative effects.

Fostel and Kaminsky (2007) derived similar results using a different dependent variable and allowing a role for “push” factors. Specifically, they looked at primary gross issuance data for 20 Latin American countries in bond, equity, and syndicated loan markets from 1980 to 2005. Unlike the Alfaro, Kalemli-Ozcan and Volosovych study, therefore, the sample used by Fostel and Kaminsky included observations from the inflow episode of the 2000s. Fostel and Kaminsky used fixed-effect quarterly panel estimates of gross issuance/GDP as a function of a variety of variables that captured both “push” and “pull” factors. These included the world interest rate, the degree of investor risk aversion (measured by the high-yield spread), world liquidity (measured by world issuance relative to world GDP), the incidence of crises, and a variety of issuing country variables, including output growth, terms of trade, domestic political
risk, inflation, openness, real exchange rate variability, and whether the country had previously defaulted.

Somewhat surprisingly in light of the early 1990s literature, all variables but the US real interest rate and the terms of trade were significant and correctly signed in explaining issuance. To explicitly examine the role of domestic versus external factors, Fostel and Kaminsky classified growth, inflation, openness, political risk, real exchange rate volatility, the terms of trade and their default indicator, interacted with world issuance, as domestic factors, while they considered emerging market crises, the high yield spread, the term premium, the US real interest rate, and world issuance as external factors. They calculated fitted values for the domestic components for each country, as well as the common external factor. They found that except for Colombia, all countries showed strong improvement in domestic factors during the early 1990s, but only Chile showed continuous improvement into the late 1990s. The influence of external factors in driving capital flows became more important after the mid-1990s. They found that except for Argentina, booms and busts starting in 1999 were driven mostly by external factors. They thus concluded, contrary to the early “push-pull” literature, that good domestic behavior was more important in driving capital flows during the early 1990s, while global factors dominated later on, especially after 2002.

More recent studies are able to include surges up through 2007 in their samples. Reinhart and Reinhart (2008) used yet a third dependent variable, the current account balance, as their measure of capital flows in a study that examined the factors driving capital-inflow “bonanzas” (defined as a current account deficit below a common threshold of the 20th percentile ratio of the current account balance to GDP in each country). Using annual data for 1980-2007 for 181 countries and 1960-2007 for a subsample of 66 countries, as well as a third subsample of 18 countries with housing price data, they found that “bonanzas” tended to last between two and four years for most countries. Reminiscent of the 1990s “push-pull” literature, they also found that global factors (commodity prices, interest rates, and growth in the world’s largest economies) had systematic effects on capital flow cycles. Low world interest rates caused bonanzas not just through portfolio channels, but also through commodity price channels. Interestingly from the perspective of the discussion later in this paper on the effectiveness of capital controls, they noted that bonanzas became more frequent as restrictions on capital flows were relaxed.
Forbes and Warnock (2011) added a new twist to this literature by arguing that disentangling the factors that drive capital flows requires distinguishing between the roles of domestic and foreign agents as well as between inflows and outflows. To do so, they defined four types of phenomena: “surges,” “stops,” “flight” and “retrenchment.” The first two reflect the behavior of foreign agents in bringing capital into or taking it out of an emerging or developing economy, while the last two refer to the corresponding role of domestic agents. They investigated the roles of global factors as well as domestic ones in affecting these episodes, and treated contagion as a separate type of factor. They considered global factors to consist of global measures of risk, liquidity, interest rates, and growth. The domestic factors they considered were financial development, financial integration, the fiscal position, and growth. Finally, they considered contagion through trade links, financial links, and through the simple sharing of geographic location. Looking at 58 countries during 1985-2009, they found that global factors, contagion effects, and domestic factors were all important in explaining all four types of episodes. Surges and flight were more likely to happen during periods of global calm (they reasoned that when volatility indicators are low, all agents are more likely to invest abroad), while stops and retrenchment were more likely during periods of high global volatility. They found that global risk was the most significant variable in explaining all types of episodes. Higher levels of global risk were associated with stops and retrenchment, and lower levels with surges and flight. Neither world interest rates nor global liquidity (including QE) were helpful in explaining any of the four types of episodes. Global and domestic growth were important in explaining surges and stops, but not the other types of episodes. Financial integration (the absence of capital controls) did not affect the likelihood of surges and stops (but may have had an effect on flight).

In a follow-up paper, Forbes and Warnock (2012) investigated whether the factors driving the various types of capital flow episodes differed between equity-led episodes (those dominated by FDI and portfolio equity flows) and debt-led ones (dominated by portfolio bond flows and bank lending). They found that 80 percent of inflow episodes and 70 percent of outflow episodes were dominated by debt, and the conclusions of their previous paper were driven by debt-led episodes, with equity-led episodes being more idiosyncratic and not systematically related to any of the determinants they investigated.
Fratzscher (2011) conducted an investigation of portfolio flows from a representative sample of mutual and hedge funds (consisting of 14,000 equity funds and 7,000 bond funds) into 50 countries during the recent global financial crisis. Consistent with the findings of Forbes and Warnock, he concluded that both global “push” factors as well as country-specific “pull” factors were important in determining the behavior of these flows. In particular, he found that although global events in the form of changes in measured risk were important in driving capital out of EMEs during the crisis after August 2007 and back in during the recovery after March 2009, there was substantial cross-country heterogeneity among EMEs, and specifically that countries with higher institutional quality and stronger macro fundamentals were better able to insulate themselves from adverse shocks during the crisis. Overall, he found that global factors were about as important as domestic ones in explaining capital flows to the countries in his sample over 2005-10, but that global factors were more important during the crisis (from August 2007 to March 2009), and domestic factors more important in explaining post-crisis capital flows. In other words, the global crisis drove capital out of all EMEs, but which ones received post-crisis inflows was largely determined by domestic factors. Interestingly, like Forbes and Warnock he found no effect of the degree of financial integration in determining the sensitivity of capital flows to common global shocks.

Finally, a comprehensive study by Ghosh et al. (2012a) examined surges of net capital inflows (defined using a threshold methodology) in a sample of 56 EMEs over the period 1980-2009. They identified 149 surge episodes, lasting two years on average. They found that:

- Surge episodes can be large. The average ratio of net capital inflows to GDP in 232 annual observations falling within such episodes was 10.6 percent of GDP.
- Some two-thirds of their surge episodes were liability-driven (i.e., arising from an increase in domestic residents’ foreign liabilities, rather than a reduction in their foreign assets). In the Forbes-Warnock terminology these were “surges” rather than “retrenchment.”
- As noted by others as well, surges seemed to be synchronized internationally, indicating that common factors have been at play and suggesting a role for global “push” factors.
- However, even in episodes of widespread surges, not all EMEs were affected (the proportion experiencing a surge in any given year never exceeded half of the sample), suggesting that idiosyncratic (domestic) factors have also been important.
• There was considerable time series and cross-section variation in the size of flows, conditional on the occurrence of a surge, again suggesting the importance of country-specific factors.

• During surge periods U.S. real interest rates and global uncertainty were lower, while commodity prices were higher. Consistent with the results of Fratzscher, countries with better institutional quality were more likely to experience surge episodes. When experiencing surges, countries tended to have larger financing needs, to be growing faster, and to have more open current and capital accounts.

• The magnitudes of surges were negatively affected by U.S. real interest rates and international uncertainty, but positively affected by a country’s financial openness and exchange rate regime (countries with more fixed regimes experienced larger surges) as well as the country’s financing needs.

The recent studies, therefore, reach a fairly uniform conclusion: both global “push” factors and domestic “pull” ones matter in driving the pattern of capital flows. The time series variation in capital flows (the temporal volatility described in the previous section) seems to be strongly driven by global factors, although the relative roles of risk and rates of return in advanced-country financial markets remain to be sorted out. At the same time, however, the cross-section variation (i.e., which countries are affected by the global factors as well as how large the effects are) is strongly influenced by domestic “pull” factors of the type that one might expect, although contagion also plays a role. What has not been settled by this literature is the effect of capital account restrictions in insulating countries from capital flow events, either inflows or outflows.

4. Policy Challenges Associated with Capital Flows

Since economists have adduced a large number of reasons why capital-account openness may be beneficial for emerging and developing economies, the next question is why inflow and outflow episodes should be considered as representing policy challenges. The arguments for the beneficial effects of capital account openness take several forms: opening up the capital account may accelerate convergence in capital-poor countries by allowing such countries to invest more than they save; an open capital account may increase the productivity of domestic investment by
allowing projects with high risk (but high expected returns) to be undertaken, since their country-specific risks can be diversified away; an open capital account allows domestic residents to diversify risk more generally, a consideration that may be particularly important in small, non-diversified developing countries; an open capital account may also act to discipline domestic macroeconomic policymakers by increasing sovereign risk premia when fiscal policies appear unsustainable; it may also enhance competition and therefore efficiency in the domestic financial sector; finally, an open capital account may improve the policy environment more broadly, in the form of policies that create broader access to the formal financial system, improve public and corporate governance, and promote financial market development.

Despite such arguments, however, capital flows have indeed been perceived as presenting policy challenges, whether they take the form of inflows or outflows. While the challenges presented by sudden large capital outflows may be easy to understand, those presented by large capital inflows are more subtle. Are such inflows a good thing or a bad thing, then? More precisely, under what conditions are capital inflow surges a problem?

This question has no general answer. Since the capital account is endogenous, the welfare implications of inflows—if any—are created by the shock that gives rise to the capital inflow. This distinction matters because in principle, as argued in the last section, a variety of shocks could be associated with the emergence of capital inflows, and the welfare implications of such flows should in general be expected to be different depending on the source of the shock that triggers them as well as the characteristics of the economy receiving them. Since the welfare economics are ambiguous, it is by no means clear that policy challenges should be expected to be associated with shocks of just any type that happen to generate capital inflows.

To illustrate this point, consider a real business cycle (RBC) model as a benchmark. In such an economy, which is populated by well-informed optimizing agents who operate in a competitive and undistorted environment, the general equilibrium is Pareto efficient. While such an economy may be subjected to a broad variety of shocks that trigger capital inflows, and while such shocks may have large effects on the economic welfare of the agents that populate the economy, these outcomes could not meaningfully be improved by policy. In such an environment, therefore, shocks that are associated with capital inflows do not pose a policy challenge. Examples of shocks that would trigger capital inflows while improving welfare in such an environment include an anticipated future increase in productivity and a permanent or
transitory reduction in the world real interest rate facing a net debtor economy. An example of a shock that would trigger capital inflows while reducing welfare is an adverse terms-of-trade shock that is expected to be transitory. In addition, capital inflows would not pose a policy challenge if they arise as the result of a move from a distorted to an undistorted RBC-type environment. Examples include the removal of capital controls in an otherwise undistorted capital-poor economy or the removal of a gap between private and social rates of return as the consequence of the resolution of a debt overhang problem.

For capital inflows to pose a policy challenge, then, a distortion must be present in the domestic economy that can be addressed by policy. The nature of the policy challenge will in general depend not just on the shock that triggers the inflow, but also on the nature of the distortion(s) that create(s) the welfare problem. The policy challenge has been perceived as emerging in four distinct forms:  

- Avoiding immiserizing external borrowing (making sure that funds are allocated correctly within the capital-importing economy).
- Avoiding macroeconomic overheating (destabilization associated with large inflows).
- Avoiding real exchange rate appreciation.
- Avoiding vulnerability to sudden outflows (destabilization associated with large outflows) and financial crises.

The first three of these are associated with capital inflows, while the last is associated with outflows that are made more likely by a previous surge in inflows.

### 4.1 Immiserizing External Borrowing

Immiserizing external borrowing can arise because decisions in capital-importing countries about the amount of resources borrowed, and their allocation among competing domestic uses, are...

---

5 In this list, I am ignoring potential distributional effects of capital inflows. Prasad (2011) has argued that capital account openness may have adverse distributional consequences, for various reasons: a) During the early stages of opening up, large, politically well-connected firms may obtain preferential access to foreign financing, giving them advantages over smaller firms that are reliant on inefficient domestic financial institutions; b) Positive effects of inflows on equity values differentially favor richer households that hold such equity; c) Richer households are better able to take advantage of the diversification and risk sharing opportunities created by open capital accounts; d) Poorer households, with restricted access to external financial markets, have to disproportionately bear the costs of domestic financial repression.
undertaken in decentralized fashion, rather than by a benevolent social planner. This means that in the presence of distortions, resources may be misallocated, yielding a social return that is lower than the cost of external funds. This creates a challenge for a variety of primarily microeconomic policies. Capital inflows may pose a policy challenge of this type under the three different sets of circumstances discussed below:

- When capital inflows arise in association with an exogenous shock in the context of a distorted domestic environment.

From the perspective of the possible misallocation of external resources within the domestic economy, the most serious domestic distortion is probably what we can refer to heuristically as a “malfunctioning” domestic financial system. In extreme cases, a “malfunctioning” domestic financial sector could exist either in the context of financial repression and directed credit, or in the form of an inappropriately liberalized financial system—i.e., a financial system allowed to function under laissez faire rules, with inadequate regulation and supervision. A malfunctioning domestic financial system could reduce aggregate income by misallocating foreign funds such that the marginal social return on such funds falls short of their cost—for example, through cronyism in the presence of financial repression, or through moral hazard lending in the context of an inappropriately liberalized financial system. When the domestic financial system is distorted, inflows driven by a “push” factor such as, for example, lower advanced-country interest rates or reduced international risk, could well be welfare-reducing.

While distortions in the domestic financial system may be the most important ones, there are other possible domestic distortions that could also be welfare-reducing, even in the presence of a well-functioning domestic financial system. These may be static (distorted relative prices) or dynamic (e.g., if domestic residents tend to confuse transitory with permanent shocks, for example, a transitory reduction in world interest rates may induce them to undertake long-term investments that may have a negative net present value when evaluated at the appropriate long-term real interest rate).
• When they represent an aspect of the macroeconomic response to the creation of a new distortion in a previously undistorted environment.

The most familiar example of such a distortion would be the extension of domestic government guarantees for external borrowing, or for specific activities that are financed through external borrowing. Another example is that of Calvo-type “incredible reforms,” such as an exchange rate-based stabilization or a trade liberalization that is expected to be reversed.

• When they represent an aspect of the macroeconomic response to the removal of a distortion that had been performing a second-best welfare-enhancing role.

Consider, for example, the 1980s “reform sequencing” literature. This literature suggested that capital-account liberalization should come relatively late in the reform process, after macroeconomic stability had been achieved, trade distortions had been reduced, and the financial sector had been appropriately reformed. The basis for this argument was precisely that until such reforms were in place, the additional resources available to the domestic economy from capital inflows were likely to be misallocated, so capital account restrictions were performing a second-best welfare-enhancing role by avoiding such misallocation. The removal of capital controls in this context could well be immiserizing by aggravating the resource-misallocation effects of existing distortions in the unreformed economy. Similarly, as noted by Dooley (1996), inflows may respond to improved sovereign creditworthiness that makes inappropriate guarantees credible. In this case, low creditworthiness played a role equivalent to a capital-account restriction, preventing distorting guarantees from becoming credible. The removal of this barrier creates resource misallocations that could be welfare-reducing.

Note that what each of these circumstances has in common is that inflows occur in association with a shock to an economic environment characterized by the presence of a distortion, either an exogenously-created new one or a preexisting one. Calvo (2011) has
recently argued that the arrival of capital inflows, caused say, by an exogenous “push” factor, may itself create a domestic distortion, in the form of an asset-price bubble (so that the new distortion is endogenous to the arrival of capital inflows). The mechanism works through the enhancement of the liquidity of the domestic asset acquired by the foreign investor. As the demand for such assets increases, their “salability” does so as well, making them more liquid. But this enhanced liquidity itself increases the value of such assets, and this value increases as their market expands. The added value from liquidity would cause the price of such assets to increase, and the joint effects of added liquidity and expected future price increases would justify an asset price in excess of what would otherwise be justified by other fundamentals—i.e., it would trigger a rational asset-price bubble. The difference between liquidity and the other fundamentals, however, is that the added value from liquidity is contingent: it exists only as long as the market for the asset is large. Should an exogenous event curtail inflows and therefore reduce the rate of increase of the liquidity of the asset, expected future price increases would dissipate and the bubble would collapse, as the prevailing market price could no longer be justified by a combination of high liquidity value and expected future price increases. The distortion in this case arises from an externality: demand for the asset from some agents increases its “salability,” and therefore its perceived liquidity, in the perception of other agents.

What is the mapping between “push and pull” and “welfare-enhancing or welfare-reducing” as defined above? It may be tempting to take the view that flows attracted to the recipient country by domestic “pull” factors do not present a policy problem, because they reflect an enhancement in creditworthiness—caused, e.g., by the rectification of previous policy mistakes—while “pushed” out of the source countries are an external shock which can easily be reversed and thus call for a policy response. This would be incorrect, however. As indicated by the discussion above, the distinction between “pull” and “push” factors does not necessarily have normative content. Because both broad categories of factors can incorporate a wide variety of domestic and foreign phenomena, the welfare implications associated with “push” and “pull” factors depend on the specific “pull” or “push” phenomena that are at work, rather than on whether the origin of the shock is domestic or external.
4.2 Macroeconomic Overheating

The presence of nominal rigidities allows fluctuations in aggregate demand to generate fluctuations in the level of output that can have negative welfare implications. In this context, shocks that give rise to capital inflows or outflows have welfare repercussions because they destabilize aggregate demand. In the early years of the capital inflow episode of the early 1990s, for example, when several EMEs were attempting to stabilize from high inflation, the stabilization issue was of paramount policy concern. In particular, whatever the nature of the shock that ultimately triggered the arrival of capital inflows, policymakers were concerned that such inflows would be associated with macroeconomic instability by causing an excessive expansion of aggregate demand (“overheating”). The policy challenge in this case arises from the possibility of using domestic policies to stabilize aggregate demand and thus avoid such fluctuations. In Section 6 I consider the nature of the policy response to the problem of overheating.

For the purpose of analyzing those potential policy responses, it is useful to consider the mechanism through which capital inflows may result in macroeconomic overheating. Recall that capital inflows are endogenous variables, so we have to begin by specifying the shock that triggers them. Consider, then, a capital-inflow shock caused by a “push” factor such as a reduction in advanced-country interest rates or reduced global perceptions of risk.

The first point to make is that the effect of such a shock on aggregate demand depends on the exchange rate regime that is in place. Consider a simple Dornbusch-type model and hold the domestic money supply constant. In that context, a “push” shock that is associated with a capital inflow would result in an appreciation of the nominal (and real) exchange rate. Given the real appreciation, the domestic money and goods market can only be cleared simultaneously if the domestic interest rate falls and real output contracts on impact. The contractionary effect of the real appreciation must more than offset the expansionary effect of the lower domestic interest rate in the goods market, because if that were not the case the money market could not clear (given the money supply, a lower domestic interest rate and higher level of output would result

---

6 These negative welfare implications can be interpreted as arising from a coordination failure. Aggregate welfare could be improved by moving the average level of wages and prices to a lower or higher level, but the market cannot produce such a coordinated move in a decentralized fashion.

7 See World Bank (1997).
in an excess demand for money). Under fixed rates, however, the effect would be the opposite. It would result in macroeconomic overheating—i.e., an excessive expansion of aggregate demand, resulting in an increase in domestic inflation and an appreciation of the real exchange rate. The mechanism through which inflows could have this effect is as follows:

With a predetermined exchange rate, large capital inflows are likely to generate an overall balance of payments surplus. To avoid an appreciation of the nominal exchange rate, the central bank would have to intervene in the foreign exchange market to buy the excess supply of foreign currency at the prevailing exchange rate. *Ceteris paribus*, this would result in an expansion of the monetary base. Base expansion would lead to growth in broader monetary aggregates, which would fuel an expansion of aggregate demand. This, in turn, would put upward pressure on the domestic price level. With the nominal exchange rate fixed, rising domestic prices would imply a gradual appreciation of the real exchange rate. In short:

\[
\text{KINFLOW} \uparrow \rightarrow \text{KACCOUNT} \uparrow \rightarrow \text{RESERVES} \uparrow \rightarrow \text{BASE} \uparrow \rightarrow \text{MONEY} \uparrow \rightarrow \text{AD} \uparrow
\]

The standard mechanism just described would play out even with a well-functioning financial system. But a malfunctioning domestic financial system could further destabilize aggregate income by providing a mechanism for amplifying the effects of the macroeconomic expansion, for example through excessive aggregate credit creation or by misallocating credit to sectors (such as the stock market and real estate) that may be prone to asset-price bubbles, with attendant wealth effects that would magnify the macroeconomic boom. Moreover, a weak financial sector can also magnify the boom through the actual or perceived constraints that it may impose on policies. For example, the central bank may be reluctant to combat the boom with tighter policies if it fears that the financial sector’s solvency could be impaired by the puncturing of an asset-price bubble.

**4.3 Real Exchange Rate Appreciation**

As indicated above, there is a tradeoff between macroeconomic overheating and real exchange rate appreciation, at least in the short run. While a sustained capital inflow would eventually

---

8 In a simple IS-LM framework, the real appreciation has a contractionary effect in the goods market, and thus shifts the IS curve to the left. The domestic interest rate and real output must both fall.

9 As mentioned above, asset price bubbles associated with capital inflows need not reflect such preexisting distortions. They may also arise endogenously through the effects of inflows on the liquidity of domestic assets, which increases their value (Calvo, 2011).
result in an appreciation of the real exchange rate whether the exchange rate floats or is officially
determined, the appreciation would materialize much more quickly under floating rates, since the
nominal exchange rate is a “jump” variable in that case, while the price level tends to be
predetermined (sticky). Reinhart and Reinhart (2008) indeed found that capital-inflow
“bonanzas” tended to be associated with cumulative real exchange rate appreciation during the
episode, and depreciation after.

The question is why real exchange rate appreciation should be a policy concern. There
are at least three possible reasons:

- First, the policy concern may arise purely out of political-economy
  considerations. Politically-powerful exporting and import-competing firms
  will find their profits squeezed by real exchange rate appreciation, and they
  are likely to exert pressure on policymakers to avoid this outcome. While this
  may be a legitimate concern for real-world policymakers, however, it is not a
  justifiable concern for a benevolent social planner.

- What may be a more justifiable concern for a benevolent social planner is the
  likelihood that capital inflows and outflows would magnify volatility in the
  real exchange rate. The real exchange rate is a key macroeconomic relative
  price that guides the composition of domestic production and absorption
  between traded and nontraded goods. Volatility in this central relative price
  tends to obscure its sustainable equilibrium value and thus undermines the
  efficiency of resource allocation by creating a signal-extraction problem for
  domestic agents.

- Finally, to the extent that inflow episodes prove persistent and the perceived
  sustainable value of the real exchange rate appreciates, the profitability of the
  domestic traded goods sector may be impaired, and resources will flow out of
  that sector. If the traded goods sector includes activities (such as
  manufacturing for export) that create a stream of positive production
  externalities, those activities should be subsidized. However, a sustained real
  exchange rate appreciation will have exactly the opposite effect on the
  profitability of such activities, moving resource allocation in precisely the
wrong direction. In this case capital inflows could have harmful effects on the economy’s long-run growth rate.

For many emerging and developing economies, the last of these factors is likely to be the most important one, since many such countries have adopted export-oriented development strategies relying on a persistently depreciated real exchange rate to guide resources into the production of traded goods.

For that reason, it is worth examining the competitiveness argument a bit more critically. The question of what the effect of capital inflows may be on the profitability of the export sector is actually not well posed, because both capital inflows and export competitiveness are endogenous macroeconomic variables. Therefore the association between them will in general depend on the behavior of the factors that cause them to change. There are two issues: the source of the shock that triggers the capital inflow, and whether that shock is temporary or permanent (i.e., its expected duration).

Concerning the source of the shock, consider the case in which inflows are triggered by an improvement in domestic traded goods productivity. Even though the equilibrium real exchange rate will also appreciate in this case as the traded goods sector bids resources away from nontraded goods, thereby increasing the relative price of the latter, capital inflows are associated with an increase in traded goods competitiveness.

As to the duration of the shock, the usual presumption of reduced export competitiveness is based on the view that inflows are exogenous and long-lasting, like the Dutch Disease phenomenon associated with an increased flow of revenue from exporting a natural resource. By analogy with Dutch Disease, then, we have the conclusion that the equilibrium real exchange rate must appreciate and, with unchanged productivity in the traded goods sector, its competitiveness must decline.

But this framework may be misleading in the case of capital inflows. If inflows are triggered by a transitory reduction in world interest rates, for example, then as indicated above, they will be associated with transitory fluctuations in the real exchange rate, of a magnitude that is likely to depend on the domestic exchange rate regime. In this case the effect on competitiveness depends on the effect of real exchange rate volatility on the traded goods sector. But even if inflows are triggered by a permanent reduction in world interest rates (say in the form of a lower country risk premium) those inflows and the associated real exchange rate
appreciation must both nevertheless be transitory, lasting until international portfolios adjust. Indeed, in the long run the equilibrium response would be a real depreciation, to generate the trade surpluses required to service the increased stock of debt associated with the transitory inflows. If it is the longer-run trajectory of the real exchange rate that guides the allocation of irreversible investment between traded and nontraded goods, it is not clear how that allocation would be affected in either of these cases.

The bottom line is that while the volatility issue and the signal extraction problem that it creates may be important, it is less clear that inflows pose a policy challenge by undermining the long-run competitiveness of the export sector. The simple analysis with Dutch Disease is unwarranted in the case of capital inflows.

4.4 Vulnerability

It is a stylized fact that many of the most important emerging-market currency crises in the more than thirty years that have elapsed since the 1981 Chilean crisis have been preceded by large capital-inflow episodes. This was certainly true not only in the 1982 Latin American debt crisis, but also in the 1994 Mexican crisis, the 1997 Asian crisis, the 1998 Russian crisis, and a variety of other less prominent ones. But the association between inflow episodes and subsequent crises is more general. Reinhart and Reinhart (2008) found, for example, that capital-inflow “bonanzas” are associated with a higher probability of financial crises in developing countries (the conditional probability of debt, banking, currency and high-inflation crises is higher in countries that have experienced such episodes than the unconditional probability), though the same is not true not for advanced countries.\textsuperscript{10} They found that bonanza episodes end more often than not with a sudden stop, and the path of the current account tends to be V-shaped during such episodes, with a sharp increase in the current account deficit followed by a reversal at the end of the episode. Cardarelli, Elekdag and Kose (2010) similarly found that of the 87 completed capital inflow episodes that they identified from 1987 to 2006, 34 ended with a sudden stop and 13 with a currency crisis. Caballero (2012) found that capital-inflow surge episodes were associated with subsequent banking crises, whether the surges were accompanied by lending

\textsuperscript{10} In advanced countries bonanzas are associated with more volatile outcomes for growth, inflation, external accounts. Equity and house prices rise when capital flows in and fall when it flows out.
booms or not. It is therefore not unreasonable to fear that inflows may be associated with enhanced vulnerability to subsequent costly capital outflows and crises.

Capital-flow reversals are likely to happen when creditors (foreign or domestic) come to believe that the value of their investment in the domestic economy is in danger of becoming impaired. In turn, this is likely when:

- The exchange rate is perceived to be overvalued.
- The domestic financial system is perceived to be fragile.
- Fiscal solvency comes into question.
- The public sector is highly illiquid.

The first three make outflows more likely, while the last makes a crisis more likely if there are outflows, and makes self-fulfilling crises more probable. The question is, why should such conditions be associated with a capital-inflow surge?

There are several channels through which such an association could emerge:

- As already indicated, inflow episodes are likely to be associated with an appreciated real exchange rate and a current account deficit, both of which can be sustained only as long as the inflow episode lasts. If the episode is driven by a reversible external event (such as a reduction in advanced-country interest rates), then a reversal of that event could end the inflow episode, leaving an overvalued real exchange rate that the authorities may be reluctant to correct through a nominal devaluation (this was the case in Mexico in 1994, in Thailand in 1997, and in Russia in 1998, for example). The anticipation of a future real exchange rate depreciation would increase the domestic real interest rate, which together with the appreciated actual real exchange rate would contract aggregate demand and set the stage for a speculative attack.

- To the extent that the malfunctioning domestic financial sector misallocates the external resources associated with the inflow, its solvency may be impaired by even a small negative shock to the economy, in which case such a shock could trigger “twin crises” in the domestic economy, consisting of a
combination of banking and currency crises. This is particularly likely if the misallocation takes the form of excessive financing for bubble-prone sectors.

- The inflow could create financing, either directly or indirectly through a boom-induced expansion in tax revenues, for an increase in government spending that may prove difficult to reverse when the inflow recedes, thereby raising doubts—which could potentially be self-fulfilling—about public sector solvency and culminate in a sovereign debt crisis. Reinhart and Reinhart (2008) indeed found that fiscal policy was procyclical during inflow episodes in developing countries. They reasoned that favorable output movements improved fiscal indicators and encouraged excessive credit-financed fiscal expansion. As a result, bonanzas systematically preceded sovereign default episodes.

The degree of vulnerability to any of these types of crises is not independent of the composition of capital inflows, for several reasons. First, there is a general perception that the composition of external liabilities affects the probability of capital-flow reversals because some types of flows are more prone to reversals than others. There is wide agreement on the “pecking order” of volatility among types of flows. From more to least volatile, this would be: foreign-currency debt, indexed domestic-currency debt, nonindexed domestic currency debt, portfolio equity, and FDI (Ostry et al., 2010). As shown in Section 2, FDI flows have indeed proven to be very stable in recent years, whereas portfolio flows and bank lending have tended to be relatively much more volatile.11 Second, equity flows—whether FDI or portfolio—have risk-sharing and self-correcting characteristics that are not shared with debt flows, whether in the form of bonds or bank lending. When external liabilities take the form of equity, outflow episodes that depress equity prices place some of the cost on foreign shareholders, and rapid corrections in equity prices may discourage outflows by maintaining expected rates of return at competitive levels. Third, the currency composition of external liabilities also matters, since a large stock of external liabilities denominated in foreign exchange can impair the solvency of domestic agents in the event of an exchange rate depreciation if such agents do not possess a corresponding amount of foreign currency-denominated assets—i.e., if currency mismatches are important. From the

---

11 Wei (2006) finds that FDI is more stable than bank lending.
perspective of vulnerability, therefore, the composition of a country’s stock of external liabilities makes a difference.

It also makes a difference how inflows are used by the recipient country. To the extent that inflows finance current account deficits driven by consumption booms or relatively illiquid investments, rather than reserve accumulation, the end of an inflow episode would require a current account adjustment. Such an adjustment may require a large real exchange rate depreciation. The expectation that such a depreciation may be in the offing, in turn, would make an outflow episode more likely, especially if large real exchange rate depreciations are expected to prove disruptive to domestic economic activity, making defaults by domestic agents on both their domestic and external financial obligations more likely.

Finally, vulnerability depends not just on the composition of inflows and their disposition, but also on the domestic macroeconomic environment in which the inflow episode takes place. Two factors that are of particular importance are the economy’s degree of both financial and real openness and the interest elasticity of its demand for money. Of these, the role of financial openness is easiest to see. The easier it is to move assets in or out of the economy, the larger the outflow episode that is likely to be associated with any given-sized incentive to move assets abroad. To the extent than an outflow episode requires a current account adjustment, on the other hand, the more closed the economy on the real side the larger the real exchange rate depreciation required to effect that adjustment, and therefore the more disruptive an outflow episode is likely to be. Finally, the more elastic the demand for money with respect to the rate of return on alternative assets, the larger an outflow episode is likely to be, because domestic residents will find it easier in this case to move to foreign assets by economizing on cash balances.

The upshot is that large capital inflows indeed have the potential to increase vulnerability to a variety of financial crisis events, whether currency, banking, or sovereign debt crises. To the extent that such crises have large costs in terms of domestic macroeconomic stability, they represent a legitimate cause for policy concern.

5. The Policy Response

Given these diverse policy challenges, it is not surprising that emerging and developing countries, confronted in recent years with new surges of capital inflows, have become concerned
with formulating an appropriate policy response. But what do we know and not know about the
effectiveness of alternative policies (and potential interactions among them) in order to deal with
the challenges posed by capital inflows? This section presents an analytical survey of recent
policy analyses.

The policy challenges described in the last section are intertwined. Some policy
objectives are complementary. Most obviously, policies that succeed in avoiding inflow episodes
or restricting their magnitudes would ameliorate all four potential problems that such inflows
may create. But beyond this, there are other direct complementarities among these objectives.
For example, policies designed to avoid immiserizing external borrowing may also be helpful in
avoiding vulnerability by safeguarding the health of the domestic financial system. On the other
hand, the policy response may also require making tradeoffs among competing objectives. The
clearest of these may be that between avoiding real exchange rate appreciation and avoiding
macroeconomic overheating.

5.1 Microeconomic and Financial-Sector Policies

In the presence of distortions that may result in immiserizing external borrowing, the first-best
policy prescription is obviously to remove the relevant domestic distortions and allow the free
inflow of capital. However, if the distortions that are in place cannot be removed, it may (but
also may not) be preferable to restrict financial integration until the distortions are removed.
This is the message from the 1980s “sequencing” literature, as mentioned above. The reason it
may not necessarily be preferable to do so is that if even the suboptimal return available in a
distorted environment exceeds the marginal cost of external funds, the country may still be better
off by borrowing abroad than by not doing so.

The most widely-discussed source of domestic microeconomic distortions and the most
likely source of immiserizing external borrowing is the domestic financial system. The policy
challenge in this case is the “structural” one of addressing the distortions responsible for the
malfunctioning of the system. When the problem is moral hazard lending, the situation calls for
appropriate prudential measures. Such measures include, for example, capital adequacy
requirements, maximum loan-to-value ratios, sectoral limits on loan concentration, limits on
foreign-currency lending to unhedged domestic borrowers, and asset classification and

12 See McKinnon and Mathieson (1981).
provisioning rules. These are standard prudential measures to prevent moral-hazard lending by the domestic financial system in the presence of asymmetric information and contract enforcement costs. Their absence or imperfect enforcement may create the distortions in the financial system that give rise to immiserizing external borrowing by encouraging excessively risky lending.

But such distortions may also have macroeconomic implications. Micro-prudential policies can interact with the macroeconomic policy challenge in at least two ways. First, capital inflow episodes may be caused by distortions in the domestic financial system that attract foreign capital. For example, government guarantees of bank liabilities without adequate regulatory and supervisory restrictions on bank lending may induce banks to raise interest rates on their liabilities to attract external capital for the purpose of moral hazard lending. In this case, the adoption of appropriate micro-prudential policies may ease the macro-level policy challenge by reducing the inflow pressure. Second, an inappropriate financial system regulatory environment may induce banks to undertake an excessive expansion of credit with the external funds that they receive from capital inflows attracted to the country for other reasons—e.g., due to reduced risk or lower interest rates abroad or because an improved domestic macro policy environment improves the country’s creditworthiness. In this case, the credit boom and likely associated asset-price bubbles may magnify both overheating and vulnerability challenges. Again, appropriate prudential policies, by mitigating credit booms, would help mitigate macroeconomic policy challenges. In this sense, Ostry et al. (2011) note that capital inflow surges are often associated with credit booms and greater reliance on foreign exchange credit, but countries that make more extensive use of non-foreign exchange related prudential measures have a lower incidence of domestic credit booms. Prudential policies toward the financial system that are adopted primarily to deal with the macroeconomic challenges posed by capital inflows—either by reducing the scale of such inflows or by avoiding the magnification of their macroeconomic effects by the financial system—have recently come to be referred to as macroprudential policies.\(^\text{13}\)

\(^{13}\) The term “macroprudential” has come into wide usage, but there is little agreement on its definition. I use it here to refer to prudential policies toward the financial system that are adopted for their macroeconomic implications. Others (e.g., Hanson, Kashyap and Stein 2010) use the term microprudential to identify policies aimed to avoid the failure of individual financial institutions, and denote as macroprudential policies intended to safeguard the financial system as a whole. My definition is broader than that of Hanson, Kashyap and Stein, since it encompasses policies that prevent the financial system from unduly magnifying the effects of macroeconomic shocks, even if its doing so would not necessarily imperil the financial system itself.
The relationship between prudential and macroeconomic policies could also operate in the other direction—i.e., appropriate macro policies could help reduce the risks that large capital inflows pose to the financial system. An obvious example is that restrictions on capital inflows can prevent a distorted financial system from misallocating foreign funds, and in that manner serve as a partial substitute for prudential measures. Less obviously, purely macroeconomic distortions, such as an undervalued real exchange rate, may attract capital inflows to the domestic financial system at the same time that they cause a rapid expansion in the domestic economy. Because credit risks are more difficult to evaluate under boom conditions, the financial system’s balance sheet may expand at the same time that its asset quality deteriorates. In this case, macroeconomic measures to avoid overheating would also contribute to a less vulnerable domestic financial system.

5.2 Macroeconomic Policy Intervention: A Menu

The causal chain described in the last section linking capital inflows to overheating can be broken at various points by policy intervention. One useful way to organize the menu of policies available to the authorities to resist the emergence of overheating is thus according to where the intervention occurs along the chain of transmission described above. Accordingly, policy interventions can be classified as follows:

1. Policies designed to restrict the net inflow of capital, either by restricting gross capital inflows or promoting gross capital outflows.

Such policies include the imposition of administrative or price-based restrictions on capital inflows as well as the elimination of a variety of restrictions on capital outflows. They may also include the widening of exchange rate bands with the intention of increasing uncertainty.

2. Policies that seek to restrict the net foreign exchange inflow (reserve accumulation) by encouraging a current account offset to a capital account surplus.
Trade liberalization and nominal exchange rate appreciation would have this effect. As indicated above, in the limit (fully floating exchange rates), the latter could avoid any foreign exchange accumulation whatsoever.

3. Policies that accept the reserve accumulation associated with a balance of payments surplus, but attempt to ameliorate its effects on the monetary base.

These amount to sterilized intervention, as well as attempts to limit recourse to the central bank’s discount window.

4. Policies that accept an increase in the base, but attempt to restrain its effects on broader monetary aggregates.

Increases in reserve requirements and quantitative credit restrictions are examples of such policies.

5. Policies that accept a monetary expansion, but attempt to offset expansionary effects on aggregate demand that could result in inflation and/or real exchange rate appreciation.

This refers essentially to fiscal contraction.

5.3 Individual Policies: Pros and Cons

5.3.1 Restrictions on the Magnitude of Gross Inflows and the Promotion of Outflows

The key requirement for capital account restrictions to improve welfare on microeconomic grounds is the presence of a distortion that creates an excessive level of foreign borrowing, either in the aggregate or in specific forms. This creates a first-best case for capital account restrictions (in the sense that imposing such restrictions could move the economy to a Pareto optimum). Such a situation could arise, for example, when the act of foreign borrowing itself creates externalities. If the costs of servicing an international loan contract are shared by domestic agents other than the borrowing agent, then individual acts of foreign borrowing have negative external effects in the domestic economy. Since individual domestic agents do not internalize such effects, they will tend to overborrow. The traditional formulation takes the form of an upward-
sloping supply of funds schedule for the domestic economy as a whole (domestic borrowers face a risk premium that is an increasing function of the country’s total stock of external debt, as in Harberger, 1980). A more recent application, however, takes the form of the “new theory” of capital controls: when individual domestic borrowers do not internalize the effects of their actions on an economy’s aggregate financial fragility they also tend to overborrow, either in total or in specific forms (Jeanne, Subramanian and Williamson, 2012).

A potential second-best case for such restrictions (in which they improve welfare, without reaching a Pareto optimum) emerges when the negative welfare consequences of a new or preexisting domestic distortion that cannot be removed are magnified by external borrowing. As discussed previously, distortions in the domestic financial system, for example, may cause resources borrowed from abroad to be allocated in socially unproductive ways within the domestic economy. The first-best solution is to address those distortions directly, but if the distortions causing the problem cannot be removed, a second-best option may be to limit foreign borrowing.14

Cardarelli et al. (2010) maintain that there is a contrast between the 1990s and 2000s capital-inflow episodes in the use of this policy instrument. They argue that inflow restrictions tended to be tightened during the episode of the 1990s, but not during the most recent episode. Indeed, they suggest that such restrictions appear to have been eased during the most recent episode. Nonetheless, that does not mean that inflow restrictions have not been used during recent inflow episodes. Brazil introduced a 2 percent tax on inflows other than FDI in October 2009, and increased it to 6 percent on portfolio bond flows a year later. In November 2009 Taiwan implemented a ban on capital inflows for time deposits, while Korea introduced a variety of inflow restrictions in June of 2010. Indonesia enacted a one-month minimum holding period for SBIs (a local-currency security issued by the central bank), and Thailand removed an

14 Ostry et al. (2011) argue that the design of restrictions should depend on whether the concerns that inflows raise are mostly about the domestic financial system or are more broadly macroeconomic in nature. In the former case, they should be narrowly targeted on the most risky inflows, may include administrative measures, and can be used against more persistent inflow surges. From a purely macroeconomic perspective, on the other hand, if the external financial environment is volatile, and other policy instruments are not available to stabilize the domestic economy, or if such instruments are too costly to use, direct intervention may be the preferred option. In this case controls should have broad coverage, be primarily price-based, and only be imposed when inflows are expected to be temporary.
exemption for foreigners on a 15 percent withholding tax on income earned from domestic bonds.

An important concern is whether such restrictions—whether imposed on microeconomic or macroeconomic grounds—can be made effective. In other words, is financial integration a choice in an operational sense? If so, is it a once-and-for-all choice? In particular, can capital account restrictions be fine-tuned in response to external pressures (as countries such as Brazil, Chile, Colombia and others tried to do in the 1990s, and as several EMEs have done more recently)? There is a longstanding and large literature addressing these issues, but unfortunately, it has proven to be inconclusive.

Testing the efficacy of controls is complicated by the fact that it is likely to depend on a wide range of factors, including whether controls are imposed on inflows or outflows, whether controls have been imposed previously, whether their coverage is comprehensive or partial, and a host of other considerations. Some have argued, for example, that as trade expands and financial markets develop, and financial institutions increase their cross-border activities, capital controls are likely to become less effective. The upshot is that the effectiveness of controls is likely to differ across countries as well as over time, making it difficult to draw general conclusions.

What, then, do we know about whether macro-level (non-prudential) capital account restrictions work? The literature on this subject is vast, but unfortunately not tremendously informative. The conventional wisdom has several parts:

a. Restrictions are more effective in the context of countries, like China or India, that have never opened up their capital accounts. Controls that are put on and taken off repeatedly are likely to be ineffective, because once agents learn how to avoid them, their re-imposition may be of little consequence: once the genie is out of the bottle, it is hard to put it back in (see Klein, 2012, who provides empirical evidence that this is indeed the case). But some countries, such as Malaysia, seem to be able to make restrictions work.

b. Restrictions on inflows are more likely to be effective than those on outflows—possibly because when they arise, return differentials motivating outflows tend to be much larger than those motivating inflows (see Edison and Reinhart, 2001).
c. Countries that trade more extensively with the rest of the world, that have larger stocks of FDI, or that have more highly developed domestic financial systems, find it more difficult to impose restrictions on capital flows. More trade creates more opportunity for evasion through over- or under-invoicing. More FDI creates more evasion opportunities through transfer pricing, and more sophisticated financial systems provide a broader variety of instruments through which to channel capital flows, making it more difficult to restrict them (see Jeanne, Subramanian and Williamson, 2012).

d. Controls are more likely to be effective the more comprehensive they are, because less comprehensive controls allow restrictions to be evaded by simply re-labeling flows.

e. Capital account restrictions of any kind tend to be more effective in the short run than in the long run, because economic agents learn how to avoid them over time. The long run may be as soon as six months.

f. Finally, capital-account restrictions may be more effective in altering the *composition* of flows (especially toward the longer end of the maturity spectrum) than their total *magnitude* (every survey of the effectiveness of capital account restrictions that I know of reaches this conclusion).

Unfortunately, the empirical support for these views is less than overwhelming. There are a large number of country studies—especially on emerging economies such as Brazil, Chile, and Colombia that imposed inflow restrictions during the 1990s—that employ questionable methodologies and often reach conflicting conclusions.¹⁵

There are few multi-country studies that would allow us to derive more general results. One such study is Montiel and Reinhart (1999). Montiel and Reinhart estimated a set of fixed-effects panel regressions explaining the volume and composition of various types of capital inflows for a set of 15 EMEs during the 1990s as a function of the severity of capital account restrictions while controlling for a variety of other variables, including domestic financial development, the intensity of sterilization and various International interest rates. They found that U.S. interest rates significantly influenced the overall volume of flows and that foreign

¹⁵ For example, few such studies address the endogeneity of capital account restrictions. Cardoso and Goldfajn (1998) is an exception.
interest rates had the most significant effect on portfolio flows. An intensification in the degree of monetary sterilization was associated with an increase in the volume of aggregate capital flows as well as with a substantial change in the composition of inflows away from FDI and toward short-term flows. The coefficients on their capital control variable (coded subjectively based on the perceived intensity of such restrictions) were consistently of the right sign, with negative effects on all but FDI flows (which have typically been exempt from such restrictions). However, all the relevant coefficients were measured with a relatively low level of precision. On the other hand, controls were associated with a significantly lower share of short-term flows and portfolio flows—the two components of the capital account targeted by the measures in the sample countries—and a higher share of FDI. They concluded that explicit capital inflow restrictions and “prudential measures” (usually limiting banks’ foreign exchange transactions or foreign exchange exposure) appeared to be more effective in altering the composition of capital inflows rather than reducing their overall magnitude.

More recently, Ostry et al. (2011) found that countries with capital controls have a less crisis-prone external liability structure (less debt relative to equity), countries with capital controls and foreign exchange-related prudential regulations have a lower reliance on foreign exchange lending, and countries with capital controls and foreign exchange-based regulations have greater growth resilience during a sudden-stop episode.¹⁶

Regarding the promotion of outflows, one problem is that if such restrictions were ineffective in the first place, their removal may be to little effect. The evidence on this was mixed prior to the inflow episode of the nineties. But even if outflow restrictions are effective, their removal may not have the desired effect of reducing net inflows, because the very act of removing such restrictions may attract additional inflows. Laban and Larrain (1997), for example, pointed out that the presence of effective controls on outflows renders inflows irreversible. If future policies affecting the return on loans to domestic agents are uncertain, the option to keep funds abroad while the uncertainty is resolved becomes valuable, and foreign creditors may thus refrain from lending in this situation. Removing the outflow restrictions eliminates the irreversibility, and thus increases the relative return on domestic lending by eliminating the value of the option to wait. Bartolini and Drazen (1995) argued that, since

---

¹⁶ On the other hand, recall that Forbes and Warnock (2011) as well as Fratzscher (2011) found that various measures of capital account restrictions had no role in explaining surges, stops, flight, or retrenchment.
controls on outflows are often maintained for fiscal reasons (to facilitate the collection of financial repression taxes) their removal is interpreted by foreign investors as a signal that future capital taxation is less likely, thereby inducing capital inflows.

Country experience from the 1990s was indeed that substantial inflows followed the removal of restrictions on outflows in many countries, an experience which has also characterized industrial countries in the past. Whether the removal of outward restrictions diminished net inflows to any significant extent is impossible to say on the basis of present evidence, but it is clear that they did not represent a complete solution to the inflow problem anywhere that they were used. The observation just mentioned—that the inflow episode was often preceded by capital account liberalization including the removal of restrictions on outflows—is certainly consistent with the view that the removal of restrictions on outflows simply attracts additional inflows.

5.3.2 Exchange Rate Management

As discussed above, allowing the exchange rate to appreciate in response to capital inflows, either by moving from a fixed to a more flexible exchange rate arrangement or by restricting the scale of intervention in a managed arrangement, helps to meet the overheating challenge at the possible cost of a loss of competitiveness, depending on the shock driving the inflow. If inflows result from a shock that is perceived as permanent, it may be desirable to move the nominal exchange rate to reduce the inflationary cost of adjusting the real exchange rate to its more appreciated long-run equilibrium value. A separate microeconomic argument for nominal exchange rate flexibility in response to capital inflows is that such inflows may be triggered by the aggravation of a domestic distortion (such as an increase in the public sector's net worth in a context in which the public sector provides explicit or implicit guarantees for some types of domestic financial liabilities). Fixing the nominal exchange rate in this context is seen as the provision by the government of a type of insurance that can aggravate the consequences of the distortion created by the government guarantee. If the guarantee cannot be credibly removed, then introducing exchange rate risk may be a second-best policy.

If capital inflows are perceived to be transitory, it is difficult to draw general conclusions about optimal exchange rate responses. In general, we would expect optimality to depend on the

---

17 See Bartolini and Drazen (1995).
position of the real exchange rate relative to its desired value, of output relative to its natural level, and on the effectiveness of other demand-management policies (see the “decision tree” discussion in Section 7).

Regarding country experiences, what countries such as Brazil, Colombia, Chile, Indonesia, and Mexico did in the 1990s instead of moving to fully flexible rates was to respond to inflows by adopting some combination of capital-inflow restrictions and increased exchange rate flexibility in the context of a band. This response suggests a desire to preserve some monetary autonomy in the face of a perceived increase in the degree of financial integration, in conjunction with an unwillingness to allow excessive real exchange rate variability. Chile and Colombia explicitly sought to discourage interest-sensitive short-term flows through the effects of increased exchange rate flexibility on risk. Both countries appear to have made use of the full bandwidth, with the exchange rate regularly approaching the upper and lower bounds. In Colombia, for example, the volatility of the nominal exchange rate increased markedly after the adoption of the band, suggesting that the band was partially intended to reduce the scale of intervention in the foreign exchange market. In Indonesia, by contrast, the exchange rate band was at first very narrow, but even after it was progressively widened, the exchange rate spent most of its time at the more appreciated boundary rather than fluctuating inside the band, suggesting that volatility of the nominal exchange rate was not an explicit policy objective. Similarly, Mexico was quite active in restricting fluctuations to a narrower zone inside the band until after March 1994, when the intensification of capital outflow pressures was partly countered by allowing the exchange rate to move to the bottom of the band. The presumption is strong that increased exchange rate volatility would have discouraged short-term flows in Chile and Colombia (see Bachetta and van Wincoop, 1998), but so far there is little systematic evidence to that effect of which I am aware. Few countries allowed the nominal exchange rate to appreciate in an effort to dampen aggregate demand. Chile and Colombia did so (Chile in 1992 and 1994 and Colombia in 1991 and 1994) by explicitly adjusting the central parity in their bands, and the Philippines and Korea did so by allowing market forces to drive the nominal exchange rate upward (the Philippines in 1991-92 as well as in 1994, and Korea in 1992 and 1994). Looking at the experience of the 1990s and 2000s together, Cardarelli et al. (2010) found that resistance to exchange rate appreciation tended to increase over time during the course of an inflow episode.
The arrival of capital inflows did not impose a uniform pattern on the behavior of real effective exchange rates across countries in the episode of the early 1990s. All of the major Latin American capital inflow recipients experienced real appreciation during this period. Argentina, Brazil, and Mexico did so in the context of exchange rate-based inflation stabilizations, while Chile and Colombia experienced real appreciations with reasonably stable domestic inflation rates. The smallest cumulative appreciation among the Latin American countries was that of Chile, which explicitly targeted the real exchange rate in setting the central parity for its band. With the exception of the Philippines, whose real exchange rate appreciated fairly continuously during the 1990s, Asian capital-inflow recipients had fairly stable real effective exchange rates through 1994.

The link between real appreciation and the emergence of current account deficits also was not airtight. On the one hand, both countries that experienced very substantial real exchange rate appreciation during this period (Argentina and Mexico) also exhibited very large current account deficits. On the other hand, avoiding real appreciation has not necessarily implied avoiding current account deficits. The emergence of large current account deficits during the period up through 1994 was not restricted to countries that experienced real appreciations. Malaysia and Thailand, in particular, both had large adverse movements in the current account balance with stable real exchange rates.

The experience during the inflow episode of the 2000s was dramatically different. As shown in Figure 4 in Section 3, emerging and developing economies engaged in much more foreign exchange market intervention to resist real exchange rate appreciation, accumulating large stocks of foreign exchange reserves in the process. Resistance to real exchange rate appreciation, combined with favorable movements in the terms of trade, implied that these countries ran current account surpluses in the aggregate during the inflow episode of the 2000s (shown by the difference in height between the capital-inflow and reserve accumulation bars for each year in the figure), whereas they had run aggregate deficits during the inflow episode of the early 1990s.¹⁹

¹⁹ Somewhat counter-intuitively, Cardarelli et al. (2010) found that greater resistance to exchange market pressures tended to make a “sudden stop” more likely at the end of an episode and was associated with a sharper decline in real GDP growth after the completion of the inflow episode.
5.3.3 Policies that Accept the Reserve Accumulation Associated with a Balance of Payments Surplus but Attempt to Ameliorate its Effects on the Monetary Base

Sterilized foreign exchange market intervention has been used for this purpose. Given a commitment to an officially-determined exchange rate, sterilized intervention is attractive for at least two reasons:

- If capital inflows are driven by a reduction in the external interest rate, sterilizing the effects of such flows on the domestic money supply can, under certain conditions, succeed in insulating domestic aggregate demand from the effects of this shock.

- Sterilization has the advantage of flexibility. Unlike fiscal policy, it is a policy instrument that can be fine-tuned for use in countercyclical fashion.

Yet, sterilization has often been perceived with skepticism. Among the shortcomings that have been attributed to this policy are the following:

- Sterilization magnifies capital inflows, since it prevents the domestic interest rate from falling to restore portfolio equilibrium. If domestic and foreign assets are perfect substitutes, sterilization becomes impossible.

- Even if sterilization is possible—i.e., even if sterilized intervention succeeds in limiting domestic monetary expansion—it may not insulate domestic aggregate demand from the expansionary effects of capital inflows. This would be true under two sets of circumstances:

  o If domestic interest-bearing assets are perfect substitutes among themselves, insulation would fail if the shock that triggers the inflows affects domestic money demand. In this case, with shifting money demand but fixed supply, domestic interest rates would change.

  o If domestic interest-bearing assets are imperfect substitutes, then a capital inflow may be associated with a shift in the composition of demand for domestic interest-bearing assets, as well as with an increase in the total demand for such assets. In this case, unless the composition of domestic
assets emitted in sterilization operations matches that demanded by creditors, the structure of domestic asset returns would be altered.

- Even if potentially effective, sterilization may be undesirable to use because of its side effects:
  - Sterilized intervention has quasi-fiscal costs, since the central bank exchanges high-yielding domestic assets for low-yielding reserves. The magnitude of these costs will be greater the higher the degree of capital mobility and the larger the gap between domestic and foreign rates of return. Thus the fiscal feasibility of this policy is also at issue.
  - Because sterilized intervention tends to magnify the size of the public sector's foreign currency assets and domestic currency liabilities, it increases the government’s temptation to devalue, and this loss of credibility for the domestic economy’s nominal anchor will tend to raise the interest rate on domestic currency assets (Calvo, 1991).
  - By maintaining a wedge between domestic and foreign interest rates, sterilization may bias the composition of capital inflows toward interest-sensitive short-maturity claims.

Sterilized intervention was the most commonly used policy tool to stabilize aggregate demand in response to the arrival of capital inflows during the episode of the early 1990s. Unlike in the case of fiscal policy, governments were able to tailor the use of this instrument to the country's economic circumstances (World Bank, 1997). The flexibility of monetary policy has given sterilization an advantage as a countercyclical policy instrument. It is noteworthy that sterilization was possible in spite of both capital account liberalization and the large magnitude of inflows.\(^\text{20}\) However, many countries that relied heavily on sterilization registered an increase in domestic interest rates over the period of sterilization (see Reinhart and Dunaway, 1996). Colombia in the early nineties is a prime example. Sterilization resulted in rapid increases in the stock of the sterilization instrument relative to GDP in many countries. Consequently, the quasi-fiscal costs of sterilization were not negligible. Kiguel and Leiderman (1993) estimated the

\(^{20}\) Cárdenas and Barrera (1993) estimated offset coefficients for Colombia based on data over the period 1978:1 to 1992:3 and found them to be significantly less than unity, implying that sterilization was feasible over this period.
quasi-fiscal cost of sterilization operations for Chile during 1990-92 at 0.7-1.4 percent of GDP, and for Colombia in 1991 at about 0.5-0.8 percent of GDP. Cárdenas and Barrera put the estimate for Colombia for the same time period at 0.7-1.7 percent of GDP. This suggests that sterilization has not been a panacea, despite its widespread appeal among countries experiencing surges of capital inflows. Indeed, the adoption of restrictions on capital inflows and enhanced exchange rate flexibility in the early 1990s appears in some countries (e.g., Chile and Colombia) to have been motivated at least in part by a desire to avoid costly sterilization.

Finally, the effectiveness of sterilization in insulating economies from the effects of the shocks that have triggered capital inflows is open to question. By and large, sterilization does not seem to have completely insulated recipient economies from the effects of such shocks. As already indicated, the evidence suggests that rates of return on sterilization instruments indeed rose as sterilization was pursued through open market operations. In addition, asset markets often recorded massive increases in value during the surge periods. This is consistent with several explanations. One of them is the imperfect-substitutability story mentioned above, in which capital inflows are driven by the desire of foreign creditors to acquire domestic financial assets different from those issued by the central bank in the course of its sterilization operations. As indicated above, stabilizing the domestic money supply under such circumstances would not prevent an adjustment in asset prices. But this outcome would also be consistent with the arrival of capital inflows attracted by favorable domestic productivity shocks (current or anticipated) or by the emergence of a moral hazard problem in the domestic banking system. The point is that in none of these circumstances would a consistent policy of sterilized intervention succeed in stabilizing aggregate demand.

5.3.4 Policies that Accept an Increase in the Base but Attempt to Restrain its Effects on Broader Monetary Aggregates

This refers in broad terms to macroprudential policies—i.e., prudential policies that are targeted at macroeconomic conditions (see footnote 13). Increases in reserve requirements and quantitative credit restrictions are examples of such policies. Habermeier, Kokeyne, and Baba (2011) present evidence that a tightening of prudential measures during the inflow surge of the 2000s was indeed successful in slowing credit growth in Croatia, India, Peru, and Korea, though not in Colombia, Romania, and Uruguay.
5.3.5 Policies that Accept a Monetary Expansion but Attempt to Offset Expansionary Effects on Aggregate Demand That Could Result in Inflation and/or Real Exchange Rate Appreciation

If domestic monetary expansion is not avoided, or if an expansionary financial stimulus is transmitted outside the banking system, the stabilization of aggregate demand will require a fiscal contraction. The use of contractionary fiscal policy for this purpose raises issues of both optimality and feasibility.

With regard to optimality, the question is whether fiscal policy should be designed to anchor long-run expectations of inflation and taxation, or whether it should have countercyclical objectives. In principle these goals are not mutually exclusive, since short-run deviations from the medium-term fiscal stance can be designed to achieve stabilization objectives. The problem is, however, that if government credibility is lacking, adherence to the medium-term stance in the face of shocks may be the surest way to achieve it. In a nutshell, the issue is whether the achievement of fiscal credibility is compatible with the adoption of feedback rules for fiscal policy. With regard to feasibility, fiscal policy may simply prove too inflexible to be available as a tool to respond to fluctuations in capital movements. The budgetary process in most countries may not be able to respond sufficiently quickly, and lags in response may indeed aggravate the stabilization problems created by volatile capital movements.²¹

The experience of the early 1990s suggests that fiscal policy was not a very flexible instrument in responding to inflows during that episode. Not many countries found it possible to engage in additional fiscal tightening in response to inflows, and where additional fiscal tightening took place the changes in the fiscal stance were not typically large compared with previous fiscal adjustments in the countries concerned. This may reflect a variety of factors, including “stabilization fatigue" arising from the substantial fiscal adjustment that many countries had already undertaken prior to the inflow episode, or political economy considerations that make it difficult to undertake fiscal austerity when the external constraint is not binding. Cardarelli et al. (2010) found, looking at the episodes of the 1990s and 2000s together, that fiscal policy tended to be procyclical during inflow episodes—i.e., real noninterest government spending actually tended to increase on average in the recipient countries. However, fiscal prudence was much more common in the mid-2000s than in the earlier episode. Cardarelli and his coauthors found that fiscal restraint during inflow episodes in both the 1990s and 2000s was

²¹ Even if fiscal policy can be changed, the desired effects on domestic demand (and thus on the real exchange rate) will be forthcoming—i.e., the policy will be effective—only if expenditure cuts fall on nontraded goods.
associated with better macroeconomic outcomes—specifically, less overheating, less real appreciation, and more moderate deceleration in real GDP growth.

6. Policy Strategies

Aside from the pros and cons of individual policies, the existence of complementarity and substitutability relationships among specific policies suggests that the combination of policies adopted may be important in determining the macroeconomic effects of capital inflows and outflows. The experience of past inflow episodes contains some lessons about the policy strategies that have been most effective in associating such episodes with favorable macroeconomic outcomes.

For example, a World Bank (1997) study of a sample of 21 countries accounting for about 90 percent of all private capital flows to developing countries during the period 1990-94 found several common aspects of experience, as well as some important cross-country differences:

- The vast majority of these countries managed to avoid an acceleration of inflation during their inflow periods, compared to the pre-inflow period.
- Though increases in current account deficits were widespread, they tended not be large on average (with some well-known exceptions, such as Malaysia, Mexico and Thailand), and about half of the improvement in the capital account resulted in reserve accumulation, rather than increases in current account deficits.
- Some countries, especially in East Asia, managed to avoid real exchange rate appreciation, while others (especially in Latin America) did not.
- Countries differed as well with regard to changes in the composition of absorption. In some cases (primarily in East Asia) the increase in absorption relative to income was dominated by investment, and in other cases by consumption.

Thus, given the sizes of the shocks that these countries experienced, they were remarkably successful at avoiding overheating, and it also proved possible, at least for some of the inflow recipients, to avoid a loss of competitiveness. Clearly, in light of the succession of
crises experienced by several important capital-inflow recipients after the mid-1990s, avoiding vulnerability proved to be a more challenging task.

The Bank drew several lessons from this experience about policy strategies. It found a strong cross-country positive correlation between the change in the share of consumption in absorption and the extent of real exchange rate appreciation, as well as a weaker positive association between the increase in the share of investment in absorption and the change in economic growth. In both cases, these correlations could be interpreted as causation going either way, but a strong association was present between the extent of fiscal contraction during the inflow period and the increase in the share of investment in absorption. The Bank concluded that a tight-fiscal loose monetary policy strategy was associated with faster growth and less real appreciation than an alternative tight money-relatively loose fiscal strategy. The fiscal-monetary policy mix also mattered for the composition of capital inflows. A tight money-loose fiscal combination was associated with a larger share of short-term inflows, and therefore with a larger buildup of vulnerability. Indeed, an increased reliance on sterilization in East Asia after 1994 was associated with a significantly increased share of short-term inflows in the run-up to the outbreak of the Asian financial crisis in 1997. Other factors, however, also affected the composition of inflows and the accumulation of vulnerability. Specifically, weak macro fundamentals meant both more debt rather than equity and more short-term rather than long-term debt. As already noted, the presence or absence of capital account restrictions also affected the composition of external liabilities.

7. A Policy Decision Tree

How then, should an emerging or developing economy respond to an exogenous surge in capital inflows? There is no avoiding that the answer to this question is “it depends.” Specifically, it depends on the policy instruments that the country has at its effective disposal, on the general state of the domestic economy, and on the expected duration of the inflow shock. For concreteness assume that the country experiences what is presumed to be a temporary capital inflow “bonanza” triggered by exogenous factors. How should it respond?

One way to answer this question while taking into account the various nonlinearities that arise through constraints on policies and varying domestic economic conditions is to consider an optimal decision tree.
The IMF (see Ostry et al., 2010) has proposed one such specific tree. Indeed, it argues for separate prudential and macro decision trees. The focus in both is on the role that should be played by capital account restrictions. On the prudential side, the IMF argues that if there is a risk of excessive borrowing from abroad, or of a domestic credit boom, the first line of attack is to strengthen prudential regulations. If this is inadequate, then inflow restrictions would be called for. On the macro side, it argues that if the exchange rate is initially undervalued, it should be allowed to appreciate. Otherwise, the choice is between lowering domestic interest rates (presumably to a level that is low enough to discourage the inflows from materializing) and accumulating reserves. If the economy is operating near potential, lowering domestic interest rates would not be appropriate. In that case, the response should be to accumulate reserves and sterilize. If there is a limit to sterilization, then it should be supplemented by fiscal tightening. Only if the scope for doing so is limited should capital account restrictions be employed. In short, from this perspective, capital account restrictions are a last resort when other policies are restricted.

Unfortunately, this decision tree is too heavily influenced by the Fund’s perceived need to give grudging acceptance to the use of capital account restrictions. The decision tree seems designed to give some scope for the use of such restrictions, but only under sharply restricted circumstances. An alternative approach follows more naturally from the transmission mechanism linking capital inflows to policy challenges. A “natural” policy decision tree might then proceed as follows:

- Should capital account restrictions be employed to affect the composition of inflows?

  If the domestic institutional environment causes inflows to heavily favor short-term debt flows in foreign currency, rather than equity or long-term debt in domestic currency, the answer should be yes. It is hard to make a strong case that inflows of this type are beneficial, so if they would naturally (in the absence of countervailing policies) take this form, then capital account restrictions intended to alter the composition of inflows (such as in the form of

---

22 This applies to temporary inflows. If inflows are perceived to be permanent, then adjustment is indicated, presumably in the form of exchange rate appreciation.
unremunerated reserve requirements) are warranted, even if such restrictions have little impact on the total volume of flows.

- Should capital account restrictions be employed to affect the *volume* of inflows?

This is only relevant if specific forms of capital account restrictions exist that can be made effective in restricting the total volume of inflows (preserving monetary autonomy). Suppose they do. Should they be used? If microeconomic distortions are weak enough to begin with, or if new prudential regulations can render them weak within a policy-relevant time frame, AND if some combination of macro instruments can be deployed to avoid the adverse consequences of overheating, the answer is no. This conclusion is consistent with the Fund’s analysis: to justify the use of capital controls to restrict the volume of inflows, some combination of micro distortions and/or macro policy inadequacies is required.

- If some level of inflows is allowed to enter the country, should the exchange rate be allowed to appreciate?

If the country is committed to nominal exchange rate stability (say as in the Hong Kong currency board or in the case of Eastern European emerging economies that peg to the euro in anticipation of adopting it at some point in the future), the answer is no. But if no such rigid commitment exists, then the country faces a choice between real appreciation and expansion of aggregate demand. The more the nominal exchange rate is allowed to move, the greater the loss of competitiveness and the smaller the expansion in aggregate demand. How to decide what to do with the exchange rate in this case?

The IMF’s discussion of this issue seems appropriate: the answer depends on where the real exchange rate is relative to its desired (not necessarily equilibrium) value, and on where the economy is relative to full employment. With two targets (the real exchange rate and full employment) and two instruments (the nominal exchange rate and stabilization policy, in
the form of some combination of monetary and fiscal policies), an appropriate mix of exchange rate and stabilization policy should make it possible to achieve both targets at once.

Assume that the real exchange rate depends on the nominal rate, which in turn depends on the volume of capital inflows and the extent of central bank intervention, while aggregate demand depends on the real exchange rate, the volume of capital inflows, and on stabilization policies. Consider the table below. If the real exchange rate is not more depreciated than its desired value (i.e., if \( RER - RER^* \geq 0 \) does not hold, where a larger value of RER is a more depreciated one) the real appreciation that would be associated with a capital inflow in the absence of central bank intervention should be resisted (the right-hand column in the table). In that case, the capital inflow will be expansionary, and if aggregate demand is not deficient (\( AD - Y_{bar} \geq 0 \)), stabilization policy should be contractionary (upper right-hand column). If aggregate demand is deficient, however, then whether any stabilization policy response is indicated, and what form such policy should take (i.e., whether it should be expansionary or contractionary) depends on whether the expansionary impulse of the capital inflow causes aggregate demand to undershoot or overshoot its full-employment level (lower right-hand corner). On the other hand, if \( RER - RER^* \geq 0 \), then the exchange rate should be allowed to appreciate as long as it remains more depreciated than its target level. In this case, if aggregate demand was initially deficient, expansionary stabilization policy will be called for (lower left-hand corner), because the real exchange rate appreciation will further contract demand for domestic goods. If it was initially excessive, then whether expansionary or contractionary aggregate demand policy is called for depends on how strong the contraction in demand for domestic goods caused by the real appreciation turns out to be (upper left-hand corner).

\[23\] The usual assumption in discussions of this issue is that the economy is in the top right-hand cell, so both real appreciation and expansion of aggregate demand are undesirable.
What policy mix to use to adjust aggregate demand?

The next issue concerns the appropriate mix of monetary and fiscal policies to achieve the desired stabilization policy effect. Assuming that aggregate demand is not initially deficient, and that any appreciation of the real exchange rate that is accommodated does not change this situation, the desired effect is a contraction of demand. Ideally tighter fiscal policy should bear the heaviest burden in contracting demand. There are several reasons. First, a tighter fiscal policy during the boom induced by capital inflows helps create fiscal space for fiscal policy to also be countercyclical during downturns. Second, a loose monetary-tight fiscal policy mix both discourages capital inflows by keeping domestic interest rates low and ameliorates real exchange rate appreciation by shifting the composition of aggregate demand from the public to the private sector, where it is likely to be less nontraded goods-intensive. Third, perhaps for the two reasons already adduced, a loose monetary-tight fiscal policy mix has been associated with better post-surge performance than the alternative. Monetary tightening becomes a residual measure to achieve the desired contraction in aggregate demand if the feasible fiscal contraction is insufficient to do so.

How to implement tighter monetary policy, if that proves to be necessary?

The final question, then, is how to implement the required amount of monetary tightening. The two options are sterilized intervention to restrain
the expansion of the monetary base and increased reserve requirements and/or other macroprudential measures to restrict the expansion of bank credit. In general, some combination of the two is likely to be optimal, with the relative weights to be placed on each depending on the magnitude of the quasi-fiscal costs associated with sterilization, the strength of the central bank’s capital base, and the residual need for prudential restrictions on the activities of the banking sector. The stronger the central bank’s capital base and the smaller the quasi-fiscal costs of sterilization, the more scope there is for sterilized intervention, while the greater the need for prudential restrictions on bank credit the greater the weight that should be put on macroprudential measures such as increasing reserve requirements. It is worth noting, however, that there is some complementarity between tight monetary policy and more restrictive macroprudential measures, because monetary tightening is likely to induce a more crisis-prone composition of inflows, by encouraging short-term debt flows that are intermediated through the domestic banking system.

8. Conclusions: A Framework for Resiliency

Is financial integration avoidable? If so, should it be avoided? If the answer to either of these questions is no, then emerging and developing countries are going to have to live in a world characterized by occasional large shocks emanating from the capital account of the balance of payments. I suspect that the answer to the first question is indeed no, at least insofar as emerging and developing countries are unwilling to countenance poorly developed domestic financial systems in perpetuity. Domestic financial development, which has proven to be an important contributor to growth, will invariably break down the natural barriers to capital account transactions between domestic and foreign residents created by asymmetric information and costly contract enforcement. The removal of such natural “wedges” will move the demand and supply prices of external funds into closer alignment with each other, and cause emerging and developing economies to become increasingly integrated with international financial markets.

If this is so, it is likely that surges and reversals will continue to be facts of life for emerging and developing economies. The question naturally arises as to what the previous policy discussion suggests about how emerging economies can take advantage of external capital while
achieving resiliency to inflows/outflows—in other words, as to what makes for a resilient domestic environment in a financially-integrated world. A natural first consideration is to avoid self-inflicted wounds—i.e., avoid domestic policy environments in which the private demand price of external funds exceeds its social value. Examples would be moral-hazard lending by the domestic banking system or the granting by the government of indiscriminate guarantees for specific activities. But this is clearly not enough. Forbes and Warnock’s (2011) extensive investigation of the factors driving various types of capital-flow episodes concludes that global risk, global growth, and contagion play the most important roles. They note that all of these factors are beyond the control of domestic policymakers, so the latter are well advised to strengthen their countries’ ability to cope with capital account volatility caused by frequent exogenous financial shocks. How can such resiliency be achieved?24

First, the composition of a country’s external financing seems to matter. Not only does the volatility of capital flows differ along a spectrum from FDI at one extreme to short-term foreign currency-denominated borrowing from banks at the other, but the growth benefits of different types of inflows seem to line up fairly closely with their stability: while the issue is not settled, there is a strong professional presumption that FDI is beneficial for growth, and there a significant amount of evidence supporting positive growth effects of portfolio equity flows, while there is little evidence that the more volatile debt-related flows have significant growth benefits (see Jeanne, Subramanian and Williamson, 2012). This suggests that relatively capital-poor countries can reap growth benefits from international financial integration while enhancing their resiliency to the ebbs and flows of international capital flows if their external financing takes the form of equity rather than debt. Achieving this outcome has a strong institutional component: reducing corruption, ensuring well-defined property rights, maintaining appropriate accounting and disclosure standards, and high standards for corporate governance would all tend to encourage equity inflows, as would minimizing discrimination against foreign equity investors (e.g., through minimum domestic ownership requirements).25 But capital-account policies also play a role. There is strong evidence that appropriately-designed capital account restrictions (e.g., price-based restrictions that penalize shorter-term flows, such as the Chilean encaje) can shift the composition of inflows toward FDI and away from short-term flows.

24 De Gregorio (2012b) analyzes the characteristics that promoted resiliency among emerging and developing economies in Latin America in response to the recent global crisis.
A second important component of resiliency is a well-functioning domestic financial sector, meaning a financial sector that is well capitalized and regulated to minimize credit risk and to avoid currency mismatches in financial institutions and their customers, as well as one that is protected against panic by a well-functioning lender of last resort and well-designed deposit insurance system. Resiliency is achieved under such a system by avoiding the misallocation of resources arising from capital inflows, by reducing the chances that inflows may trigger credit booms and asset-price bubbles, and by reducing the vulnerability of the system to sudden capital outflows.

Third, resiliency is also likely to be enhanced by an exchange rate regime that allows substantial short-run exchange rate variability, supported by a large stock of liquid foreign exchange reserves (a managed float with active intervention). Short-run exchange rate variability not only avoids the perception of exchange rate guarantees that may favor short-term foreign exchange-denominated capital inflows, but more importantly, provides an automatic stabilizer against the effects on macroeconomic stability of surges in capital inflows or sudden outflows. The overheating associated with large inflow surges can be at least partially offset by real exchange rate appreciation, and the contractionary effects of sudden outflows can be ameliorated by real exchange rate depreciation. The accumulation of reserves during inflow episodes and their use during sudden stops, on the other hand, can ensure that real exchange rate variability is not excessive, thereby preventing capital flows from too severely aggravating the signal extraction problem faced by agents deciding how to allocate capital between traded and nontraded activities in the domestic economy. It is worth noting that the avoidance of real exchange rate overvaluation and the maintenance of large reserve stocks have also proven to be robust predictors of countries’ ability to avoid financial crises (Frankel and Saravelos 2012), so the exchange rate regime can provide an important defense against vulnerability.

Fourth, because monetary policy is often the first line of defense against macroeconomic shocks, including those emanating from capital inflows and outflows, a resilient domestic environment will feature a central bank that can flexibly implement effective monetary policies without being constrained by reputational concerns, by fiscal dominance, or by concerns over its own solvency. This implies a central bank that is independent (including being well capitalized), has a good understanding of the domestic monetary transmission mechanism, has cultivated an anti-inflationary reputation, and operates a well-understood policy rule.
Finally, the single most important component of resiliency is probably a fiscal one, including a safe margin of fiscal solvency, a set of fiscal institutions that allow the implementation of fiscal restraint during boom times, a preponderance of long-term, domestic-currency denominated debt rather than short-term foreign currency debt among the government’s liabilities, and strong automatic fiscal stabilizers. A safe margin of fiscal solvency is critical to prevent concerns about the government’s ability to service its debt itself becoming a driver of capital outflows. It is also important to allow the government to run deficits when required to stabilize the economy in response to capital outflows triggered by other factors. It is also important that a country’s fiscal institutions allow it to resist pressures to spend or cut taxes during good times (i.e., when output is above potential). Policy responses to capital-inflow episodes that favor a tight fiscal-loose monetary policy mix seem to have a variety of beneficial effects, so institutions that encourage the exercise of fiscal restraint in booms are an important component of resiliency. Similarly, avoiding reliance on short-term foreign currency debt makes the government less vulnerable to Mexican-style liquidity crises. Designing strong automatic fiscal stabilizers (such as countercyclical transfer payments) would help minimize reliance on discretionary fiscal policy responses to both inflows and outflows, which may take time to implement.

This policy configuration in the domestic economy would minimize the volatility of inflows, reduce the probability of sudden stops (by reducing the likelihood of currency, banking, and sovereign debt crises), and make it possible to respond both to surges in inflows as well as to capital account reversals by maximizing the available macroeconomic policy toolkit.
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