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Abstract

Does the �nancial sector contribute to economic growth? While most of the
studies carried out before the Financial Crisis tend to answer this question with
'yes', recent empirical work provides evidence that the opposite is true. We study
these new �ndings in detail, applying GMM and 3SLS estimations of simultaneous
equation models that cover a comprehensive set of growth determinants proposed
by theory and recent empirical work. It turns out that �nance in general exerts a
positive in�uence but this in�uence vanishes in the development process and even-
tually becomes negative. While �nance still boosts growth in developing countries,
a growing �nancial sector hinders the increase of incomes in rich economies.
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1 Introduction

The positive in�uence of the �nancial sector on GDP growth has long been a well-

known empirical pattern. Ever since the seminal contributions of Goldsmith (1969)

and McKinnon (1973), economists agreed that �nance facilitates growth as it enables

the e�cient allocation of capital. The general idea is that �nancial intermediaries eval-

uate entrepreneurs and thus lead savings into the most promising investment projects.

By these means, the �nancial system serves to overcome market frictions emanating from

information asymmetries and transaction costs. Hence, most theories that deal with the

in�uence of �nance build on Schumpeterian growth models as proposed by, inter alia,

Aghion and Howitt (1992, 1998, 2009) and Grossman and Helpman (1991).1 Sum-

marizing the implications of these models, recent theoretical research emphasizes �ve

general in�uence channels of �nance on growth:2

1. It eases the exchange of goods and services by providing payment services.

2. It mobilizes and pools savings from a large number of investors.

3. It acquires and processes information about enterprises and possible investment

projects.

4. It monitors investments and exerts corporate governance.

5. It diversi�es and reduces liquidity risk and intertemporal risk.

Indeed, most empirical studies con�rm one or more of these hypotheses, concluding that

�nance contributes positively to economic growth.3 The change of thinking came in the

aftermath of the Financial Crisis of 2007. The subprime meltdown in the United States

and the following global Financial Crisis encouraged a new discussion about the role

of �nancial markets in today's economy and society. Demands for new regulations and

changes in the behavior of the players in �nancial markets were sprouting from the ground,

raising questions about the true value added by banks and other �nancial intermediaries.

Does the �nancial system contribute to income and wealth increases? Or does a high

level of �nancial development primarily foster the vulnerability of economies to Financial

Crises and initiate contagion e�ects? After numerous empirical studies using both cross-

section and panel data sets for the post-1960s period, Rousseau and Wachtel (2011)

were among the �rst to �nd a negative in�uence of the �nancial sector on economic

development. While the positive impact of �nance appears when analyzing the period

from 1960-1989, it vanishes during the post-1990 period and eventually becomes negative.

Similarly, Arcand et al. (2012) report a critical threshold of the size of the �nancial sector

1See King and Levine (1993a, 1993b), Rajan and Zingales (1998), Levine et al. (2000), Beck
et al. (2000), Morales (2003), Aghion et al. (2005), Howitt and Mayer-Foulkes (2005) and
Michalopoulos et al. (2009).

2See Beck (2008) for a more detailed description of these arguments.
3See, inter alia, King and Levine (1993a, 1993b), Demirgüç-Kunt and Levine (1996), Levine and

Zervos (1998), La Porta et al. (1997, 1998), Levine (1998, 1999), Levine et al. (2000) and Beck et
al. (2000).
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at about 80-100 percent of GDP above which �nance tends to have a negative e�ect on

growth. De la Torre et al. (2011) emphasize that the impact of �nancial development

on real GDP exhibits decreasing returns. Consequently, the in�uence of �nance should

necessarily level-o� at some point in time.

The aim of this paper is to investigate the recent �ndings in more detail and to shed

light on how the in�uence of �nance evolved. We demonstrate why the �nancial sector

has exerted positive e�ects in the past and show that these e�ects have vanished at the

current edge. For this purpose, we use data from 188 countries between 1960 and 2010

in simultaneous equation models applying 3SLS and White robust GMM estimations.

The systems incorporates a wide range of growth determinants proposed by neoclassical

and endogenous growth theory and recent empirical �ndings to ensure consistency of

the estimates. The empirical speci�cation refers to Barro (2003, 2008, 2013) and has

been well-proven in a range of empirical studies. To the best of our knowledge, this is

the �rst attempt to incorporate the �nancial system in a comprehensive empirical model

using the latest available data for a wide range of countries. Using these new data is

indispensable, as the ambiguous e�ects of the �nancial system have only emerged during

the last two decades. Our results con�rm the hypothesis of Rousseau and Wachtel

(2011) that the positive in�uence of �nance has vanished since the beginning of the

1990s. As �nance may still exert some positive stimuli in developing economies where

the �nancial system is less developed, the positive impact on GDP growth of advanced

economies has disappeared completely. In fact, when estimating the e�ect with data up

to 2010, the in�uence is signi�cantly negative. To test the robustness of our results, we

carry out an extensive sensitivity analysis using di�erent proxies of the �nancial system

as well as various speci�cations of the basic model. The results turn out to be remarkably

stable.

The rest of this paper is organized as follows. In section 2 we construct an endogenous

growth model illustrating how �nancial development basically may act as a driver for

economic growth. While the main focus of this paper is not on the creation of a theoretical

model, theory o�ers some crucial hypotheses that enrich the empirical investigations,

providing various approaches that can be tested with data. Section 3 contains a brief

survey of recent empirical studies. To concentrate on the basic relationship between

�nance and growth, we omit the extensive literature on the advantages and disadvantages

of a bank-based �nancial sector versus a market-based �nancial sector. Section 4 is

concerned with the description of the empirical model, the underlying data, and the

estimation strategy. In section 5 we present our basic results. Section 6 provides a

sensitivity analysis of the outcomes and discusses the main �ndings. We conclude in

section 7.
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2 Theoretical Framework: The Financial Sector and

Economic Growth

One fundamental hypothesis of the endogenous growth theory is that innovations are the

key driver of long-run economic growth. Innovation-based models can be divided into

two parallel branches: The �rst branch is the model of Romer (1986, 1987, 1990) in

which horizontal innovations�i.e. entirely new capital goods�trigger economic growth.

The other branch, mainly developed by Aghion and Howitt (1992, 1998, 2009) and

Grossman andHelpman (1991), focuses on the Schumpeterian idea of quality-improving

innovations that render old products obsolete. The crucial determinant of the innovation

process is the cost for developing new or improving capital goods. A developed �nancial

system can help to �nance these costs, and by selecting the most promising projects

it prevents economic subjects from misinvestments. While these are certainly the most

important channels through which �nance in�uences growth, the model illustrated in this

section will reveal further in�uencing parameters.

Considering a continuum of specialized intermediate goods j ∈ J, the basic idea of

Romer (1987, 1990) is to formulate output ye of �rm e as

ye = ΨeL
1−α
e

ˆ
R+

xαejdj (1)

where Ψ denotes factor productivity, Le is labor force employed by e and xαej is the

amount x of the intermediate good j used within the production process of e. As each j

owns diminishing marginal returns, it follows that α ∈ (0, 1). The term
´
R+
xαejdj re�ects

the stock of physical capital. In general, it is reasonable to use any increasing, strictly

concave function g(x) with g(0) = 0 to model the response of �rm output in dependence

of capital goods utilization. The special case considered here, however, is analogous to

the power function of Dixit and Stiglitz (1977) assuming the form g(x) = xα. (1)

illustrates the production potential if all intermediate goods have been invented. Yet, in

each period, there is only a �nite number |J| available in the production process, where

J ⊂ R+.

Suppose that |J| = N gives the range or number of capital goods used and let M be

the total quantity of such inputs.4 If all �rms are equal and {M,N} denotes the list of
xi with constant value xi = M/N , then (1) becomes

ye = ΨeL
1−α
e N1−αMα . (2)

In this case, output increases with N when holding constant productivity, labor and

M . Inventions thus boost economic growth as they lead to an increase in the stock of

physical capital. Yet, inventions also enhance factor productivity, as they create new

knowledge as a by-product of the invention process. This knowledge eventually di�uses

to competitors, but initially provides an advantage to the inventor. Aghion and Howitt

(2009) capture this e�ect, de�ning the starting technology of e as

4Note that this denotation deviates from the original Romer (1987) paper. The de�nition of N used
here refers to Barro and Sala-i-Martin (2003) and is commonly used in theoretical growth research.
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Ψt−1 = E−1
E∑
e=1

Ψe,t−1, e = 1, ..., E .

Therefore, each non-innovating e presumably has the average productivity level of all

entrepreneurs in t − 1, that is Ψe,t = Ψt−1. Innovating �rms, however, will have the

parameter Ψe,t = γj∗Ψt−1 where γj∗ re�ects the size of the particular innovation j∗.

Obviously, it follows that (∂Ψ/∂γ) > 0 and (∂y/∂γ) > 0. Let µ denote the probability

of an innovation of e and γ =
∑N∗

j∗=1 γj∗ , j
∗ = 1, ..., N∗ be the average size. Then the

average productivity across all �rms will be

Ψt = µγΨt−1 + (1− µ)Ψt−1

implying that factor productivity grows at a rate of

ϕ =
Ψt −Ψt−1

Ψt−1
= µ(γ − 1) .

Innovating entrepreneurs bene�t the economy through two channels: �rst, increasing

numbersN have a direct e�ect on physical capital in (2). If one entrepreneur creates a new

j∗, it can be inserted in the production process of all �rms. Second, the innovation creates

new knowledge. After some time, this knowledge is available to all �rms, enhancing factor

productivity and thus output in (2).5

The innovation j∗ makes the innovator a monopolist. Each entrepreneur thus has

two incentives to innovate: �rst, the innovator earns monopolistic pro�ts by selling j∗.

As existing capital products can be provided by a range of entrepreneurs, producing j

makes ej a mere price-taker. Second, j∗ enhances productivity of e, leading to a more

e�cient production of all capital goods supplied by ej∗ . As we will see later, the increase

of productivity also facilitates future innovations.

The decision of an entrepreneur to innovate is determined by the costs and the risk of

the innovation. The capital value earned by creating j∗ is

V (j∗)t =

ˆ t+ψ

t

(Pj∗ − 1)xj∗e
−stdt

where π(v) ≡ (Pj∗ − 1)xj∗ is the cash�ow stream in any time v ∈ [t, t + ψ] and

e−st denotes the discount factor where s ∈ C approximates the interest rate r with

s = log (1 + r).

Each e decides to carry out an innovation if the expected capital value exceeds the

costs η of the particular investment, that is, the expected innovation rent E [V (j∗)t]− η
is positive. Basically, any investment in j∗ under certainty is pro�table if η < V (j∗)t.

However, the expected capital value will be achieved with a probability p < 1, which

includes a risk factor in the entrepreneur's calculation. The parameter p re�ects the

5The application of (dΨe/dt), however, crucially depends on the level of human capital available in e.
See Nelson and Phelps (1966), Benhabib and Spiegel (2005) and Berthold and Gründler (2013).
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inherent risk of the innovation primarily unknown to the entrepreneur and should not be

confused with µ. However, µ can also be thought of as a function

µ = f(p) . (3)

One fundamental hypothesis in the work of Schumpeter (1911, 1939) considers the

nature of the entrepreneur as a person who is willing to take risks and thus takes advantage

of new opportunities. He invests in new products as existing markets are saturated and

thus initiates the innovation process. The probability of an innovation hence depends

on a second crucial parameter, the individual risk-averseness θe where (∂µ/∂θe) < 0.

Less risk-averse entrepreneurs may invest in innovations even if the risk of failure is high.

Contrarily, entrepreneurs with high values of θe only invest in relatively safe projects. This

constitutes a free rider problem within the growth process, as the innovation activity of

adventurous entrepreneurs provides externalities for all �rms. Additionally, the income

level is determined by the average risk-averseness of the economy E−1
∑E
e=1 θe, so (3)

adjusts to

µ = f(p, θe) .

Berthold and Gründler (2012) provide empirical evidence for this hypothesis.

The entrepreneur will invest in j∗ if

E [V (j∗)t] =
pV (j∗)t
θe

> η (4)

is true. Note that the individual level of risk-averseness is part of the mental programming

that is passed from one generation to another and therefore cannot be in�uenced. Higher

values of risk-averseness reduce the probability of an investment for any given probability

of success p.

Up to this point, the �nancial sector has been disregarded. Yet, �nancial intermedi-

aries can crucially in�uence (4) and thus take in�uence on the growth process. Usually,

the entrepreneur will not be able to procure the �nancing on his own. In most cases, it is

likely, though not certain, that the entrepreneur's initial wealth will not be su�cient to

cover η himself. Moreover, the model of King and Levine (1993b) indicates that the risk

of innovation success is diversi�able, which makes the reliance on any amount of internal

�nance less e�cient. In consequence, the entrepreneur will choose to borrow the funds

necessary to �nance η from the �nancial sector.

Given the considerations above, we are able to derive several of the initially stated

in�uence channels of the �nancial system endogenously. First, the �nancial sector enables

the pooling of funds from small savers to mobilize su�cient resources to cover η. Second,

the investment projects need to be evaluated in order to estimate V (j∗) and p. The

evaluation requires information about future cash�ows and interest rates as well as �rm-

speci�c information that is often di�cult to access. Identifying promising projects hence

induces large �xed costs. For this reason, there is an incentive for specialized institutions

to perform this task. Individual savers will neither have the time, nor the means or

6



capacity to accomplish such an assessment. The emergence of a �nancial sector therefore

signi�cantly reduces information costs. In the absence of a well-functioning �nancial

system, these costs would keep capital to �ow to the most promising projects. Third,

each investment in a new product is equipped with a certain extent of risk (1 − p) > 0,

since the market success of research e�orts is uncertain ex ante. A further component

of risk is the time period ψ in which the innovator retains his monopolistic position.

Identifying this risk and providing means to diversify it is another crucial task of the

�nancial sector. Moreover, small savers would not have the opportunity to evaluate

the risk properly. Lastly, productivity enhancements emerge if the investments cover

newly specialized intermediate goods that increase Ψ and provide both a more e�cient

production of the output as well as the basis for further improvements and modi�cations.

Yet, these investments always create a high extent of risk. It is the task of the �nancial

system to fund those projects that are most promising and to reject those whose chances

of success are low. The �nancial sector supports investments with high p and rejects

projects that are likely to wipe out capital. Despite the low values of p considering j∗, it

is likely that �nancial intermediaries choose investments in j∗ rather than in existing j,

since�given the success of the innovation�the expected rewards of j∗ are high due to the

monopolistic position of ej∗ . This may lead to E [V (j∗)t] > E [V (j)t] for two-dimensional

investment decisions between j∗ and j ∈ J. Regardless of the type of investment, the

�nancial intermediary always takes the role of caution. If the investment is too risky or

the probability of success is too low, the �nancial sector will not support the investment

project.6 Thus, bad investments are sieved out. A �nancial intermediary that has carried

out a range of investment projects has furthermore a lot of practical knowledge and

experience in various �elds. Advice from the �nancial sector may thus lead to an increase

in p or V (j∗) and helps satsifying (4).

As the �nancial system enables the realization of innovations that lead to long-term

increases of per capita incomes, �nancial intermediaries work as lubricants for the main

engine of growth. Yet, it is crucial to identify the condition under which the �nancial

intermediary is willing to �nance the investment in j∗. King and Levine (1993b) consider

the �nancial intermediary funding the innovation j∗ as a venture capital �rm that could

be part of a larger �nancial conglomerate. In exchange for the capital appropriation, the

venture capital �rm attains (most of) the �rm's stock. The expected market value of

ej∗ again is E [V (j∗)]. In order to produce a positive outcome for the investment of the

venture capital �rm, the costs of identifying (f) and funding (η) an innovator must at

least equal the expected market value, that is

E [V (j∗)] = f + η (5)

where f re�ects the costs for evaluating the innovation project j∗ and the entrepreneur

ej∗ . Stock markets in these considerations do have two central functions: �rst, they re�ect

the market value of ej∗ and second, they provide a vehicle for diversifying the risk (1−p).
6As a matter of fact, this function is not always ful�lled. Generally, however, in the own interest of

the debtor, it is reasonable to assume that the �nancial intermediary is very prudent when it comes to
lending.
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If the risk is perfectly diversi�able, (5) adjusts to V (j∗) = f + n. After the successful

market introduction of j∗, the venture capital �rm sells o� the shares on a stock market

in order to realize V (j∗). This illustrates the necessity of clearly de�ned property rights

and a well-developed stock market system. Thus, higher evolved stock markets are likely

to increase growth, at least up to some size of the stock market.

Putting together the implications of (4) and (5), an innovation will be carried out if

η < min {pV (j∗)/θe, V (j∗)− f} . (6)

This condition satis�es the entrepreneur and will lead to a pro�t for the venture capital

�rm that is at least zero.

The general approach illustrated above can easily be transferred to any kind of invest-

ment. In developing economies that have not yet approximated the steady state level of

capital, the �nancial system can facilitate the accumulation of physical capital and thus

accelerate conditional convergence. Considering underdeveloped economies, the absence

of a �nancial market will certainly hinder growth.

One further branch of the endogenous growth theory, building on Uzawa (1965) and

Lucas (1988), emphasizes the importance of human capital. The decision of a household

to invest in education can be modeled similarly to (4) as the returns to education resemble

monopoly pro�ts in many ways.7 Like investments in innovations, education programmes

bear the risk that the wage premium cannot be achieved, e.g. if the participant in such a

program enters the job market during a recession. The investment decision of the �nancial

intermediary is similar to (5) when considering human capital investments. As is often

the case, the wealth of individuals may not be su�ciently high enough to cope with the

initial education costs themselves. For this reason the �nancial sector will also play an

important role in the accumulation of human capital. Underdeveloped �nancial systems,

market imperfections, and borrowing constraints can inhibit a nation's increase in human

and physical capital as well as its innovation activity. As Benhabib and Spiegel (2000)

point out, the role of �nancial intermediaries in factor accumulation is particularly strong

in economies with highly skewed income distribution. The share of population that is

unable to acquire capital for pro�table investments can be expected to be signi�cantly

lower in such social environments.

Summarizing our theoretical implications, the �nancial sector generally has the ability

to boost economic growth, since it enables and simpli�es investments in both existing and

innovative intermediate goods as well as investments in human capital and thus supports

factor accumulation and productivity increases. The important services of the �nancial

sector are: the funding of innovation projects; the mobilization and pooling of funds

from small savers; the evaluation of the capital value and the risk of the investment and

the diversi�cation of the innovation risk. Yet, the crucial question is whether the e�ects

ebb in the development process of economies. This would be the case if the amount of

7Let wH be the real wage of skilled workers with a large stock of human capital and wL denote real
wage of unskilled workers. The premium (wH −wL) is very similar to the premium (Pj∗ − Pj) that can
be earned by the innovator that achieves a monopolistic position.

8



promising investment opportunities does not increase as fast as the size of the �nancial

sector. We will come back to this issue in detail and show that the empirical answer to

this question unambiguously is 'yes'.

3 Literature Review and Recent Studies

Historically, the overwhelming majority of empirical investigations found a positive in�u-

ence of �nancial development on growth. Among the �rst of these studies were Gold-

smith (1969) and McKinnon (1973). Using the �nancial intermediary assets of a coun-

try divided by its GNP as an indicator for �nancial development, Goldsmith (1969)

analyzes 35 countries from 1860 to 1963. Although causality cannot be clari�ed, Gold-

smith (1969) suggests a positive correlation between �nancial development and growth.

McKinnon (1973) studies several historical cases of economic performance and �nancial

development and emphasizes the importance of a vital �nance sector. However, mod-

ern econometric methods provide tools to evaluate the relationship between �nance and

growth in a more profound way.8 Endogenous growth theory, on the other hand, provided

a much more sophisticated theoretical framework. Hence, performing empirical investi-

gations on the topic has kept being a valuable �eld of empirical research. This section

focuses on the most important recent studies.9

Simple cross-sectional analyses

The �rst generation of models estimate the e�ect of the �nancial sector in cross-sectional

data sets using OLS. Roubini and Sala-i-Martin (1992) analyze the e�ects of govern-

mental e�orts to repress �nancial development as a way to ease the re�nancing of public

spending. Building on Barro (1991), they show that such political actions have a sig-

ni�cantly negative e�ect on economic growth. Yet, there may be some concern about the

proxy variables applied to measure �nancial repression. In seminal contributions, King

and Levine (1993a, 1993b) extent the approach of Goldsmith (1969) by increasing the

sample of countries as well as the set of �nancial indicators. They also include some

covariates such as the investment ratio and the capital stock per capita. Using four basic

indicators to measure the size and importance of the �nancial sector, King and Levine

(1993a, 1993b) conclude that the �nancial system positively in�uences growth. To reject

the hypothesis that �nance simply follows economic growth, they use initial levels as well

as lagged values of the �nancial indicators and �nd a positive correlation with growth

in later periods. However, the �rst generation papers struggle with some methodological

issues. The main problem is that the error term is almost certainly correlated with the

regressors. As these models only control for few growth determinants, the estimated co-

e�cient is inconsistent. In addition, the models pay little attention to reverse causation

and heterogeneity.

8See Beck (2008), Levine (2004) and Levine (1997) for according arguments.
9An extensive survey is provided by Beck (2008) and Levine (2004).
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Instrumental variable approach in cross-sectional analyses

The second generation of models seeks to overcome the problem of endogeneity by using

instrumental variable estimations (IV). One of the most common instruments used in this

class of models is the legal origin of a country. La Porta et al. (1997, 1998) introduce

the legal origin�either English, French, German or Scandinavian�as an exogenous factor

that explains di�erent levels of �nancial development. Di�erent legal frameworks vary in

the weight of investor protection and several other factors determining the development of

the �nancial sector. Utilizing this instrument�partly in combination with di�erences in

national accounting systems�in a sample of 49 countries, Levine (1998, 1999), Levine

et al. (2000), and Beck et al. (2000) con�rm the results of earlier analyses. One further

bene�t of the IV estimation is that it indicates evidence on the direction of causality. La

Porta et al. (2002) utilize the degree of governmental ownership in the banking sector as

a proxy for an advanced �nance sector. The basic idea is that state-owned banks are less

e�cient in allocating the resources properly. Con�rming this theory, the results suggest

that growth rates are higher when the ratio of state-ownership in the �nancial sector is

low.

Several other instruments have been applied in the second generation models. Guiso

et al. (2004), for example, use the historical banking structure in Italy, while McCaig

and Stengos (2005) exploit religious composition, years of independence, geographical

latitude, settler mortality, and ethnic fractionalization. However, these models o�er three

weak spots: �rst, they do not account for endogeneity in the covariates. Second, un-

observed country e�ects emerging from omitted variables may still lead to a correlation

of the regressors and the error term. Third, instruments are often only available for a

small fraction of countries, particularly when applying historical data. This may lead

to a severe selection bias, as these samples mostly do not contain low or middle income

countries.

Instrumental variable approach in dynamic panel analyses

The last generation of empirical models estimate dynamic panel regressions. Levine et

al. (2000) and Beck et al. (2000) use panel data of 77 countries from 1960 to 1995. To

disentangle growth and cyclical e�ects, both studies use �ve-year averages. The results

con�rm the positive e�ect discovered in the OLS and IV models. Rousseau and Wach-

tel (2002) use dynamic panel estimations to examine whether the in�uence of �nancial

development varies with price levels. They show that the positive e�ect on growth dimin-

ishes with higher rates of in�ation. Rioja and Valev (2004a, 2004b) explore the channels

through which �nancial development a�ects growth in more detail. The conclusion is that

poorer countries mainly bene�t from �nancial development through capital accumulation,

while the �nancial sector in richer countries primarily enhances factor productivity. Ad-

ditionally, they �nd that the marginal impact of �nance increases as the �nancial sector

evolves. Yet, this e�ect vanishes if a certain stage of economic development has been sur-

passed. By constructing overlapping �ve year averages, Bekaert et al. (2005) modify
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earlier approaches to increase the number of periods in the panel. They �nd that a rise in

equity market liberalizations as a proxy for �nancial development leads to an increase in

income per capita. Loayza and Rancière (2006) emphasize the disparity between the

short-term and the long-term e�ect of growth. While �nance turns out to have a positive

e�ect in the long-term, they conclude that the contribution is negative in the short-term.

As the study applies data until the year 2000, the �ndings may foretell the generally

negative e�ect that can be found in longer samples using most recent data. Aghion et

al. (2009) show that highly developed �nancial sectors can help to smooth the negative

e�ects of real exchange volatility and thus spur economic growth. Similarly, Aghion et

al. (2010) o�er empirical evidence that well-functioning capital markets mitigate liquidity

risks and thereby render long-term investments possible.

Other approaches and the great rethinking

Several other approaches have been carried out to investigate the nexus of �nance and

growth, such as time series analyses, case studies, and �rm-, industry-, and household-

level estimations. While a considerable part of these and the above illustrated studies �nd

a more or less positive in�uence of �nance on growth, the picture dramatically changes in

the aftermath of the global �nancial crisis and the following recession. From that time,

the extent of economic literature considering �nancial development in a more critical

way increased signi�cantly. Such skeptical studies were clearly in the minority in earlier

times. Exceptions are Kaminsky et al. (1997) and Kaminsky and Reinhart (1999)

who argue that the ratio of domestic credit to GDP can predict economic and �nancial

crises. Similar e�ects have been discovered by Demirgüç-Kunt and Detragiache

(1998, 1999). Further empirical evidence for this theory is provided by Gourinchas et

al. (2001), Kroszner et al. (2007), and Dell'Ariccia et al. (2008).

Another argument in favour of a more critical assessment of �nance is that it is im-

portant to distinguish between household and �rm loans. Beck et al. (2012) show that

enterprise loans are positively correlated with growth while loans given to households do

not trigger any growth e�ects. A rise of the �nancial sector that is largely based on house-

hold loans will thus not lead to an increase in incomes. In addition, Demirgüç-Kunt and

Huizinga (2010) illustrate that banks gradually steered away from their traditional in-

termediation activities. Between 1995 and 2007, banks generated substantial non-interest

income, mainly through the trading of mortgage-backed securities. This shift entails an

increase in the vulnerability of banks to economic crises without generating any growth

stimulus. The reason why banks develop new business �elds is that the typical function

of �nancial intermediation becomes less important. The number of investment projects

fundable by banks rises as the �nancial sector evolves. The larger the �nancial sector

in relation to GDP, the higher the fraction of promising projects supported by banks.

At some point, the remaining investment opportunities are either much riskier or less

pro�table than the development of an entirely new business �eld. Hence, it is hardly sur-

prising that more recent studies such as Arcand et al. (2012) �nd that the relationship

of �nancial development and growth is positive only to a certain extent. By reaching
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a speci�c thershold, the e�ect of �nancial deepening turns negative. In a similar way,

Rousseau and Wachtel (2011) point out that the positive in�uence of �nance appears

when analyzing the period from 1960-1989, it vanishes during the post-1990 period. de

la Torre et al. (2011) argue that the ongoing process of �nancial development can

cause a free rider problem. Due to enhanced market liquidity there are fewer incentives

for market participants to perform the important function of market discipline. Financial

intermediaries can simply wind o� their positions when a crisis is likely to come up.

A very di�erent approach is applied by Philippon (2010) and Bolton et al. (2011).

They �nd that large �nancial sectors in relation to the real economy might depress eco-

nomic growth by attracting too many talented people.

4 Empirical Speci�cation and Estimation Strategy

The speci�cation of the simultaneous equation model

We build our empirical framework on Barro (1991, 2000, 2003, 2013) and Berthold

and Gründler (2012). In these models. real per capita GDP growth is assumed to be

a function

dy

dt
= F (yt−τ , ht−τ ,Φt−τ,Ξt−τ ) , τ ∈ (0,∞) (7)

where ht−τ denominates the stock of human capital and Ξt−τ contains a number of

environment and control variables suggested by the standard growth model and endoge-

nous theories, each lagged by τ periods. In addition, Φt−τ denotes an array of variables

approximating the size of the �nancial sector. We do not directly include physical capital

since such data is mostly unreliable due to inaccurate measurements and the need to

draw arbitrary assumptions on investment and depreciation. Instead, the interaction of

the human capital stock with the initial level of per capita GDP approximates the stock of

physical capital. Because of diminishing returns to reproducible factors, yt−τ is assumed

to be a negative factor, whereas the e�ect of human capital is expected to be positive.10

We estimate (7) using panel data of 188 economies between 1980 and 2010 in simulta-

neous equation models (SEMs). Each equation of the SEM contains �ve-year averages of

the variables in (7), so each equation re�ects a cross-section estimation at a certain point

in time. This approach is determined by the long-term perspective of growth regressions,

the need to smooth short-term �uctuations and the availability of data. Estimating the

in�uence of �nance on growth using annual panel data would lead to severe biases and

entirely contradict the implications of growth theory. Yet, we contrast our results to

the outcome of panel data regressions based on annual data in the sensitivity analysis in

section 6.

In our basic estimation, we use 3SLS and a White robust GMM estimator with het-

eroscedasticity consistent covariance matrix. The speci�cation of the SEM dictates the

10See Barro (2003) for a detailed discussion on the interaction of human capital and initial GDP and
their in�uence on long-run growth.
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choice of these estimators: the instrumental variable matrix of 3SLS assumes the form of

Jorgenson and Laffont (1974), which means that a variable cannot be exogenous to

one equation and at the same time be endogenous to another. Yet, the speci�cations of

each system equation in our empirical model are completely identical, di�ering only in the

time horizon. At the same time, asymptotic e�ciency is improved by using 3SLS rather

than 2SLS or Limited Information Maximum Likelihood (LIML).11 One disadvantage of

3SLS is that the method is vulnerable to misspeci�cations. Misspeci�cation in one of the

system equations may result in inconsistent estimations of the whole system coe�cients.

Again, the structure of our 3SLS model prevents this objection from a�ecting the out-

put of our estimations. There may be some point using the Full Information Maximum

Likelihood (FIML) estimator instead of 3SLS. However, while both methods are asymp-

totically equivalent under standard conditions, the sampling distribution of FIML tends

to have Cauchy-like tails, implying that means and higher order moments are not de�ned.

Nevertheless, we contrast our basic results with the outcome of FIML estimations in the

sensitivity analysis.

The covariates in Ξt−τ are environment, state, and policy variables that capture pref-

erences for savings and fertility and further measure economic freedom and democracy.

Human capital is approximated using average years of schooling (YSCHOOL) and life

expectancy at birth (LIFEEX). The fertility rate (FERT) accounts for the negative e�ect

of population growth as postulated by the standard growth model. The investment share

(INVS) incorporates the preferences for saving and GOVC denominates government con-

sumption. DEM is a dummy variable that assumes 1 if the country is democratically

organized and HOF is a rule of law index covering the extent of economic and political

freedom. In order to attend to the speci�c environments of Sub-Saharan and Latin Amer-

ican countries, we include the dummy variables SUB-SAHARA and LATIN AMERICA.

The degree of openness (OPEN) furthermore accounts for international spillovers. We ex-

plicitly do not apply country �xed e�ects (FE) since this would eliminate the cross-country

variation that we aim to explain with our model.12 Indeed, most of the sample variation

comes from the cross-section rather than the time dimension. However, we compare our

basic results with the outcome of a panel FE estimation in the sensitivity analysis. As

commonly used in growth estimations, instruments are mainly lagged exogenous variables.

The underlying assumption is that the future cannot in�uence the past. Furthermore,

we use primary school attainment PSCHOOL and a continuous democratization index

DEMIN as surplus instruments.

The advantage of the large sample is that it encompasses great variation in the vari-

ables that are to be examined, leading to a more accurate assessment of the growth

e�ects than in reduced sample estimations. The drawback is that developing economies

often have measurement errors in their national accounts. The large sample overcomes

this problem as we believe that the strong signal emanating from the diversity of the

economies dominates the noise.

11Among all IV estimators that use the sample information embodied in the system, 3SLS is e�cient.
See Schmidt (1976) for a proof concerning 3SLS versus 2SLS.

12See Barro (2003) for a more detailed discussion of the problems using �xed e�ects in growth panel
regressions.
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One further empirical issue is to sort out the directions of causation. Whereas govern-

ment policies clearly in�uence the economic performance, the behavior of the government

may just as well be a reaction to economic events. Again, we rely on the concept that

future events cannot in�uence the past. By using lagged covariates as instruments, we

dictate the direction of causation in the empirical model.

Accounting for the e�ects that distinguish the countries, we wish to explore whether

or not the �nancial sector contributes to real per capita GDP growth. To ensure that

our results are comparable with the �ndings of recent studies, we rely on commonly used

proxies of the �nancial system. In addition, we choose the variables that best �t the

hypotheses of our theoretical model and that are also available for a large sample of

countries. Thus, the basic regression system includes two de�nitions of �nance. The �rst

concept relies on Goldsmith (1969) and measures the size of the �nancial sector related

to the size of the economy as overall liquid liabilities of the �nancial system divided by

GDP (FDEPTH). In most of the recent empirical articles, this measure is named '�nancial

depth'. Liquid liabilities equal currency plus demand and interest-bearing liabilities of

banks and other �nancial intermediaries.13 The main growth e�ect of �nance is that it

supports the allocation of physical and human capital and facilitates innovations. The

second concept explicitly captures this e�ect, measuring the ratio of claims on the private

sector to GDP. These claims include gross credit from the �nancial system to individuals,

enterprises, non-�nancial public entities not included under net domestic credit, and

�nancial institutions not included elsewhere.14 There is a strong argument, however, that

deposit banks comply with the type of �nancing activities that stimulate growth rather

than other �nancial intermediaries. Thus, we use the claims of deposit banks in relation

to GDP (BCREDIT) rather than the measure including all �nancial intermediaries. Yet,

the correlation between BCREDIT and an alternate measure that includes all �nancial

intermediaries is high. Estimating the e�ect of the alternate measure in the sensitivity

analysis would therefore be pointless.15

While BCREDIT proxies �nancial intermediation using actually drawn credits, the

potentially available resources may be more essential for factor accumulation. For this

reason, we narrow the analysis down using the �nancial system deposits to GDP as

FDPSIZE. This concept includes all demand, time and saving deposits of all �nancial

institutions. Again, BSIZE uses the same approach but only captures deposits held by

deposit banks. One further interesting measure considers the ratio BCREDIT/BSIZE

that can be considered the utilization rate of the banking sector. Higher values indicate

that the potential for �nancing promising future projects is high. We apply this measure

(BPOT), BSIZE, and FDPSIZE in the sensitivity analysis in section 6.

13For a more detailed description of this and the other �nancial indicators used in the present paper
see Beck et al. (2009) and �ihák et al. (2012).

14There is also a somewhat broader de�nition of that variable available, that accounts for the provision
of the �nancial sector as a whole. Yet, the correlation of this measure and BCREDIT is 96 percent.

15Indeed, the outcome of the estimation is nearly identical.
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The data

The main issue of collecting data for our analysis is to obtain a comprehensive data set

covering as many countries as possible. Studies that incorporate only a small fraction of

economies almost certainly su�er from selection bias, since it is unlikely that the selection

is representative. Moreover, isolating an empirical economic relationship requires a large

data set as the noise particularly in macroeconomic data is often substantial. In addition,

we explicitly want to incorporate low and middle income countries as our theoretical

hypothesis suggest that the �nancial sector a�ects the economies asynchronously during

the process of development. The control and state variables are from commonly used

data bases in empirical growth estimations. Data on GDP, GOVC, OPEN and INVS

are from Heston et al. (2012), YSCHOOL is from Barro and Lee (2010), TOTR

is from Unctad (2013) and LIFEEX as well as FERT are taken from World Bank

(2013a). The democracy variables DEM and DEMIN are from Utip (2012) respectively

Vanhanen (2012), the rule of law index HOF is from Freedom House (2011). The

dummy variables SUB-SAHARA and LATIN AMERICA are based on the classi�cation

of World Bank (2013a).

The variables that proxy �nancial intermediation are from Beck et al. (2000, 2009)

and �ihák et al. (2012) and can be obtained from World Bank (2013b). Table 1

provides descriptive statistics of the variables used in our analysis, including the number

of observations, means, maxima, minima, and standard deviations. In general, our data

set contains 188 countries over the time period between 1950 and 2010. Yet, both the

country sample as well as the time span are restricted in most of the estimations due

to the unavailability of data. Most data concerning the �nancial sector is available from

1960 onwards. Yet, for the majority of countries included in the analysis, the data goes

back only to the 1970s or the 1980s respectively. The problem with data availability is

exacerbated by the terms of trade (TOTR) that can only be gathered from 1980 onwards.

For this reason, we estimate the SEM using 5-year-averages of six periods: 1980-1985,

1985-1990, 1990-1995, 1995-2000, 2000-2005 and 2005-2010.16 The main regressions thus

refer to the period 1980-2010 with instruments covering the post-1975 period.

Table 2 illustrates the correlation matrix of the variables used in the basic system.

This matrix provides information on possible problems concerning multi-collinearity and

the stability of the system. We will discuss these problems in the sensitivity analysis in

section 6.

5 The results

Table 3 shows the results of the whole-sample estimation. Column (1) illustrates the basic

system including only the control and environmental variables. The comparison of this

outcome with the estimations incorporating the �nancial sector allows to comprehend

how the �nancial proxies a�ect the system. Columns (2) and (3) illustrate this e�ect,

16In the �rst period (1980-1985), TOTR will act as its own instrument, as there are no data before
1980. We are convinced that this minor adjustment will not cause any severe biases.
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Table 1:
Descriptive Statistics of Regression Variables, Average of 2000-2010

Variable No. of

observations

(per period)

Mean Maximum Minimum Standard

deviation

∆y 188 3.071 17.719 -5.472 2.940

LOG(CGDP) 180 8.637 11.126 5.611 1.284

YSCHOOL 146 7.560 12.809 1.145 2.702

LIFEEX 182 67.324 82.012 43.611 10.361

LOG(FERT) 182 .995 1.990 .188 .503

DEM 153 .690 1.000 .000 .452

OPEN 188 93.756 407.251 2.000 49.792

HOF 188 3.354 7.000 1.000 1.972

GOVC 188 12.636 55.046 2.890 9.009

INVS 188 24.191 70.187 2.612 9.644

TOTR 183 105.786 160.376 35.169 18.495

FDEPTH 174 56.183 330.837 5.904 45.298

BCREDIT 174 44.813 181.670 1.925 41.311

including FDEPTH (column 2) and BCREDIT (column 3). In order to study whether

di�erent estimation methods lead to di�erent results, we estimate each system with 3SLS

and GMM.

The basic system in column (1) supports various theoretical hypotheses proposed by

neoclassical and endogenous growth theory. Basically, conditional convergence emerges as

a clear pattern in the system. In accordance with the results of, inter alia, Barro (2003),

the starting position and the growth rate are negatively correlated when holding constant

some variables that distinguish the countries. Poor economies thus will eventually catch

up with rich countries and per capita incomes converge. Yet, there is a row of crucial

variables that determine this process. Human capital in the form of school attainment

in�uences the growth rate positively. Moreover, the fertility rate has a strongly negative

e�ect on income increases. This supports a further fundamental theorem of the standard

growth model, predicting that population growth leads to a decline in per capita welfare.

Life expectancy contributes negatively to economic growth. This may be for two reasons:

�rst, the correlation with the income level is particularly strong (.830). Thus, the variable

may to some extent also cover the e�ect of convergence. Second, a higher level of LIFEEX

can be expected to have the same e�ect as an increase in population. If LIFEEX rises,

the number of citizens at any point in time ceteris paribus increases, too. This, on the

other hand, leads to an increase in the e�ective depreciation rate which reduces per capita

incomes in the neoclassical growth model.

The signs of the state variables DEM and HOF are ambiguous. Both variables do not
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Table 3:
Basic System Finance and Growth, 1975-2010

(1)

Basic

(2)

FDEPTH

(3)

BCREDIT

3SLS 3SLS GMM 3SLS GMM

Constant 18.991***

[6.97]

18.061***

[6.53]

17.670***

[16.08]

15.286***

[5.36]

14.514***

[13.68]

LOG(GDP) -1.153**

[-5.28]

-1.388***

[-6.31]

-1.317***

[-13.96]

-1.252***

[-5.94]

-1.160***

[-12.65]

YSCHOOL .214**

[2.32]

-.140

[-1.60]

.135***

[3.31]

.134

[1.52]

.123***

[2.97]

LIFEEX -.072*

[1.89]

-.023

[-.62]

-.032**

[-2.23]

.003

[.07]

-.002

[-.12]

LOG(FERT) -4.24***

[-7.17]

-4.296***

[-7.63]

-3.970***

[-13.07]

-4.11***

[-7.39]

-3.750***

[-12.06]

DEM -.571

[-1.28]

-.194

[-.44]

.050

[.25]

-.072

[-.17]

.094

[.48]

OPEN .004

[1.30]

.005*

[1.77]

.005***

[4.90]

.005

[1.57]

.005***

[4.34]

HOF .183

[1.58]

.113

[.98]

.124**

[2,19]

.089

[.75]

.087

[1.53]

GOVC -.017

[-.53]

.009

[.26]

-.004

[-.36]

.025

[.75]

.009

[.78]

INVS .030

[1.52]

.032*

[1.70]

.034***

[4.72]

.031*

[1.66]

.031***

[4.52]

TOTR .003

[.71]

.003

[.86]

.003*

[1.71]

.004

[.93]

.002

[1.16]

LATIN AMERICA -.253

[-.63]

-.354

[-.87]

-.415**

[-1.97]

-.596

[-1.41]

-.681***

[-3.17]

SUB-SAHARA -1.054*

[-1.84]

-.561

[-1.00]

-.797***

[-3.29]

-.357

[.63]

-.523**

[-2.26]

FDEPTH -.818*

[-1.72]

-.764**

[-2.54]

BCREDIT -1.735***

[-3.20]

-1.43***

[-5.84]

N 474 435 435 440 440

R squared .01, .38,

-.09, .34,

.23, .09

.15, .40,

-.05, .34,

.25, .19

.16, .40,

-.08, .34,

.24, .21

.20, .40,

-.01, .33,

.27, .15

.19, .40,

-.05, .34,

.27, .18

Standard Error 2.98, 2.33,

2.91, 3.32,

2.98, 3.57

2.43, 2.35,

2.96, 3.41,

2.87, 3.50

2.42, 2.34,

2.99, 3.40,

2.88, 3.48

2.34, 2.32,

2.90, 3.41,

2.83, 3.56

2.36, 2.32,

2.94, 3.39,

2.83, 3.50

Notes: t-Statistics are shown in parantheses. The dependent variables are growth rates of
real per capita GDP for 1980-1985, 1985-1990, 1990-1995, 1995-2000, 2000-2005, 2005-2010.
Instruments are mainly lagged exogenous variables. Surplus instruments are described in section
4. *p<.10, **p<.05, ***p<.01.
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reveal signi�cant impacts on growth in the whole-sample estimations. Yet, as for most

of the insigni�cant variables in the basic system, the estimations of growth in reduced-

sample models, which we will report below, inevitably require the incorporation of rule

of law and�at least to some extent�democracy. The ambiguous sign of democracy has

been subject to an intense discussion in empirical growth literature, see Barro (1990),

Barndt et al. (2005), Acemoglu (2008) and Gundlach and Paldam (2008a, 2008b).

INVS assumes a positive sign and turns out to have some in�uence on growth. As a matter

of course, the in�uence of the investment share vanishes in the process of development,

since the accumulation of physical capital becomes more and more irrelevant in economies

that approach their steady state level of growth. GOVC and TOTR also prove to have

little explanatory power. As for GOVC, this �nding can be explained with the ambiguity

of the variable. Whenever government consumption follows investive purposes, such as

expenditures for education or�to some extent�defense, then GOVC can be expected

to raise growth. Non-productive government expenditures on the other hand depress

the steady state level of output per e�ective worker. Countries in Latin America and

Sub-Sahara Africa tend to have lower growth rates, as the coe�cients of both LATIN

AMERICA and SUB-SAHARA assume negative and often signi�cant coe�cients.

The main focus of table 3 lies on the in�uence of the �nancial sector on GDP growth.

Columns (2) and (3) illustrate this in�uence. Both the overall liquid liabilities of the

�nancial system divided by GDP (FDEPTH) and the provision of credit by the banking

sector (BCREDIT) turn out to have a signi�cantly negative e�ect on the development

of incomes. Since both FDEPTH and BCREDIT have the same scale and comparable

means and standard deviations, the coe�cients can be directly compared. It turns out

that the marginal e�ect of BCREDIT is approximately twice as strong as the e�ect of

FPDEPTH. This con�rms our hypothesis that the amount of credit provided by banks is

the main transmission channel from �nance to growth. Nevertheless, both proxies of the

�nancial sector reveal the negative impact of �nancial intermediaries. The comparison

with the basic system in (1) illustrates that the covariates remain relatively una�ected by

the incorporation of the �nancial sector. The system as a whole proves to be remarkably

stable. Yet, the impact of OPEN and INVS becomes signi�cant when accounting for the

�nancial sector. Especially with regard to OPEN, this is a more plausible result, since

international spillovers enhance factor productivity and lead to an increase in the number

of capital goods N . Table 3 furthermore demonstrates that the e�ect of the �nancial

sector and the marginal impact of the covariates are relatively una�ected by the estimation

method. Both 3SLS and GMM yield highly comparable outputs. Note, however, that

under some assumptions, GMM coincides with 3SLS.17 The number of observations is

slightly reduced when including the �nancial sector, since data considering FDEPTH and

BSIZE are only available for 100 (in 1980) and 174 (in 2010) economies, respectively. By

contrast, e�ciency increases when taking the �nancial sector into account. The standard

errors decline from 3.02 to 2.92 (FDEPTH) and 2.89 (BCREDIT) respectively. Hence,

the average value of R-squared rises from .16 in the basic system to .22 (FDEPTH) and

.23 (BCREDIT), respectively.

17See Cameron and Trivedi (2005) and Matyas (2008) for a more detailed discussion on the rela-
tionship between GMM and 3SLS.
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Table 4: Restricted Samples, 1980-2010, 3SLS

1980-2010 1980-2000 1980-1995

rich poor rich poor rich poor

Constant 18.441***

[5.59]

10.587*

[1.74]

19.48***

[3.34]

31.513***

[3.16]

19.77***

[3.08]

17.703*

[1.83]

LOG(CGDP) -1.604***

[-5.60]

-1.087

[-1.56]

-2.029***

[-4.76]

-3.028***

[-3.33]

-2.123***

[-4.75]

-4.288***

[-5.03]

YSCHOOL .113

[1.24]

.321*

[1.67]

-.079

[-.51]

-.051

[-.21]

-.212

[-1.20]

-.121

[-.49]

LIFEEX .021

[.50]

.014

[.21]

.105

[1.46]

.021

[.22]

.115

[1.32]

.309***

[3.39]

LOG(FERT) -3.484***

[-5.85]

-3.448**

[-2.36]

-2.661**

[-2.38]

-3.967**

[-2.10]

-2.598*

[-1.91]

-.391

[-.20]

DEM -.237

[-.50]

.061

[.10]

.509

[.83]

-.985

[-1.24]

.657

[.92]

-1.439

[-1.63]

OPEN .010***

[3.19]

-.012

[-1.32]

.011**

[2.34]

-.010

[-.92]

.007

[1.43]

-.010

[-1.01]

HOF -.163

[-1.22]

.191

[.80]

-.473**

[-2.12]

-.097

[-.35]

-.469*

[-1.82]

-.127

[-.46]

GOVC -.057

[-1.359

.114**

[1.98]

-.125**

[-2.07]

-.100

[-1.17]

-.172***

[-2.65]

-.072

[-.91]

INVS .024

[1.10]

.038

[1.08]

-.012

[-.36]

-.051

[-1.23]

-.043

[-1.68]

-.070*

[-1.72]

TOTR .004

[.89]

.003

[.45]

-.001

[-.18]

-.004

[-.58]

-.001

[.14]

.002

[.71]

LATIN AMER. -1.044**

[-2.22]

-2.49*

[-1.88]

-2.550***

[-3.32]

-.400

[-.17]

-2.129**

[-2.42]

.253

[.08]

SUB-SAHARA -.200

[-.289]

-.271

[-.28]

.504

[.56]

-1.16

[-1.01]

1.451

[1.48]

-1.305

[-1.17]

BCREDIT -2.104***

[-3.83]

.367

[.19]

-1.64

[-1.26]

5.144**

[2.07]

3.491*

[1.66]

7.401***

[2.84]

N 288 152 130 80 98 56

R squared .17, .48,

-.05, .35,

.47, .24

.40, .36, .02,

.12, -.37,

.10

-.24, .36,

.63, .30

-.31, .50,

.27, .15

.48, .61, .26 .79, .30, .14

S.E. 2.18, 1.94,

2.54, 2.88,

3.05, 3.72

2.75, 3.64,

4.79, 6.15,

4.82, 8.73

2.75, 2.86,

2.60, 3.59

5.54, 4.66,

3.56, 8.47

2.58, 2.61,

3.67

3.02, 3.45,

8.51

Notes: Method is 3SLS, t statistics are in parentheses. The independent variable is per capita GDP growth
in the periods 1980-1985, 1985-1990, 1990-1995, 1995-2000, 2000-2005, 2005-2010. Instruments are mainly
lagged exogenous variables. Surplus instruments are described in the text. *p<.10, **p<.05, ***p<.01.
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Our theoretical considerations suggest that the �nancial system can generally be ex-

pected to boost growth. However, we have already raised the question whether this

in�uence is restricted to a certain level of development from which �nance does not con-

tribute to additional welfare increases. The overall in�uence of the �nancial system on

income-gains in the basic system is signi�cantly negative. Yet, this does not mean that

the in�uence of �nancial intermediaries in general is essentially negative. Due to its large

size, the sample includes large variations in both the cross-section of countries and the

time span. Several countries have developed greatly during the period under consider-

ation. To investigate the in�uence of the �nancial system in more detail, we split the

sample into rich and poor countries and shorten the relevant time span. This allows us

to explore the evolution of the e�ect of the �nancial system during the process of devel-

opment. Table 4 illustrates the results of the system estimation, distinguishing between

rich and poor countries. The de�nition of 'poor' and 'rich' refers to the median value of

per capita incomes (3.124 int. USD) in the �rst observation period.18 The table provides

results for three periods: the whole sample from 1980 to 2010, and two restricted time

spans (1980-2000 and 1980-1995, respectively). A further reduction of the sample is not

possible due to insu�cient numbers of degrees of freedom. Table 4 uses BCREDIT as a

proxy of the �nancial system.19

The results of table 4 demonstrate that the in�uence of �nance has evolved remark-

ably during the last decades. When considering only the period from 1980-1995, �nancial

intermediaries took a signi�cantly positive in�uence on GDP growth in both poor and

rich countries. This in�uence, however, is particularly stronger in developing economies.

The coe�cient is about 3.5 in rich countries and 7.4 in developing countries. Taking into

account the period from 1980 to 2000, the picture changes: the in�uence of the �nancial

system in developing economies is still signi�cantly positive, although the coe�cient re-

duces from about 7.4 to 5.1. In the sample of the developed economies, by contrast, the

�nancial system does not signi�cantly in�uences growth in either direction. Apparently,

the �nancial system on average has reached its critical size between 1995 and 2000 in

advanced economies. Up to this size, �nancial intermediaries ful�ll the growth-boosting

tasks that we discussed in the theoretical section. A larger size of the �nancial system,

however, cannot contribute to additional welfare increases. Thus, there is reason to con-

sider this critical level as the optimal size of the �nancial market. Assuming perfect

information, all growth-enhancing investments, either in existing, new or improved cap-

ital goods, can be realized when the size of the �nancial sector equals this optimum. A

higher degree of �nancial development will not lead to an increase in the output of the

real economy.

Considering the whole sample between 1980 and 2010, the positive in�uence of the �-

nancial sector has vanished completely. There is a weak positive correlation in the sample

of poor countries, but the t-statistic of .19 does not indicate any signi�cance. Even more

astonishing, the former positive e�ect in the sample of rich economies reverses. Regarding

the whole period 1980-2010, the in�uence of �nance in the developed economies is signif-

icantly negative. Splitting the sample into two groups shows that the negative in�uence

18According to the Penn World Tables 7.1 by Heston et al. (2012).
19Estimations using FDEPTH instead yield highly comparable outputs.

21



discovered in the baseline estimation is entirely caused by the developed economies. Yet,

this negative correlation can only be detected when incorporating the period to 2010.

6 Sensitivity Analysis and Discussion

The sensitivity analysis demonstrates the severeness of the omitted variable problem

that occurs when estimating reduced models that do not account for country speci�c

e�ects. The reduced model in column (1) indicates that the e�ect of �nance on growth is

signi�cantly positive when neglecting all covariates. Similarly, column 2 shows that this

e�ect remains when accounting for convergence. Yet, both R squared and the standard

errors of the estimation imply that these reduced models lead to a loss in e�ciency and

would be quite misspeci�ed. Even more importantly, the estimator in such models is

certainly inconsistent, since there is a strong correlation between the �nancial proxy Φ

and the omitted variables, so COV (ε̂it,Φit) 6= 0.20 Columns (3) - (6) investigate whether

the e�ect of the �nancial system changes when neglecting some crucial variables of the

system. The correlation matrix in section 4 implies strong correlations of FPEDTH with

YSCHOOL (.37), OPEN (.43), LOG(FERT) (-.49) and�to some extent�DEM (.21) and

HOF (-.18). Columns (3) - (6) are concerned with the e�ect of these variables. In each

of the estimations, the coe�cient of FDEPTH remains negative, suggesting a remarkable

stability in the negative in�uence of �nance. Compared with the basic system, however,

there is a loss in e�ciency in each of the reduced estimations as standard errors rise and

R-squared declines. For this reason, we consider the full-speci�ed model more appropriate

to reproduce empirical growth rates. In addition, the covariates used in the basic system

re�ect crucial theoretical hypotheses indicated by the neoclassical and endogenous growth

theory. Their incorporation thus reduces the correlation between the �nancial proxy and

the error term. Column (6) neglects the proxy for openness. The negative e�ect of �nance

in this model loses signi�cance. Both OPEN and FDEPTH are strongly correlated with

the development level of an economy. Hence, neglecting OPEN causes multi-collinearity.

The e�ect of openness appears in the coe�cient of FDEPTH, reducing the marginal

impact of �nance and leading to its insigni�cance (p value: .25).

Our basic estimations in table 3 and the estimation of the restricted models in the

samples of rich and poor countries in table 4 has been carried out using FDEPTH and

BCREDIT as proxies for the �nancial system. For this reason, one can object that the

results are determined by the de�nition of the �nancial sector. This objection can easily

be refuted, as most of the studies �nding a generally positive link between growth and

�nance are based on proxies similar or identical to FDEPTH. Nevertheless, it is essential

to investigate if other de�nitions of the �nancial sector lead to di�erent results. Thus,

columns (7) and (8) are concerned with alternative speci�cations of the �nancial system.

Column (7) illustrates the results proxying the �nancial system by its deposits relative to

GDP (FDPSIZE). Column (8), on the other hand, uses the overall assets of deposit money

banks in comparison to GDP (BSIZE). Both system regressions con�rm the negative e�ect

20See the correlation matrix in table 2.
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Table 5: Sensitivity analysis I: Reduced models and alternative proxies

(1)

reduced

model

(2)

reduced

model 2

(3)

w/o DEM

and HOF

(4)

w/o

FERT

(5)

w/o

YSCHOOL

(6)

w/o

OPEN

(7)

proxy

FDPSIZE

(8)

proxy

BSIZE

constant 1.75***

[6.76]

3.783***

[3.19]

14.983***

[5.41]

5.683**

[2.28]

17.808***

[6.37]

17.97***

[6.48]

17.834***

[6.47]

15.603***

[5.49]

LOG(CGDP) -.266*

[-1.73]

-1.463***

[-6.41]

-1.381***

[-5.54]

-1.321***

[-6.15]

-1.353***

[-6.15]

-1.384***

[-6.19]

-1.192***

[-5.25]

YSCHOOL .106

[1.26]

.383***

[4.12]

.165*

[1.89]

.148*

[1.68]

.114

[1.30]

LIFEEX .037

[.93]

.072*

[1.80]

-.006

[-.17]

-.032

[-.84]

-.029

[-.78]

-.001

[-.02]

LOG(FERT) -3.905***

[-6.87]

-4.595***

[-8.60]

-4.409***

[-7.88]

-4.288***

[-7.54]

-4.286***

[-7.65]

DEM .074

[.67]

-.182

[-.41]

-.099

[-.23]

-.042

[-.10]

-.082

[-.19]

OPEN .006***

[2.17]

.010***

[2.74]

.006*

[1.91]

.005

[.16]

.005

[1.53]

HOF .074

[.57]

.063

[.55]

.166

[1.46]

.151

[1.27]

.077

[.65]

GOVC .009

[.27]

.018

[.46]

.013

[.37]

.014

[.41]

.012

[.36]

.025

[.74]

INVS .027

[1.36]

.019

[.89]

.027

[1.48]

.042**

[2.37]

.032*

[1.66]

.031*

[1.68]

TOTR .004

[1.12]

.002

[.55]

.004

[.91]

.003

[.84]

.004

[.90]

.003

[.77]

LATIN A. -.843**

[-2.13]

-1.320***

[-2.95]

-.493

[-1.23]

-.224

[-.55]

-.182

[-.45]

-.701

[-1.64]

SUB-SAH. -.233

[-.42]

-1.35**

[-2.15]

-.452

[-.81]

-.395

[-.71]

-.468

[-.83]

-.479

[-.85]

FINANCE .770*

[1.89]

1.214**

[2.44]

-1.859***

[-3.37]

-1.044**

[-1.99]

-.937*

[-1.95]

-.541

[-1.20]

-.394

[.90]

-1.816***

[-3.46]

N 784 774 483 435 435 435 440 440

R squared -.18, -.05,

-.01, -.02,

.01, -.32

-.15, -.06,

-.01, -.05,

-.01, .30

.17, .37,

.00, .30,

.31, .15

.07, .28,

-.29, .25,

.14, .17

.14, .36,

-.06, .35,

.30, .19

.17, .40,

-.03, .32,

.22, .17

.16, .39,

-.05, .33,

.24, .15

.21, .41,

.01, .33,

.27, .13

S.E. 3.71, 3.83,

5.31, 3.49,

2.99, 3.54

3.69, 3.86,

5.42, 3.55,

3.04, 3.53

2.47, 2.39,

3.37, 3.71,

2.64, 3.51

2.53, 2.55,

3.23, 3.57,

3.04, 3.50

2.44, 2.40,

2.93, 3.33,

2.74, 3.46

2.40, 2.33,

2.90, 3.41,

2.89, 3.49

2.41, 2.36,

2.94, 3.41,

2.89, 3.52

2.34, 2.31,

2.87, 3.40,

2.84, 3.55

Notes: t statistics are in parentheses. The independent variables are per capita GDP growth rates in the periods
1980-1985, 1985-1990, 1990-1995, 1995-2000, 2000-2005, 2005-2010. Instruments are mainly lagged exogenous variables.
Surplus instruments are primary school attainment (PSCHOOL) and the democratization index of VANHANEN
(2012). *p<.10, **p<.05, ***p<.01.
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of the �nancial system. In case of BSIZE, the impact, again, is highly signi�cant.

The sensitivity analysis demonstrates that our results are quite stable and that the

speci�cation of the system is reasonable. But why is the e�ect of �nance positive when

neglecting all covariates? In general, this can be traced back to two e�ects: �rst, the

number of observations in columns (1) and (2) is notably higher. This is because some

variables are only available in a reduced coverage of nations, especially data that goes

relatively far back in time. Yet, countries whose observations are omitted are almost

entirely developing economies. In such nations, �nance exerts a positive in�uence as

the growth-boosting e�ects of �nancial intermediaries are not yet subsided. Thus, the

reduced model supports our general hypothesis that �nance has positive growth e�ects

up to a certain point of development. Second and even more importantly, neglecting

the covariates used in our system would lead to severe misspeci�cation. The correlation

matrix illustrates that �nance is correlated with development, education, openness, rule

of law, and other economic and social variables. Not accounting for these e�ects leads

to inconsistency in θ̂Φ as plim(θ̂Φ) 6= θΦ. Each model that does consistently estimate

θ̂Φ shows a negative impact of �nance. As the naive model causes biases, it is shown by

columns (3) - (6) that neglecting one covariate does not lead to a major change in the

model or the results concerning �nance. Moreover, the coe�cients remain remarkably

stable in most cases. In addition, alternative approximations of the �nancial system do

not change the results. All estimated proxies FDEPTH, BCREDIT, FDPSIZE, BSIZE

lead to a negative coe�cient that is signi�cant in most cases.

Table 6 carries out two further sensitivity tests. Column (1) is concerned with the

analysis of the long-term e�ect. As the time series of the terms of trade variable TOTR

goes back no further than 1980, the time span has been limited to the period 1980-2010.

In order to investigate the long-term e�ect of �nance, column (1) shows the results of

the basic system neglecting TOTR. Thus, the sample period can be expanded to 1970-

2010. This expansion does not lead to any major changes in the output. The coe�cient

of the �nancial proxy remains negative and signi�cant, at least for BCREDIT. The main

growth determinants such as conditional convergence, education, openness, fertility, and

investment retain both the original signs and marginal e�ects. Therefore, the restriction

of the time sample in our basic results does not lead to any severe distortions in the

output.

Columns (2) and (3) are concerned with the application of di�erent estimation me-

thods. As we already pointed out in section 4, we use 3SLS and GMM estimations since

we are strongly convinced that these methods are best for our empirical strategy. In

addition, Barro (1991, 2000, 2003, 2013) has tested this approach extensively. Similar-

ly, Green (2008) argues for the utilization of 3SLS and GMM in practical applications

rather than other simultaneous equation model estimators such as the full informati-

on maximum likelihood (FIML) method. Nevertheless, there may be an argument for a

FIML or a GMM Panel estimation using annual data. Column (2) reports the results of

the basic simultaneous equation model using the FIML estimator. The results turn out

to be highly comparable to the outcome obtained by 3SLS and GMM. The coe�cients

remain remarkably stable and do not tend to change their signs or relative weights. Most
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Table 6: Sensitivity analysis II: Long-run e�ect, �nancial potential, and alternative
estimators

(1)

Long-run e�ect,

1970-2010 (w/o TOTR)

(2)

Full information

Maximum Likelihood

(3)

Panel Estimation

(4)

Potential BPOT

(BCREDIT / BSIZE)

FDEPTH BCREDIT FDEPTH BCREDIT GMM FE 3SLS GMM

Constant 14.025***

[13.52]

12.742***

[12.85]

11.080

[1.01]

11.612

[1.12]

18.710***

[15.55]

34.954***

[14.30]

18.908***

[6.85]

18.526***

[16.72

LOG(GDP) -1.303***

[-16.98]

-1.288***

[-17.07]

-1.817***

[-2.60]

-1.849***

[-2.84]

-1.426***

[-13.68]

-5.083***

[-20.19]

-1.455***

[-6.57]

-1.344***

[-14.94]

YSCHOOL .094***

[3.67]

.122***

[4.74]

.082

[.38]

.078

[.36]

.097*

[1.72]

.425***

[4.75]

.188**

[2.12]

.170***

[3.92]

LIFEEX .006

[.58]

.018*

[1.88]

.126

[1.27]

.120

[1.26]

.007

[.35]

.093***

[5.40]

-.030

[-.80]

-.039**

[-2.41]

LOG(FERT) -2.84***

[-13.18]

-2.63***

[-12.79]

-2.808

[-1.17]

-3.067

[-1.49]

-4.52***

[-16.32]

-2.485***

[-5.02]

-4.236***

[-7.41]

-4.037***

[-12.84]

DEM -.328**

[-2.36]

-.281**

[-2.19]

-.128

[-.21]

.014

[.02]

-.100

[-.84]

-.090

[-.21]

.085

[.41]

OPEN .009***

[8.64]

.009***

[9.14]

.005

[.58]

.005

[.55]

.006***

[5.28]

.014***

[4.28]

.004

[1.21]

.004***

[3.54]

HOF .056

[1.58]

.033

[.89]

-.168

[-.44]

-.222

[-.51]

-.032

[-.59]

-.041

[-90]

.173

[1.48]

.179***

[3.36]

GOVC .024***

[2.70]

.026***

[2.81]

.039

[.47]

.038

[.46]

-.015

[-.77]

-.108***

[5.28]

.007

[.22]

-.002

[-.23]

INVS .029***

[3.90]

.038***

[5.26]

.047

[1.13]

.050

[1.09]

.014

[1.39]

.136***

[17.78]

.033*

[1.72]

.032***

[4.19]

TOTR .003

[.33]

.006

[.64]

-.004

[-1.41]

.005***

[3.53]

.004

[1.05]

.003*

[1.86]

LATIN A. -.188

[-1.38]

-.371***

[-2.72]

-.688

[-.51]

-.352

[-.28]

-.991***

[-3.70]

.004

[.01]

-.124

[-.64]

SUB-SAH. -1.076***

[-5.98]

-.953***

[-5.32]

.135

[-.97]

.326

[.17]

-.741***

[-3.11]

-.451

[-.78]

-.665***

[-2.68]

FINANCE -.173

[-1.01]

-.683***

[-3.68]

-1.380

[-.97]

-1.562

[-1.08]

-.851***

[-4.33]

-1.043**

[-2.39]

-122.42

[-1.27]

-111.15***

[-2.84]

N 733 749 288 294 1,540 2,339 439 439

R squared .13, .27,

-.02, .26,

.27, .22,

-.05, .01

.16, .29,

.01, .27,

.27, .20,

-.09, .01

.15, .42,

-.40, .35,

.34, .18

.18, .35,

-.39, .34,

.33, .07

.33 .63 .18, .40,

-.09, .32,

.20, .16

.17, .40,

-.09, .32,

.20, .18

S.E. 2.63, 2.67,

3.03, 3.00,

2.49, 2.69,

3.48, 1.69

2.58, 2.61,

3.02, 2.98,

2.47, 2.92,

3.47, 1.77

2.22, 1.68,

3.50, 3.28,

2.72, 3.33

2.21, 1.83,

3.48, 3.29,

2.71, 3.80

2.49 1.95 2.38, 2.34,

3.00, 3.43,

2.97, 3.54

2.39, 2.34,

3.01, 3.42,

2.96, 3.51

Notes: t-statistics and z-statistics (FIML) are shown in parantheses. The dependent variables are growth rates of
real per capita GDP for 1970-1975, 1975-1980, 1980-1985, 1985-1990, 1990-1995, 1995-2000, 2000-2005, 2005-2010.
Instruments are mainly lagged exogenous variables. Surplus instruments are described in section 4. Column (3) and
the GMM estimation in column (4) reports White robust standard errors, using heteroscedasticity consistent covariance
matrices, *p<.10, **p<.05, ***p<.01.
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importantly, the in�uence of FDEPTH and BCREDIT remains negative. Note, however,

that the FIML estimator is asymptotically equivalent to 3SLS.21 Column (3) illustrates

the results of a dynamic panel estimations using annual data. To eliminate cyclical �uc-

tuations, we use 5-year-moving-average rates for real GDP growth per capita. Column (3)

covers two di�erent panel approaches: panel GMM and �xed e�ects (FE). In the GMM

case, instruments are the same as in the standard SEM model, but the lag is �ve years

in order to guarantee comparability with the output of the 3SLS and GMM estimations.

The GMM model uses a White cross-section weighting matrix and robust standard errors.

Due to utilization of annual data, the number of observations in this case is signi�cant-

ly higher than in the SEM models. The FE model neglects all time-invariant variables,

which further increases the number of observations. The essential assumption that the

country-speci�c e�ect is correlated with the independent variables rules out the applica-

tion of a random e�ects model. The results of both techniques are strongly comparable

to the results using 3SLS and GMM in the SEM models. The marginal impacts as well

as the signs of the exogenous variables turn out to be remarkably stable. Moreover, the

signi�cance of the variables remains una�ected by the utilization of this approach. The

J-Test of Hansen (1982) indicates validity of the surplus instruments (p value =.99),

so the moment conditions of the GMM model match the data well. As in all estimati-

ons concerning the conditional impact of the �nancial system, the signi�cantly negative

in�uence persists.

In column (4), we evaluate the potential for �nancing additional investment projects

(BPOT) that equals BCREDIT / BSIZE. The measure gives the quotient of actual drawn

credits and bank deposits, and thus can be thought of as the degree of utilization of

savings. The higher this ratio, the more savings are currently granted and the lower is the

potential for new credits. Hence, high values of BPOT indicate that there is less prospect

for �nancing new growth-boosting investment projects. The estimations suggest that an

increase in BPOT leads to a signi�cant decline in growth. The higher the percentage

of savings that has already been transformed into loans, the lower the growth rate of

the economy. Nations with high values of BPOT include some of the top-25 economies

in terms of GDP per capita, such as Iceland (1.23), United Kingdom (1.00), Australia

(.99), Ireland (.98), Brunei Darussalam (.97), Luxembourg (.97), Norway (.97), Finland

(.95) and the United States (.90). According to table 4, these are countries in which the

positive e�ects of �nance have vanished. Therefore, the high value of BPOT does not

signi�cantly reduce growth potentials, as the large absolute size of the �nancial sector

already enables the funding of all reasonable investment projects. Yet, there are quite a

few developing economies among the countries with high levels of BPOT. The potential for

new investments is particularly low in Tajikistan (1.03), Timor-Leste (1.00), Bosnia and

Herzegovina (.99), Cambodia (.99), Chile (.98), Ecuador (.98) and Tonga (.94). According

to table 4, �nance exerts positive e�ects in these group of countries. High values of BPOT

thus signi�cantly decrease growth, as indicated by the estimations of column (4).

We emphasized before that �nance in general has a positive e�ect on growth as it

enables the funding of growth-boosting investments. Yet, we repeatedly pointed out that

21See Schmidt (1976) for a prove.
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this e�ect vanishes through the development process of economies. The estimation of

the Panel GMM model allows us to investigate this process in more detail. If true, the

described pattern must be observable in the panel estimation. Figure 1 illustrates the

evolution of the coe�cient of FDEPTH as shown in column (3) when estimating restricted

sample models. Each restriction refers to the level of development of the countries in our

sample. Therefore, the �rst bar in �gure 1 re�ects the in�uence of FDEPTH in the sample

of all countries with real GDP per capita lower than 2,000 USD. The advantage of this

approach is that the sample of the relevant time period remains una�ected. Therefore,

countries can move from one sub-sample to another over time. And they actually do: The

median of real GDP per capita in 1980 was 3,944.82 USD and 7,934.72 USD in 2010. So

the �gure captures both the e�ect of �nancial development within individual economies

over time as well as the e�ect of �nance within the cross-section of countries. In order to

obtain an idea of the signi�cance, the black line represents the t-statistic of the particular

coe�cient.

Figure 1: The in�uence of the �nancial sector by levels of development
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Notes: Figure reports the coe�cient and t statistics of the estimation illustrated in column
(3) of table 6 using FDEPTH as a proxy of �nancial development. Economic development and
refers to real per capita GDP in PPP adjusted international dollars. Each bar represents the
coe�cient of FDEPTH within the estimation of the particular subsample.

The �gure illustrates that the in�uence of �nance is positive in countries with incomes

lower than 4,000 USD. Considering the whole period of the Panel GMM estimation, 80

countries fall below this threshold, at least in one year. When considering the countries

with incomes between 2,000 - 4,000 USD, the in�uence of �nance is signi�cant. Yet, the

picture changes when analyzing more developed countries. In each sample that considers

economies with incomes higher than 4,000 USD, the impact of �nancial intermediaries

vanishes. In highly developed economies where average incomes are higher than 10,000

USD, the in�uence of �nance is signi�cantly negative. Only 40 of the 188 nations in the

sample have surpassed this threshold at the beginning of the observation period in 1980.

Yet, 77 nations have succeeded in exceeding this income level in 2010.
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The insigni�cance of FDEPTH in the long-run model in column (1) �ts into our

theory very well, since only 32 of the countries in the sample have passed the critical

level of development in 1970. Yet, 95 nations have exhibited incomes lower than 4,000

USD. As these countries developed, the positive in�uence of �nance disappeared. Yet,

when investigating a large time period, the positive e�ect of underdeveloped countries

superimposes the negative�or indi�erent�in�uence of �nance in developed economies.

7 Conclusions

Our results indicate that the former positive in�uence of the �nancial sector on economic

development has vanished since the beginning of the 1990s and even became negative at

present time. We showed that our results are strongly robust to the utilization of di�erent

estimators, varying speci�cations of the basic system and di�erent proxies of the �nancial

system. Yet, this result is mainly driven by middle and high income countries. In develo-

ping economies, �nance still exerts positive e�ects. The latter is crucial since it indicates

that the in�uence of the �nancial sector depends on the level of development. Furthermo-

re, it explains why studies building on older data did not �nd a negative in�uence. Most

of these studies use data up to the early 1990s.22 However, much development has taken

place in the world economy during the last two decades. Between 1990 and 2010, the

median annual growth rate of real GDP per capita in the world was 2.2 percent. While

the median value of income per capita in 1990 was 4,804 USD, it rose up to 7,350 USD in

2010. Economies that bene�ted from an increasing �nancial sector at the beginning of the

1990s may today not respond to further expansions of the �nancial system at all. In fact,

our analysis supports the �nding of Rosseau and Wachtel (2011) that the early 1990s

were the starting point from which �nance and growth ceased to be correlated. There is

much reason to believe that a certain size of the �nancial sector relative to GDP enables

the accomplishment of all growth-boosting investments, either in human and physical ca-

pital or innovations. If the �nancial sector exceeds this level and continues to grow, there

will be no more positive e�ect on real economic activity. However, while this clari�es why

the impact of �nance levels o� at a certain point of economic development, it provides no

explanation for a negative in�uence.

So why does this negative correlation appear? The negative impact of �nance is mainly

driven by high income countries and occurs only when incorporating the post-2000 period.

One explanation may be that the Financial Crisis led to a sudden sharp decline in per

capita incomes in the year 2009. The average growth rate in 2009 was -1.4 percent,

while countries with incomes higher than 10,000 USD su�ered a particular cutback of

-4.1 percent. A growing �nancial sector would instantly lead to a negative correlation

between both variables. If true, the negative impact of �nance would be a one-time e�ect

caused by the Financial Crisis. Yet, this explanation has an essential drawback: in order to

smooth cyclical �uctuations, we utilize 5-year averages in our analysis. The 5-year average

of high income countries during the 2005-2010 period (2.8 percent) is positive and not

22See, for example, King and Levine (1993a, 1993b), Beck et al. (2000), Levine et al. (2000).
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signi�cantly lower than during the 2000-2005 (3.1 percent) or the 1995-2000 (3.2 percent)

period. Similarly, Arcand et al. (2012) emphasize that banking crises and economic

volatility are only part of the story. This poses the need of an explanation independent

from the recent Financial Crisis.

One theoretical consideration related to the ideas of Tobin (1984) may be that a

large �nancial systems can lead to misallocations of resources. Such misallocations can

occur when all promising investments have already been funded. The pressure to invest

surplus liquidity that originated in growth of the �nancial sector may now force banks

to fund projects with disproportionately high risks. This may also encourage banks to

steer away from their traditional intermediation activity and to develop new business

segments. These new activities do not contribute to economic growth but do enhance

instability. Evidence for this explanation is given by Demirgüç-Kunt and Huizinga

(2010). Also, the purpose of loans is crucial. Beck et al. (2012) show that enterprise

credits are positively correlated with growth while loans given to households do not trigger

any growth e�ects at all. If the enhancement of the �nancial sector mainly increases

household loans, then a negative e�ect on economic growth can occur if loans default

and the �nancial system loses stability. This point has been made by De la Torre et

al. (2011): if �nancial development possesses decreasing returns, then the marginal costs

of maintaining �nancial stability eventually becomes higher than the marginal returns of

�nancial development. In contrast, Philippon (2010) andBolton et al. (2011) emphasize

the possibility of labor misallocation. If the �nancial sector is large in relation to the real

economic sector, then excessive pro�ts in the �nancial sector attract too many talented

people that would otherwise be productive in the real economy. Thus, productivity in the

output sector declines and growth slows down.

Acemoglu et al. (2001) propose a di�erent suggestion, arguing that �nancial insti-

tutes emerge due to the presence of deeper institutional fundamentals. As the authors

point out, it is these fundamentals that trigger growth, not the �nancial sector itself. If

true, the positive e�ects of �nance will disappear as the contribution of institutions to

economic development abates. Similarly to the argument of De la Torre et al. (2011),

this can provoke a negative impact of �nance. One drawback of this explanation is that

the positive e�ect of �nance remains until the early 1990s, even in high income countries.

It is highly unlikely, though, that fundamental institutional changes in developed econo-

mies exerted positive growth impulses until the 1990s, as the majority of these alterations

occurred several decades earlier.

Further research needs to be carried out to examine which of the presumptions above

can explain the negative impact of �nance most accurately. Either way, while we do not

yet know the underlying reasons, we do know that a further expansion of the �nancial

sector does not contribute to any additional increases in real GDP per capita in developed

economies. In the light of the instability that can be implicated by a large �nancial system

in relation to the real economy, it is doubtful whether future increases in the size of the

�nancial system are sustainable from a macroeconomic point of view.

29



References

Acemoglu, D. / Johnson, S. / Robins, J.A. (2001): The Colonial Origins of Economic Development: An
Empirical Investigation, American Economic Review , 91, No. 5, pp. 1369-1401.

Acemoglu, D. / Johnson, S. / Robinson, J.A. / Yared, P. (2008): Income and Democracy, American
Economic Review , Vol. 98, No. 3, pp. 808-842.

Aghion, P. / Angeletos, G.-M. / Banerjee, A. / Kalina, M. (2010): Volatility and Growth: Credit Cons-
traints and the Composition of Investment, Journal of Monetary Economics, Vol. 57, No. 3, pp.
246-265.

Aghion, P. / Baccetta, P. / Rancière, R. / Rogo�, K. (2009): Exchange Rate Volatility and Productivity
Growth: The Role of Financial Development, Journal of Monetary Economics, Vol. 56, No. 4, pp.
494-513.

Aghion, P. / Howitt, P. (1992): A Model of Growth Through Creative Destruction, Econometrica, Vol.
60, No. 2 pp. 323-351.

Aghion, P. / Howitt, P. (1998): Endogenous Growth Theory, Cambridge (US) and London (UK): MIT-
Press.

Aghion, P. / Howitt, P. (2009): The Economics of Growth, Cambridge (US) and London (UK): MIT
Press.

Aghion, P. / Howitt, P. / Mayer-Foulkes, D. (2005): The E�ect of Financial Development on Convergence:
Theory and Evidence, Quarterly Journal of Economics, Vol. 120, No. 1, pp. 173-222.

Arcand, J.-L. / Berkes, E. / Panizza, U. (2012): Too Much Finance?, IMF Working Paper , No. 161.

Barndt, W.T. / Bond, P. / Gerring, J. / Moreno, C. (2005): Democracy and Economic Growth: A
Historical Perspective, World Politics, Vol. 57, No. 3, pp. 323-364.

Barro, R.J. (1990): Democracy and Growth, Journal of Economic Growth, Vol. 1, No. 1, pp. 1-27.

Barro, R.J. (1991): Economic Growth in a Cross Section of Countries, Quarterly Journal of Economics,
Vol. 106, No. 2, pp. 407-443.

Barro, R.J. (2000): Inequality and Growth in a Panel of Countries, Journal of Economic Growth, Vol.
5, No. 1, pp. 5-32.

Barro, R.J. (2003): Determinants of Economic Growth in a Panel of Countries, Annals of Economics
and Finance, Vol. 4, No. 2, pp. 231-274.

Barro, R.J. (2008): Inequality and Growth Revisited,Working Papers on Regional Economic Integration,
No. 11.

Barro, R.J. (2013): Education and Economic Growth, Annals of Economic and Finance, Vol. 14, No. 2,
pp. 301-328.

Barro, R.J. / Lee, J.W. (2010): A New Data Set of Educational Attainment in the World, 1950-2010,
NBER Working Paper , No. 15902.

Barro, R.J. / Sala-I-Martin, X. (2004): Economic Growth, Cambridge (US) and London (UK): MIT-
Press, second edition.

Beck, T. (2008): The Econometrics of Finance and Growth, Policy Research Working Paper , No. 4608.

Beck, T. / Demirgüç-Kunt, A. / Levine, R. (2009): Financial Institutions and Markets across Countries
and over Time � Data and Analysis, Policy Research Working Paper , No. 4943.

Beck, T. / Büyükkarabacak, B. / Rioja, F.K. / Valev, N.T. (2012): Who Gets the Credit? And Does It
Matter? Household vs. Firm Lending Across Countries, B.E. Journal of Macroeconomics, Vol. 12,
No. 1, pp. 1-44.

Beck, T. / Levine, R. / Loayza, N. (2000): Finance and the Sources of Growth, Journal of Financial
Economics, Vol. 58, No. 1/2, pp. 261-300.

Bekaert, G. / Harvey, C.R. / Lundblad, C. (2005): Does Financial Liberalization Spur Growth?, Journal
of Financial Economics, Vol. 77, No. 1, pp. 3-55.

Benhabib, J. / Spiegel, M.M. (2000): The Role of Financial Development in Growth and Investment,
Journal of Economic Growth, Vol. 5, No. 4, pp. 341-360.

30



Benhabib, J. / Spiegel, M.M. (2005): Human Capital and Technology Di�usion, in: P. AGHION, S.N.
DURLAUF (Eds.), Handbook of Economic Growth, �rst edition, Vol. 1, pp. 935-966.

Berthold, N. / Gründler, K. (2012): Entrepreneurship and Growth in a Panel of Countries, Wirtschafts-
wissenschaftliche Beiträge des Lehrstuhls für Volkswirtschaftslehre, Wirtschaftsordnung und Sozi-
alpolitik, No. 118, Wurzburg.

Berthold, N. / Gründler, K. (2013): The Growth Crisis of Germany: A Blueprint of the Developed
Economies, Wirtschaftswissenschaftliche Beiträge des Lehrstuhls für Volkswirtschaftslehre, Wirt-
schaftsordnung und Sozialpolitik, No. 120, Wurzburg.

Bolton, P. / Santos, T. / Scheinkman, J.A. (2011): Cream Skimming in Financial Markets, NBER
Working Paper , No. 16804.

Cameron, A.C. / Trivedi, P.K. (2005): Microeconometrics, Methods and Applications, Cambridge Uni-
versity Press, New York (US).

�ihák, M. / Demirgüç-Kunt, A. / Feyen, E. / Levine, R. (2012): Benchmarking Financial Systems
Around the World, World Bank Policy Research Working Paper , No. 6175.

De La Torre, A./ Feyen, E. / Ize, A. (2011): Financial Development: Structure and Dynamics, Policy
Research Working Papers, No. 5854.

Dell'ariccia, G. / Detragiache, E. / Rajan, R. (2008): The Real E�ect of Banking Crises, Journal of
Financial Intermediation, Vol. 17, No. 1, pp. 89-112.

Demirgüç-Kunt, A. / Detragiache, E. (1998): The Determinants of Banking Crises in Developing and
Developed Countries, IMF Sta� Papers, Vol. 45, No. 1, pp. 81-109.

Demirgüç-Kunt, A. / Detragiache, E. (1999): Monitoring Banking Sectors Fragility: A Multivariate Logit
Approach, IMF Working Paper , No. 147.

Demirgüç-Kunt, A. / Huizinga, H. (2010): Bank Activity and Funding Strategies: The Impact on Risk
and Returns, Journal of Financial Economics, Vol. 98, No. 3, pp. 626-650.

Demirgüç-Kunt, A. / Levine, R. (1996): Stock Market Development and Financial Intermediaries: Sty-
lized Facts, World Bank Economic Review , Vol. 10, No. 2, pp. 291-321.

Dixit, A.K. / Stiglitz, J.E. (1977): Monopolistic Competition and Optimum Product Diversity, American
Economic Review , Vol. 67, No. 3, pp. 297-308.

Freedom House (2011): Freedom in the World database, Washington, D.C.

Goldsmith, R.W. (1969): Financial Structure and Development, Yale University Press, New Haven.

Gourinchas, P.-O. / Valdés, R. / Landerretche, O. (2001): Lending Booms: Latin America and the World,
NBER Working Paper , No. 8249.

Green, W.H. (2008): Econometric Analysis, Prentice Hall, seventh edition.

Grossman, G.M. / Helpman, E. (1991): Innovation and Growth in the Global Economy, Cambridge (US)
and London (UK): MIT Press.

Guiso, L. / Sapienza, P. / Zingales, L. (2004): Does Local Financial Development Matter?, Quarterly
Journal of Economics, Vol. 119, No. 3, pp. 929-969.

Gundlach, E. / Paldam, M. (2008a): A Farewell to Critical Junctures: Sorting out Long-run Causality
of Income and Democracy, Kiel Working Papers, No. 1410.

Gundlach, E. / Paldam, M. (2008b): Income and Democracy: A Comment on Acemoglu, Johnson, Ro-
binson, and Yared (2008), Kiel Working Papers, No. 1458.

Hansen L.P. (1982): Large Sample Properties of Generalized Method of Moments Estimators, Econome-
trica, Vol. 50, No. 4, pp.1029-1054.

Heston, A. / Summers, R. / Aten, B. (2012): Penn World Table Version 7.1, Center for International
Comparisons of Production, Income and Price at the University of Pennsylvania.

Howitt, P. / Mayer-Foulkes, D. (2005): R&D, Implementation, and Stagnation: A Schumpeterian Theory
of Convergence Clubs, Journal of Money, Credit & Banking, Vol. 37, No. 1, pp. 147-177.

Jorgenson, D.W. / La�ont, J.-J. (1974): E�cient Estimation of Nonlinear Simultaneous Equations with
Additive Disturbances, Annals of Economic and Social Measurement , Vol. 3, No. 4, pp. 615-640.

31



Kaminsky, G.L. / Lizondo, S. / Reinhart, C.M. (1997): Leading Indicators of Currency Crises, IMF
Working Paper , No. 79.

Kaminsky, G.L. / Reinhart, C.M. (1999): The Twin Crises: The Causes of Banking and Balance-of-
Payments Problems, American Economic Review , Vol. 89, No. 3, pp. 473-500.

King, R.G. / Levine, R. (1993a): Finance and Growth: Schumpeter might be right, Quarterly Journal
of Economics, Vol. 108, No. 3, pp. 717-737.

King, R.G. / Levine, R. (1993b): Finance, Entrepreneurship and Growth, Journal of Monetary Econo-
mics, Vol. 32, No. 3, pp. 513-542.

Kroszner, R.S. / Laeven, L. / Klingebiel, D. (2007): Banking Crises, Financial Dependence, and Growth,
Journal of Financial Economics, Vol. 84, No. 1, pp. 187-228.

La Porta, R. / Lopez-De-Silanes, F. / Shleifer, A. (2002): Government Ownership of Banks, Journal of
Finance, Vol. 57, No. 1, pp. 265-301.

La Porta, R. / Lopez-De-Silanes, F. / Shleifer, A. / Vishny, R.W. (1997): Legal Determinants of External
Finance, Journal of Finance, Vol. 52, No. 3, pp. 1131-1150.

La Porta, R. / Lopez-De-Silanes, F. / Shleifer, A. / Vishny, R.W. (1998): Law and Finance, Journal of
Political Economy, Vol. 106, No. 6, pp. 1113-1155.

Levine, R. (1997): Financial Development and Economic Growth: Views and Agenda, Journal of Eco-
nomic Literature, Vol. 35. No. 2, pp. 688-726.

Levine, R. (1998): The Legal Environment, Banks, and Long-Run Economic Growth, Journal of Money,
Credit, and Banking, Vol. 30, No. 3, pp. 596-613.

Levine, R. (1999): Law, Finance, and Economic Growth, Journal of Financial Intermediation, Vol. 8,
No. 1/2, pp. 8-35.

Levine, R. (2004): Finance and Growth: Theory and Evidence, NBER Working Paper , No. 10766.

Levine, R. / Loayza, N. / Beck, T. (2000): Financial Intermediation and Growth: Causality and Causes,
Journal of Monetary Economics, Vol. 46, No. 1, pp. 31-77.

Levine, R. / Zervos, S. (1998): Stock Markets, Banks, and Economic Growth, American Economic Re-
view , Vol. 88, No. 3, pp. 537-558.

Loayza, N. Rancière, R. (2006): Financial Development, Financial Fragility, and Growth, Journal of
Money, Credit, and Banking, Vol. 38, No. 4, pp. 1051-1076.

Lucas, R.E. (1988): On the Mechanics of Economic Development, Journal of Monetary Economics, Vol.
22, No. 1, pp. 3-42.

Matyas, L. / Sevestre, P. (2008): The Econometrics of Panel Data, Springer Verlag, third edition.

McCaig, B. / Stengos, T. (2005): Financial Intermediation and Growth: Some Robustness Results, Eco-
nomic Letters, Vol. 88, No. 3, pp. 306-312.

McKinnon, R.I. (1973): Money and Capital in Economic Development, Washington: Brooking Instituti-
on.

Michalopoulos, S. / Laeven, L. / Levine, R. (2009): Financial Innovation and Endogenous Growth, NBER
Working Paper , No. 15356.

Morales, M.F. (2003): Financial Intermediation in a Model of Growth Trough Creative Destruction,
Macroeconomic Dynamics, Vol. 7, No. 3, pp. 363-393.

Nelson, R.R. / Phelps, E.S. (1966): Investment in Humans, Technological Di�usion, and Economic Grow-
th, American Economic Review , Vol. 56, No. 1/2, pp. 69-75.

Philippon, T. (2010): Financiers versus Engineers: Should the Financial Sector be Taxed or Subsidized?,
American Economic Journal: Macroeconomics, Vol. 2, No. 3, pp. 158-182.

Rajan, R.G. / Zingales, L. (1998): Financial Dependence and Growth, American Economic Review , Vol.
88, No. 3, pp. 559-586.

Rioja, F.K. / Valev, N.T. (2004a): Does one Size �t all? A Reexamination of the Finance and Growth
Relationship, Journal of Development Economics, Vol. 74, No. 2, pp. 429-447.

32



Rioja, F.K. / Valev, N.T. (2004b): Finance and the Sources of Growth at Various Stages of Economic
Development, Economic Inquiry, Vol. 42, No. 1, pp. 127-140.

Romer, P. (1986): Increasing Returns and Long-Run Growth, Journal of Political Economy, Vol. 94, No.
5, pp. 1002-1037.

Romer, P. (1987): Growth Based on Increasing Returns Due to Specialization, American Economic
Review , Vol. 77, No. 2, pp. 56-62.

Romer, P. (1990): Endogenous Technological Change, Journal of Political Economy, Vol. 98, No. 5, pp.
71-102.

Roubini, N. / Sala-I-Martin, X. (1992): Financial Repression and Economic Growth, Journal of Deve-
lopment Economics, Vol. 39, No. 1, pp. 5-30.

Rousseau, P.L. / Wachtel, P. (2002): In�ation Thresholds and the Finance�Growth Nexus, Journal of
International Money and Finance, Vol. 21, No. 6, pp. 777-793.

Rousseau, P.L. / Wachtel, P. (2011): What is Happening to the Impact of Financial Deepening on
Economic Growth?, Economic Inquiry, Vol. 49, No. 1, pp. 276�288.

Schmidt, P. (1976): Econometrics, Marcel Dekker Inc..

Schumpeter, J.A. (1911): Theorie der wirtschaftlichen Entwicklung, Leipzig (DE): Duncker & Humblot.

Schumpeter, J.A. (1939): Business Cycles: A Theoretical, Historical and Statistical Analysis of the Ca-
pitalist Process, New York (US): McGraw-Hill.

Tobin, J. (1984): On the E�ciency of the Financial System, Lloyds Bank Review, No. 153, pp. 1�15.

Unctad (2013): Unctad statistic database, Geneva (CH).

Utip (2012): Political Regime Dataset, University of Texas Inequality Project, Austin (US).

Uzawa, H. (1965): Optimum Technical Change in an Aggregative Model of Economic Growth, Interna-
tional Economic Review , Vol. 6. No. 1, pp. 18-31.

Vanhanen, T. (2012): Polyarchy Dataset 2.0, Oslo (DK).

World Bank (2013a): World Development Indicators (WDI) database, Washington D.C (US).

World Bank (2013b): Global Financial Development, Washington D.C (US).

33


	DP 123 Deckblatt
	Gründler_Weitzel

