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Abstract

This paper provides evidence that superior mobile Internet infrastruc-
ture increases take-up of location-based online services. Using data from
the largest German online platform for restaurant reviews, I find that up-
grading the 2G network to 3G increases the number of restaurant reviews
and the share of reviews written on smartphones. To identify the causal
effect of the network upgrade, I exploit the geographic location of restau-
rants relative to cellular network antennas and the terrain around them.
Since the 3G signal is much more dependent on a clear line-of-sight than
the 2G signal, some restaurants that were previously well covered by 2G
are blocked from 3G reception due to geographic obstacles such as hills
and forests.
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1 Introduction

Policymakers call for more investment in broadband Internet infrastructure.
Network providers, however, are reluctant to upgrade their network unless de-
mand justifies the additional investment. For this reason, many regulators sub-
sidize Internet infrastructure investment in areas with low demand. In the
United States, for example, the Federal Communications Commission (FCC)
created the Connect America Fund, which subsidizes broadband deployment in
rural areas with up to $4.5 billion per year (FCC, 2011). A portion of this
fund is specifically targeted at expanding mobile broadband infrastructure. In
Germany, the regulator forced winners of the latest spectrum auction to roll
out their new network in rural areas first. Despite these regulatory efforts, the
empirical evidence on the effect of infrastructure upgrades that are not driven
by demand is anything but conclusive. Returns are likely to be small if the new
infrastructure is either not used at all or used in the same fashion as the older
infrastructure. It is therefore important to determine how an upgrade affects
usage.

This paper shows that upgrading the mobile Internet infrastructure in Germany
from a second-generation network (GSM) to a third-generation network (UMTS)
had a positive effect on the usage of local online services. While mobile Internet
is useful for a wide variety of applications, such as searches or social networks,
it is indispensable for local online services that offer information based on the
user’s location. It is thus not surprising that travel and navigation apps are
among the most frequently used smartphone applications.1 Some of the most
popular local online services allow users to find restaurants or other businesses
based on ratings and reviews by previous customers. The importance of these
reviews for restaurants is underlined by Anderson and Magruder (2012) who
uses a regression discontinuity design to show that a better rating on the review
platform Yelp leads to a significant increase in bookings.

Combining rich data on restaurants from Europe’s largest review platform Qype2,
a unique dataset of all cellular antennas in Germany, and a fine-grained digital
surface model (DSM), I find that in areas where 3G was available early on,
restaurants received more reviews and a larger share of these reviews were writ-
ten on a smartphone. To identify the causal effect of 3G availability, I exploit a
technical particularity that distinguishes 2G and 3G signals. In Germany, like in
most other countries, 3G uses higher frequency bands than 2G and so its signal
is much more dependent on a clear line-of-sight between the mobile phone and a
cellular antenna. Given the distance of a phone to the next antenna, 3G signal
quality is mainly determined by the presence of obstacles such as hills, forests,
and buildings.

The identification strategy of this paper relies on the relationship between the
frequency of cellular signals and their sensitivity to other objects. Every signal
that travels along the ground is to some extent absorbed by the terrain. The
characteristics of the terrain influence the degree of absorption. For this reason,
Strömberg (2004) uses a county’s share of woodland as an instrument for the

1A recent study by Nielsen (2012) found that after social networks and search, travel apps
are the third most popular app category.

2Qype was acquired by Yelp in October 2012
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share of households with radios. His underlying reasoning is that the radio
signal is highly absorbed by the woodland and thus people in woody areas are
less likely to have radio reception. Similarly,Nolen and Klonner (2010) uses
terrain ruggedness as an instrument for the rollout of a cellular network in
South Africa. However, not all signals are equally sensitive to the terrain. The
degree of absorption increases proportionally with the frequency of the signal
(Klemens, 2010, p. 25). Also, the probability that an object completely absorbs
a signal is dependent on the frequency of the signal. For example, it is much
harder to see around objects than to hear around objects. This is because the
frequency of light is much higher than the frequency of sound. In a similar way,
a 3G signal on a high-frequency band has a harder time traveling around objects
than does a 2G signal on a lower frequency band.

When the 2G infrastructure was built in the early 1990s, every network provider
chose its own antenna locations with the aim of maximizing coverage across
the country.3 In the early 2000s, most of Germany was covered by the 2G
network. When the 3G infrastructure was rolled out, network providers began
to upgrade their existing antenna locations with new 3G antennas. Of course,
the rollout itself was not random and urban areas had priority over rural areas.
Nevertheless, there were many areas that had good 2G reception, but even when
3G antennas were installed at their closest antenna mast, they were not covered
by the 3G signal due to characteristics of the terrain around them. Other areas
with equal distance to the next antenna mast, however, were able to benefit
from 3G because there were no hills or forests blocking the signal.

Using a difference-in-difference approach, I compare areas with 3G coverage to
areas that are equally far away from the next antenna mast but that cannot
receive 3G due to the terrain around them. 3G coverage is approximated by
measuring whether there is a clear line-of-sight to an antenna. If hills, forests,
large buildings, or other obstacles are between a specific location and the next
antenna masts, 3G reception drops considerably.

The location-based service I analyze in this study, Qype, is especially useful
when looking for restaurants close to the user’s current location. When a tourist,
for example, visits a new city, he can open the Qype app on his smartphone
and search for nearby restaurants that have received good reviews from previous
customers. If he enjoys the food at a chosen restaurant, he can use the same
application to rate the restaurant himself and write a review. By testing whether
there is a clear line of sight between a restaurant’s immediate surroundings and
any antenna within a given radius, I can determine whether the area surrounding
the restaurant is likely to be covered by 3G or not. In the difference-in-difference
setting, I then compare restaurants with and without 3G coverage before and
after the diffusion of 3G networks.

This paper contributes to the literature on the effect of infrastructure upgrades,
specifically on the upgrade of telecommunication infrastructure. Waverman and
Röller (2001) were some of the first to estimate the causal effect of telecommuni-
cation infrastructure investment on growth. Using data for 21 OECD countries
for the period from 1970 to 1990 and estimating a structural model, they find

3In Germany, the largest network provider at that time was the state-owned Deutsche
Bundespost, which had universal service as its motivating force.
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a significant positive effect that is especially strong when there is a high pen-
etration of the technology. Czernich et al. (2011) also use data from OECD
countries, but analyze them for the period from 1996 to 2007. Using an in-
strumental variable approach, they find that a 10 percentage point increase in
broadband Internet penetration has a positive effect of up to 1.5 percentage
points in annual per capita growth.

However, not all infrastructure investments have such positive outcomes. While
Aschauer (1989) finds huge returns to public infrastructure investments, his
study also initiated serious discussion of the problems of common time trends
and reverse causality when estimating their effect on growth. Later studies
show that when these issues are accounted for, the positive effect found by
Aschauer almost vanishes.4 Therefore, policymakers must take care in deciding
which infrastructure investments to subsidize. For example, when should we
let the market take its course and let investments be channeled to areas with
the highest demand? Alternatively, for what type of infrastructure are public
returns credibly expected to be high enough to justify investment subsidies?
Fogel (1962) famously argues that the century-old river network in the United
States was more effective for economic development than the more modern
railroad network that was heavily supported by the government. Fernald (1999)
finds that large road infrastructure investments in the United States led to an
one-time productivity boost in the 1950s and 1960s. On the margin, however, he
does not find that road infrastructure investments are especially productive. In
a recent study, Banerjee et al. (2012) find that new transportation infrastructure
in China had no effect on per capita GDP growth for regions that were quasi-
randomly connected to the transportation network.

While Fernald (1999) raises the important question of whether an upgrade in
infrastructure has effects comparable to a first build-up of the same infrastruc-
ture, Banerjee et al. (2012) cast doubt on the notion that new infrastructure is
beneficial even in areas where there is no immediate demand. By using spatially
fine-grained data, this paper finds that an upgrade in mobile Internet infrastruc-
ture led to a change in usage of the infrastructure. This can be seen as the basic
condition for the infrastructure to have an economic effect, even in areas where
there was low initial demand.

4For an overview of the discussion see Munnell (1992)
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2 Data

To estimate the effect of the upgrade from 2G to 3G on usage of the local online
service Qype, I use data from five different sources. First, I use a dataset of
105,954 restaurants in Germany that are listed on Qype. Qype was founded in
2006 and describes itself as Europe’s largest user-generated reviews platform.5

According to the company, the platform is used by 25 million unique users every
month and more than 2 million users actively contribute by writing reviews.6

The Qype app for the iPhone is consistently ranked as one of the top apps in
the travel category of the Apple Appstore7 in Germany. In October 2012, Qype
was acquired by its larger US competitor Yelp.8

To get a sense of how location-based review platforms like Qype work, it is useful
to take a look at how users experience them on mobile devices. Figure 1 shows
screenshots from the Qype iPhone app. Apps for other operating systems,
such as Android or Blackberry, work in a very similar way. In a first step,
the user chooses what to search for. In addition to restaurant reviews, Qype
offers customer reviews of all sorts of businesses, including hotels, hairdressers,
and doctors. In the first screenshot of Figure 1, the blue dot represents the
user’s current position and the red pins represent restaurants near to the user.
When one of the red pins is tapped, the name of the respective restaurant is
shown. When it is tapped again, the app presents the second screenshot in
Figure 1. From here, the user can access detailed information such as photos,
the restaurant’s address, its average user rating, its phone number, and its web
address. The third screenshot of Figure 1 shows all restaurant reviews that
were written by previous customers. In addition to the text of the review,
the app displays the star rating received by the restaurant from the review’s
author.

n addition to the information from the screenshots, I use many other restaurant
characteristics, such as type of cuisine, possibility of booking a table online, and
whether the restaurant actively promotes itself on Qype. Since every restaurant
needs to be geocoded, I remove 1,778 restaurants with invalid addresses from
the sample. Figure 2 shows the spatial distribution of the sample of restaurants.
It is not surprising that there are fewer restaurants in the less densely populated
eastern part of Germany, and there is, of course, a certain amount of clustering
of restaurants in cities.

I combine this restaurant dataset with a database of 516,716 Qype customer
reviews for all restaurants in Germany. Out of the 104,176 restaurants with
valid addresses, 67,693 received at least one review on Qype. On average, ev-
ery restaurant in the sample received 4.96 reviews. Of those restaurants that
received at least one review, the average is 7.63 reviews. As there is still a great
deal of heterogeneity between the restaurants in the sample, I restrict the sample
to those restaurants that had at least one review in 2008. This restriction is very
important as the year 2008 marked the beginning of the smartphone app and
mobile Internet hype. Apple’s Appstore for the iPhone was introduced in July

5http://www.qype.co.uk/impressum
6http://de.press.qype.com/2012/09/10/eine-neue-dimension-fur-unternehmen-auf-qype/
7http://www.appannie.com/app/ios/299229792/ranking
8http://officialblog.yelp.com/2012/10/welcoming-qype-to-the-team.html
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20089 and the first phone with the Android operating system was introduced
three months later.10 Before 2008, third-party apps were available for very few
mobile phones and their installation was quite complicated. By restricting the
sample to restaurants that had at least one review in 2008, I ensure that all
25,340 restaurants in the sample had customers who were using Qype in the
early days of the service. Restaurants that are only frequented by non-adopters
are not considered in the remainder of my analysis.

I also merge the dataset of restaurants with some additional municipal-level
data. From the Breitbandatlas Deutschland, I merge information on the dif-
fusion of several Internet access technologies. The Breitbandatlas is an annual
survey conducted by the German Ministry of Economics and Technology. All
German mobile and fixed-line Internet providers are asked how much of the
population in a specific municipality they cover with different broadband Inter-
net technologies. The information from all Internet providers is then aggregated
and the resulting dataset informs about the share of inhabitants in a munici-
pality that has access to a certain Internet access technology. For this study,
I am interested in DSL coverage as well as 3G in the year 2008. I also merge
information from the German Federal Statistical Office on the population and
the area of every municipality.

To obtain information about 3G coverage at a specific location, I use a unique
dataset of all cellular antennas in Germany. This dataset includes 510,210 an-
tennas on 73,291 antenna masts. Every antenna mast has several antennas,
even if there is only one technology installed by one provider. For example,
in order to cover a specific area with 3G, a network provider would need to
install several antennas aimed in different directions on the same mast so that
a large area is covered by the signal. In Germany, most network providers use
their own masts. In fact, until a few years ago, the German regulator did not
allow network providers to share an antenna mast. But even today, colloca-
tion of several providers on the same antenna mast is more the exception than
the rule. Figure 3 shows the spatial distribution of all antenna locations in
Germany. As expected, antenna density is highest in large cities, but because
network providers need to cover even very remote areas, there is virtually no
region without antennas.

As the variation I am going to exploit for identifying the causal effect of 3G cov-
erage is based on absorption of the 3G signal by obstacles like hills or forests, I
also use a digital surface model (DSM). A surface model is a digital representa-
tion of the world’s surface, including all objects on it. With the help of a DSM it
is possible to determine the height of the surface at any point on the globe. One
of the most advanced DSMs is the Shuttle Radar Topography Mission (SRTM),
which dates back to a space mission in 2000. The mission was a joint project
by NASA, the National Geospatial-Intelligence Agency, and the German and
Italian Space Agencies. During the mission, the Space Shuttle Endeavour used
a 60-meter-long mast and two special radar systems to scan the whole world
from space (Farr et al., 2007). For every arcsecond, which corresponds to an
area of 30 square meters, the radar determined the height of the surface. As the
raw data contain some voids and some empty cells, I use the SRTM data pre-

9http://pogue.blogs.nytimes.com/2008/07/11/a-first-look-at-the-iphone-apps-store/
10http://www.gsmarena.com/t mobile g1-2533.php
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pared by the CGIAR Consortium for Spatial Information (Jarvis et al., 2008).
The data has a resolution of 3 arcseconds which corresponds to cells of approx-
imately 90 square meters. Figure 4 shows a map section of the SRTM data
for an area in southern Germany. The heights of the surface are visualized in
a three-dimensional way. On the map, antenna locations are marked with red
dots.

A special focus of this paper is on the effect of an upgrade to 3G in rural areas.
Using administrative data at the county or municipality level to determine the
rurality of a location would be problematic for this study. Larger counties with
densely populated centers but vast areas of underpopulated land are bound to be
misleadingly classified when administrative borders are used as a reference sys-
tem. Therefore, I use a much more finely-grained population density measure.
To determine whether a restaurant is located in a populated area, which might
also be the center of a less densely populated municipality, I use data from a de-
tailed population density grid created by the Joint Research Center (JRC) of the
European Commission. The grid was created by desegregating administrative
population data at the municipality level with the help of the CORINE Land
Cover map, which provides information on whether a given square kilometer of
the surface is populated or not(Gallego, 2010). By interpolation, the population
density of a municipality is then broken down into a 1-hectare grid. Figure 5
depicts the population density in the area surrounding Munich. I define areas
with a population density of less than 2,500 inhabitants per square kilometer as
rural. These areas are marked as dark and grass green in Figure5. Areas that
are marked in shades of red, orange, and yellow are defined as urban.

As figure 5 shows, many areas commonly classified as rural according to ad-
ministrative data have relatively densely populated centers that fall into the
urban classification used in this paper. This is the case because administrative
boundaries are wider in rural areas and when the population is averaged across
a large area of land, its density is considerably underestimated in the center. For
mobile network operators, these urban centers of rural areas can be profitable
since the installation cost per user can be as low as in cities if one antenna mast
covers enough of the population. Conversely, the outskirts of cities are often
classified as highly urban according to administrative data, but are more likely
to be classified as rural according to the definition used in this paper. For mobile
network operators, antenna locations are chosen based on the population that
can be reached in the immediate surroundings of the antenna. If few people live
on the outskirts and the city center is already well covered by other antennas,
operators may find it less profitable to install antennas in the outskirt area. The
fine-grained population density data are therefore appropriate for the analyses
in this paper.

Table 1 presents some descriptive statistics for the restaurant data. The first
variable indicates the number of antenna masts within 10 kilometers of a restau-
rant. This variable is important as it ensures that it is not the density of the
network that drives the clear line of sight to an antenna. The high mean of over
422 masts indicates that usually antenna masts are located quite close to each
other. Practically speaking, beyond 10 kilometers, cellular reception is very un-
likely. The second variable indicates the distance to the closest antenna mast
in kilometers. Like the first variable, this one serves as an important control
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for the antenna network. It also captures the centrality of a restaurant if we
assume that antennas are located in central locations. The next few variables
come from the Federal Statistical Office and the Breitbandatlas, as described
above. Note that DSL and 3G coverage are expressed as percentage values that
relate to the population in a municipality rather than the geographic area of
a municipality. All the other variables are restaurant characteristics obtained
from Qype. The web variable indicates whether there is an url for a restaurant
website on Qype. The rank variable refers to the rank of a restaurant based on
its rating compared to other restaurants in the same city. The booking variable
indicates whether it is possible to book a table at the restaurant online. Author
experience denotes the cumulated number of reviews that authors who reviewed
the restaurant wrote. If the number is high relative to the number of reviews
for a restaurant, this could indicate that the restaurant is more frequently vis-
ited by experienced Qype users. The last variable denotes the year that the
restaurant received its first review on Qype. Since the sample is restricted to
restaurants that had at least one review in 2008, it is not surprising that the
average restaurant in the sample received its first review almost a year prior to
that date.

3 Empirical Model and Results

This paper investigates the relationship between an upgrade in the mobile In-
ternet infrastructure and usage of the local online service Qype. In a first step, I
investigate whether restaurants located in areas with 3G coverage receive more
customer reviews than restaurants in areas without 3G reception. As a proxy
for 3G coverage, I use a dummy that indicates whether there is a clear line of
sight between the immediate surroundings of a restaurant and a mobile network
antenna. Due to its frequency, the 3G signal is very sensitive to being blocked by
obstacles. If there is no clear line-of-sight due to hills, forests, or large buildings,
chances of a reasonably good 3G reception drop significantly.

I estimate the following model:

yi = β0 + β1visibilityi + β2Xi + β3Ri + β4typei + β5countyi + εi

where yi is the number of reviews that a restaurant i received. visibilityi rep-
resents the aforementioned dummy and takes the value 1 when there is a clear
line-of-sight between the area surrounding a restaurant and any antenna mast
within a radius of 10 km. Antennas at a distance of more than 10 km are
highly unlikely to provide a strong enough 3G signal. Vector Xi includes a set
of characteristics of restaurant i, namely dummies that indicate whether the
restaurant actively uses Qype for promotional purposes, whether there are pho-
tos of the restaurant available on Qype, whether it is possible to book a table
at the restaurant online, whether there is a link on Qype to the restaurant’s
website, and whether there is a phone number for the restaurant available on
Qype. Xi also includes the average star rating of restaurant i, its Qype ranking
within its municipality, the year in which the restaurant received its first re-
view, and the accumulated experience of all authors who wrote reviews for the
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restaurant. The latter is measured by the sum of all reviews that were written
by the respective author. Vector Ri includes regional characteristics such as the
population and area of the municipality in which restaurant i is located. typei
is a set of more than 80 dummies that indicate the kind of cuisine or if cuisine
is not applicable, the kind of establishment, for example, a snack bar or a fast
food restaurant.

Table 2 presents results of the multivariate regression described above. The first
line reveals that the visibility of an antenna is strongly positively associated with
the number of reviews. In itself, this is not too surprising as the probability of a
clear line of sight increases with the number of antennas in an area. However, in
Column 2 I control for the number of antennas within a radius of 10 km around
the restaurant. This is a good proxy for the mobile network density in the area.
In Column 3, I also control for the distance to the closest antenna. The negative
coefficient shows that restaurants that are closer to the next antenna receive
more reviews. Holding both the network density and the distance to the closest
antenna constant, restaurants that do not have any obstacle between them and
an antenna still receive significantly more reviews than restaurants with less
favorable topographic conditions. The results remain robust to controlling for
the population and size of the municipality. In the last column, I control for the
share of the population that was covered by DSL and 3G in the municipality in
2008. The small size of the 3G coefficient, especially compared to the coefficient
in the first row, shows that the visibility dummy captures a different, presumably
more location-specific, variation than the 3G variable. Interestingly, the share of
population with DSL availability is not significantly associated with the number
of reviews received by a restaurant. This underlines the relevance of mobile
Internet for usage of Qype.

Table 3 shows regressions with the same dependent variable as in table 2 but
including a set of restaurant-specific controls. The second line shows that restau-
rants that advertise their Qype profile page and provide additional promotional
information receive a greater number of reviews. This might, to some extent,
be driven by selection, since restaurant owners who use Qype for advertising
purposes may have different customers than restaurant owners who use other
means of advertising. But it could also indicate that additional information
provided by the restaurant owner increases the number of reviews the restau-
rant receives. The availability of at least one photo is also strongly associated
with more reviews. Photos can be submitted either by the owner and/or by
customers. Two out of three restaurants have photos on their Qype profile, but
only about every fourth restaurant has additional information provided by the
owner. It is surprising that the number of stars a restaurant is given is negatively
associated with the number of reviews it receives. This means that receiving
more reviews can result in a worse rating. One reason for this could be that
dissatisfied customers have more of a tendency to write a review than do people
who have had an enjoyable experience. Another explanation could be that the
rating of restaurants with very few reviews is positively biased. Anderson and
Magruder (2012) speculate about the incentives of restaurant owners to game
online review platforms. They note that having fewer reviews makes it is easier
to influence the rating with a fraudulent review. As the number of legitimate
reviews increases, more effort is needed to game the system. Since reviews can
be submitted only by registered Qype users, it also becomes increasingly suspi-
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cious if many reviews are submitted by reviewers with little experience. Wang
(2012) describes how review platforms try to detect fraud by restaurant owners.
Nevertheless, the negative association between the rating and the number of re-
views is sizable and persistant across all estimations in this paper. In Column
4, more than 80 restaurant type dummies are added. This means that even if
Japanese restaurants are only compared to other Japanese restaurants or snack
bars are compared only to other snack bars, the association between reviews
and visibility remains robust. This is also the case when including regional
municipality-level characteristics as well as county-fixed effects in Columns 5
and 6. Having a clear line of sight between the restaurant and an antenna is
associated with 0.4 more reviews per restaurant.

In table 2 and 3, the dependent variable is the total number of reviews submitted
for each restaurant. However, Qype users can submit reviews not only via
a smartphone app, but also through the website. One could argue that 3G
coverage should affect only those reviews that were submitted via smartphone
app, but there are several reasons why this may not be the case. First, some
smartphone users might not want to install the app and so use the website
instead. For users of tablets, such as the iPad, the website is actually the only
option for submitting a review since Qype does not offer tablet apps. It is also
likely that some people use their mobile devices to find a restaurant and then
write a review of it on a desktop PC, perhaps due the latter’s larger keyboard.
Even if the reviews submitted via apps and the reviews posted on the website
are both affected by 3G coverage, it makes sense to shift focus from all reviews
to the share of reviews submitted via apps because by focusing on the share
of mobile reviews, I am implicitly controling for restaurant-specific Internet
trends. Let us assume that a restaurant owner discovers the revenue-enhancing
potential of the Internet, sets up a facebook page, and starts advertising on
Google. This activity might induce some Internet users to visit the restaurant
and subsequently leave a review on Qype. If owners of restaurants with 3G
coverage are more likely to discover the potential of the Internet, this could bias
my results concerning the total number of reviews. It should not, however, affect
the share of reviews submitted via smartphones. The effect on reviews submitted
via smartphone and the effect on reviews submitted through the website should
be the same. Table 4 therefore presents results for the share of reviews that were
submitted via a smartphone app out of all reviews as the dependent variable.
The small size of the point estimates reflects that the measurement unit is now
percentage points instead of number of reviews. Nevertheless, the coefficients
in the first three columns are still surprisingly low. They remain statistically
significant, however, even after including all controls and fixed effects.

The last three columns of table 4 show regressions for a reduced sample of
restaurants in rural areas. As described above, I use a very fine-grained defi-
nition of rurality that is based on the 1-ha population density grid depicted in
Figure 5. The restricted sample includes about 5,500 restaurants. Columns 4-6
show that in this rural sample, the association between visibility and the share
of mobile reviews is actually stronger than in the full sample. One explanation
for this stronger relationship could be the variation in the visibility variable,
which is stronger in the countryside. The high density of antennas in urban
areas reduces the probability that the 3G signal is blocked by obstacles. Even if
the visibility dummy indicates that there is no clear line-of-sight, there might be
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cases in which 3G is still available. In rural areas, however, hills and forests are
much more likely to completely block the signal. The clear-line-of sight dummy
might therefore be more reliable in the countryside. Another explanation could
be that review platforms like Qype play a relatively more important role in
rural areas. If information about restaurants can be more easily obtained in
cities, potential customers may be more likely to find a restaurant without the
assistance of their smartphone. Tourist guides, for example, often provide lists
of restaurants and tourists could write a review of a restaurant after they return
home, all without the need for 3G. It is also remarkable that the R-squared of
the estimations is much higher in the rural sample. The share of mobile reviews
can be better explained by visisbility and the other observables for restaurants
in rural areas.

To identify the causal effect of 3G coverage, I estimate a difference-in-difference
model where I compare restaurants with and without a clear line of sight before
and after mobile Internet became a mass phenomenon. The reasoning behind
this strategy is that given the antenna density in an area and the distance to the
next antenna, a clear line of sight was not important in the 2G world. Before 3G
reception became important to consumers, the visibility of an antenna should
not have had an impact on usage of local online services like Qype. With the
growing popularity of 3G-enabled phones, mobile websites, and smartphone ap-
plications, 3G availability became important to smartphone users. Even though
all 3G smartphones can be used on 2G networks, using mobile Internet with-
out 3G means considerable waiting times when accessing online services. For
example, loading pictures or maps without 3G can be a very time-consuming
undertaking.

For many reasons, 2008 was the year in which 3G started to become a tech-
nology for the masses. Two corporate events fueled the popularity of 3G. Most
importantly, in July 2008, Apple introduced its iPhone 3G, arguably the de-
vice that contributed the most to the mobile Internet revolution. In the same
month, Apple opened its App Store, which allowed users to install third-party
applications. Before Apple revolutionized the way online content is consumed
on mobile phones, many in the industry believed a ”new version” of the In-
ternet was needed before a breakthrough in mobile Internet would be possible
(West and Mace, 2010). After Apple’s success, the competition followed suit and
the first Android phone was introduced in October 2008. In the same month,
Google opened a competing app store, the Android Market. It would be naive
to assume that it was only the devices themselves that changed the paradigm
of mobile Internet. In fact, it was the combination of modern devices like the
iPhone, smartphone apps that deliver online content optimized for small touch
screens, and the 3G broadband network that led to the popularity of mobile
Internet.

Figure 6 shows the data volumes in the German mobile network. In line with
the discussion above, the amount of data sent over the network was negligible
before 2008. Between 2008 and 2010, however, the data volumes increased by
almost a factor of six. For the difference-in-difference setting, I therefore use
2008 as the base year in which 3G started to become attractive for the average
consumer. The year 2012 is used as the post-treatment period in which the
infrastructure upgrade from 2G to 3G was available for most consumers.
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I estimate a difference-in-difference model of the following form:

yit = β0+β1visibilityi+β22012t+β3(visibilityi×2012t)+β4Xi+β5Ri+β6typei+β7countyi+εi

where 2012t is a dummy that is 0 in 2008 and 1 in 2012. visibilityi × 2012t is
the interaction term for visibility in 2012, meaning it becomes 1 for having a
clear line-of-sight to a cellular antenna in the period when 3G is relevant. Note
that for 2G coverage, visibility did not play a major role and we can assume
that virtually all restaurants were covered by 2G in 2008.

Figure 7 shows how many reviews restaurants with and without a clear line of
sight received between 2005 and 2012. Until 2007, there were very few reviews
at all, but from 2008 onward, the number increased dramatically. This can
be explained by the amount of value added to the service by the advent of
smartphone apps. Before, Qype could be used only on a PC and thus was of
limited use in finding restaurants on the go. What can also be seen in Figure 7,
is that it is only from 2008 onward that the development between restaurants
with and without visibility diverged. This indicates that the parallel trend
assumption holds. While both types of restaurants had a steep increase in the
number of reviews, the increase was steeper for those restaurants with a clear
line of sight to the next cellular antenna.

Table 5 confirms the observations from figure 7 and shows the results of the
difference-in-difference estimation described above. The interaction term in the
first line shows that those restaurants with a clear line of sight received signif-
icantly more reviews than restaurants without a clear line of sight, even after
controlling for a common underlying trend. Column 1 shows the baseline esti-
mation, which is an analog to Column 1 in Table 3. The coefficient in the first
row is similar to the visibility coefficient in Table 3. Columns 2-5 show that
the coefficient remains quite stable when the same sets of controls from before
are added. In Column 6 of Table 5,restaurant-fixed effects are added to the
estimation. This eliminates any restaurant-specific characteristics that might
have influenced the number of reviews a restaurant received. The interaction
term in the first line remains statistically highly significant. Columns 7-8 show
results for the rural-area sample. The smaller point estimates in rural areas
reflect that restaurants in cities have a higher total number of reviews.

To better compare the magnitude of the coefficients in urban and rural areas,
it is useful to return to a relative measure. Table 6 shows regressions for the
share of mobile reviews as the dependent variable. In contrast to Table 5, the
point estimates are now larger in rural areas. Although a 2 percentage point
increase in the mobile review share does not seem very large, the mean share of
mobile reviews is only 20 percent. The effect of the infrastructure upgrade on
the mobile usage of Qype is therefore not negligible.

4 Conclusions

This paper provides evidence that upgrading the mobile Internet network from
2G to 3G influenced usage of a local online service. Specifically, data from the
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review platform Qype show that restaurants in areas with 3G receiption receive
more reviews than restaurants in areas without 3G. By exploiting technical
differences between 2G and 3G signals in regard to their absorption by different
kinds of terrain, the effect of the infrastructure upgrade can be interpreted as
causal. In addition to the total number of reviews, also the share of those
reviews written on a mobile phone has increased in areas with 3G. For rural
areas, the results are even stronger, indicating that infrastructure upgrades can
influence usage of the infrastructure even if the initial demand for the upgrade
is relatively low. Given a change in usage, economic effects are likely to follow.
For example, Anderson and Magruder (2012) show the economic importance of
review platforms for restaurants. The local online service analyzed in this paper
is only one of many applications that are becoming increasingly important for
local businesses. If an upgrade of the infrastructure impacts their usage, there
could be important economic consequences.

13



References

Anderson, M. and J. Magruder (2012): “Learning from the Crowd: Regres-
sion Discontinuity Estimates of the Effects of an Online Review Database,”
The Economic Journal, 122, 957–989.

Aschauer, D. (1989): “Is public expenditure productive?” Journal of mone-
tary economics, 23, 177– 200.

Banerjee, A., E. Duflo, and N. Qian (2012): “On the Road: Access
to Transportation Infrastructure and Economic Growth in China,” NBER
Working Paper 17897.

Czernich, N., O. Falck, T. Kretschmer, and L. Woessmann (2011):
“Broadband Infrastructure and Economic Growth,” The Economic Journal,
121, 505–532.

Farr, T. G., P. A. Rosen, E. Caro, R. Crippen, R. Duren, S. Hensley,
M. Kobrick, M. Paller, E. Rodriguez, L. Roth, D. Seal, S. Shaf-
fer, J. Shimada, J. Umland, M. Werner, M. Oskin, D. Burbank,
and Douglas Alsdorf (2007): “The Shuttle Radar Topography Mission,”
Reviews of Geophysics, 45.

FCC (2011): “Report and Order and Further Notice of Proposed Rulemaking
11-161,” .

Fernald, J. G. (1999): “Roads to Prosperity ? Assessing the Link Between
Public Capital and Productivity,” The American Economic Review, 89, 619–
38.

Fogel, R. (1962): “A quantitative approach to the study of railroads in Amer-
ican economic growth: a report of some preliminary findings,” Journal of
Economic History, 22, 163–197.

Gallego, F. J. (2010): “A population density grid of the European Union,”
Population and Environment, 31, 460–473.

Jarvis, A., H. I. Reuter, A. Nelson, and E. Guevara (2008): “Hole-
filled SRTM for the globe, Version 4. CGIAR-CSI SRTM 90m Database,”
International Center for Tropical Agriculture, Cali, Columbia.

Klemens, G. (2010): The Cellphone: The History and Technology of the Gad-
get That Changed the World, Jefferson, N.C.: McFarland & Company.

Munnell, A. H. (1992): “Infrastructure Investment and Economic Growth,”
Journal of Economic P, 6, 189–198.

Nolen, P. and S. Klonner (2010): “Cell Phones and Rural Labor Mar-
kets: Evidence from South Africa,” Proceedings of the German Development
Economics Conference, Hannover 2010, No. 56.
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Table 1: Descriptive Statistics

mean sd min max N

antennas 10km 422.18 485.68 2 1978 25340
distance closest 3.61 5.08 0 93 25340
population 372.79 307.70 35 1260 23359
area 0.70 0.56 0 3 23359
DSL share 90.97 8.70 0 99 23359
3G share 93.94 21.30 0 100 23359
claimed 0.23 0.42 0 1 25340
photo 0.66 0.47 0 1 25340
phone 0.95 0.22 0 1 25340
stars 3.85 0.83 0 5 25340
web 0.48 0.50 0 1 25340
rank 52.71 105.35 1 2448 25340
booking 0.05 0.23 0 1 25340
author experience 94.23 150.44 1 2782 25340
review first 2007.36 0.78 2005 2008 25340
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Table 2: The number of reviews received by a restaurant and the visibility of a
cellular antenna mast

(1) (2) (3) (4) (5)

visibility 3.9050∗∗∗ 1.2073∗∗∗ 0.6810∗∗∗ 0.5498∗∗∗ 0.4848∗∗

(0.2645) (0.2388) (0.2476) (0.1978) (0.1978)

antennas 10km 0.0172∗∗∗ 0.0167∗∗∗ 0.0188∗∗∗ 0.0185∗∗∗

(0.0004) (0.0004) (0.0009) (0.0009)

distance closest -0.1973∗∗∗ -0.1196∗∗∗ -0.0919∗∗∗

(0.0135) (0.0115) (0.0113)

population -0.0008 -0.0007
(0.0007) (0.0007)

area -0.3720∗∗ -0.3753∗∗

(0.1859) (0.1877)

DSL share 0.0137
(0.0085)

3G share 0.0154∗∗∗

(0.0019)

N 24051 24048 24048 23486 22716
R2 0.007 0.178 0.180 0.154 0.156

Dependent variable: number of reviews until 2012.

Ordinary least squares (OLS) estimations with robust standard errors clustered at the

municipality level in parentheses.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Figure 1: Screenshots

Figure 2: Restaurants
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Figure 3: Antennas

Figure 4: Digital Surface Model (DSM) and antenna locations
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Figure 5: Disaggregated population density in the area around Munich

Figure 6: Data volumes in the German mobile network
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Figure 7: Number of reviews by visibility
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