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Abstract

We examine the impact of CDS protection on lending relationships and efficiency.

CDS insulate lenders against losses from forcing borrowers into default and liquidation.

This improves the credibility of foreclosure threats, which can have positive implica-

tions for borrower incentives and credit availability ex ante. However, lenders may also

abuse their enhanced bargaining power vis–à–vis borrowers and extract additional sur-

plus in debt renegotiations. If this hold up threat becomes severe, borrowers will be

reluctant to agree to debt maturity designs or control right transfers that would have

been optimal in the absence of CDS protection. The introduction of CDS markets

may then ultimately tighten credit constraints and be detrimental to welfare.
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1 Introduction

The credit risk transfer market, and the market for credit default swaps (CDS) in partic-

ular, experienced a spectacular rise and fall over the past two decades. Similar to other

risk transfer instruments, CDS can facilitate efficient risk sharing and as such expand the

extension of credit to the real sector and enhance welfare. However, CDS also can have

costs.1 Critics point to, among other things, problems arising from the opaqueness of CDS

markets, the potential negative effect on banks’ monitoring incentive, and lenders’ reduced

incentive to support their borrowers in difficult times when being protected against losses

from default.2 While the debate about the costs and benefits of CDS is a long–standing

one, it recently became more intense in the wake of the ongoing financial crisis.

Against this background, the aim of the present paper is to analyze the impact of CDS

protection on lending relationships and credit market efficiency. We do so in the context of

a simple model where loan performance is subject to borrower moral hazard. Our starting

point is the observation that CDS protection can make lenders tougher in debt renegotia-

tions. By insulating lenders against losses from default, CDS protection improves lenders’

threat point payoff from letting renegotiation fail and forcing borrowers into default and liq-

uidation. We argue that lenders’ enhanced bargaining power through CDS protection can

have positive or negative implications for borrower incentives ex ante. On the one hand,

faced with a more credible threat of foreclosure, borrowers may have an incentive to act less

opportunistically in an attempt to make it less worthwhile for their lenders to exercise fore-

closure threats. On the other hand, lenders could abuse their enhanced bargaining power

and extract excessive rents in debt renegotiations. If this hold up threat becomes severe,

it could override the aforementioned disciplining effect. The introduction of CDS markets

may then ultimately tighten credit constraints and be detrimental to welfare.

In our base model without CDS protection, a penniless owner–manager run firm needs

to borrow funds from a lender for a project. The likelihood of project success depends on

the borrower’s non–contractible effort and the realization of exogenous uncertainty. This

1See Stulz (2010) for an account of the debate and a nuanced discussion of the costs and benefits of CDS.
2See, e.g., Scott–Quinn and Walmsley (1998) and, more recently, Hu and Black (2008) who coined

the term “empty creditor” problem to describe situations where protected lenders have limited economic

exposure to borrowers while at the same time holding important liquidation and restructuring rights.
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exogenous uncertainty is resolved at an interim stage before project maturity. In bad states

of the world, it is efficient to close down the project at the interim stage and liquidate assets

in place. However, early termination is privately costly for the borrower. Therefore, if the

lender did not have the unilateral right to terminate the project he would have to share

the liquidation proceeds with the borrower to overcome her aversion against early closure.

As the lender would receive less in bad states of the world, he would demand a higher

interest rate. This would be inefficient as it would entail an additional distortion of the

borrower’s incentive to exert effort. Short–term debt financing allows the parties to resolve

this problem. With short–term debt, the lender can simply force default at the interim

stage by not rolling over debt, which in turn entitles him to seize project assets.

Suppose now that the lender has the possibility to purchase a CDS vehicle that would

entitle him to receive a payout in the event of default and liquidation. What happens at

the interim stage? In bad states of the world, the lender will force default and liquidation,

as above. He will also reap the protection payout. In exchange, he pays the protection

seller a fair premium upfront. So in bad states of the world nothing much changes. The

key observation is that CDS protection may change the terms of trade in good states of

the world where continuation is efficient. As CDS protection rewards the lender for forcing

default, the lender will be less inclined to let the borrower continue even if doing so would

be efficient. Knowing this—and anticipating the lender’s CDS trade—the borrower may be

inclined to work harder in an attempt to make it less worthwhile for the lender to exercise the

termination threat. In other words, CDS protection can have a desirable commitment effect

on borrower incentives. In the absence of CDS protection, the lender will be reluctant to

terminate the borrower’s project following opportunistic behavior as part of his investment

outlay will be sunk at the interim stage. CDS protection resolves this credibility problem

by effectively rewarding the lender for exercising the termination threat.

However, CDS protection also has a cost: it may enable the lender to extract additional

surplus even if the borrower sticks to her side of the bargain and exerts efficient effort. If this

ex post hold up threat becomes sufficiently severe the borrower’s incentive to exert effort

will be severely stifled. This, in turn, will make the lender unwilling to finance the project

with short–term debt in the first place. The parties will have to resort to “covenant–lite”

long–term debt under which the lender is not entitled to force pre–mature liquidation. Yet,
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covenant–lite long–term debt is inefficient as in bad states of the world the lender will have

to share the liquidation proceeds with the borrower to overcome her aversion against early

project closure. Due to this inefficiency, long–term debt financing may not be feasible either.

As a result, financial innovation—the introduction of a “CDS technology”—may, in extreme

cases, lead to a breakdown of the credit market.

The excessive rent extraction problem of credit protection would not arise if the lender

could credibly commit to abstain from taking more than some “desired” level of protection.

One can think of several circumstances where such a commitment could be feasible. First,

CDS protection might be contractible between lenders and borrowers. In practice, how-

ever, this is unlikely to be the case due to CDS market opaqueness and limits to complete

contracting. Second, lenders could be required to disclose CDS trades. As we will show in

Section 4, mere observability of CDS trades to borrowers may be sufficient to achieve com-

mitment. Third, debt renegotiation may not be feasible due to bargaining imperfections. In

the presence of ex ante uncertainty about the feasibility of renegotiation, taking “excessive”

protection may be suboptimal for the lender as it may entail a prohibitively high premium.

This is because protection sellers are willing to advance protection against relatively low

premia only if they can be assured that termination threats are ultimately not exercised in

states of the world where continuation is efficient. Yet, if the lender’s level of protection is

excessive and debt renegotiation where the lender could sort out matters with the borrower

turns out to be infeasible, the project will be terminated not only in bad states of the world

but also in good states. This will result in a very high premium, which in turn deters the

lender from taking excessive protection in the first place.

Our analysis yields several empirical implications. In our model, firms with relatively

low levels of asset tangibility and firms where debt renegotiation is more cumbersome are

more prone to benefit from CDS protection. To the extent that debt renegotiation is more

difficult at large firms—i.e., firms that often have relatively complex and dispersed financial

structures—this may suggest that the benefits of CDS protection could be confined to

relatively large firms, as documented by Hirtle (2009). The analysis also has implications

for loan contract design. Borrowers that would suffer from the excessive rent extraction

problem of CDS protection should be reluctant to agree to debt maturity designs and control

right transfers that would enable their lenders to impose foreclosure threats in the first
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place. Following the introduction of CDS markets, one would thus expect a lengthening a

debt maturities across the cross–section of borrowers. This appears to be consistent with

empirical evidence reported in Saretto and Tookes (2012).

This paper complements a growing literature on the corporate finance implications

of credit derivatives and credit risk transfer at large.3 Pennacchi (1988), Carlstrom and

Samolyk (1995), Gorton and Pennacchi (1995), Morrison (2005), Marsh and Wagner (2006),

and Parlour and Plantin (2008), among others, analyze credit risk transfer in models where

lenders are subject to institutional risk aversion due to capital constraints or financial dis-

tress concerns. In these models, risk transfer can facilitate efficient risk sharing and diver-

sification. Part or all of these benefits may accrue to the real sector in terms of improved

access to credit and lowered funding costs. The downside of risk transfer is that it may

undermine lenders’ incentive to perform monitoring or other value–enhancing activities. A

key policy insight of this literature is that efficient risk transfer requires lenders retaining

sufficient economic exposure to their borrowers (“skin in the game”). One contribution of

our paper relative to this literature is to show that risk transfer can have benefits even when

the traditional motive for risk transfer due to lender risk aversion plays no role. Duffee and

Zhou (2001) study risk transfer vehicles in an adverse selection context. In their model,

CDS provide more flexibility than loan sales in terms of minimizing adverse selection costs

of risk transfers. Chiesa (2008) develops a model where banks’ monitoring effort is par-

ticularly worthwhile in economic downturns, as a result of which debt financing of banks

is suboptimal in her setting. She shows that securitization can implement welfare opti-

mal bank capital structures, provided banks retain first–loss positions and regulators put

stringent capital requirements. Allen and Carletti (2006) analyze risk transfer in a model

with potential for inter–sector contagion. Depending on the nature of liquidity shocks, risk

transfer can be welfare–enhancing or detrimental to welfare. In the latter case, risk transfer

may increase the risk of crisis and lead to contagion.

The disciplining effect of credit protection proposed in this paper is also central to a

number of more recent papers. Goderis and Wagner (2005) embed CDS into a model of

sovereign debt default and restructuring. Credit protection lowers ex ante debtor moral

3There also is an emerging general equilibrium literature studying the impact of CDS on asset prices.

See, among others, Geanakoplos (2009), Che and Sethi (2010), and Fostel and Geanakoplos (2011).
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hazard, but it may also be detrimental to crisis solution by making restructuring more

difficult. Sambalaibat (2011) too argues that CDS can alleviate debtor moral hazard, but

he also shows that the existence of “naked buyers” in the protection market may impede

this disciplining effect, in particular when the protection market is imperfectly competitive.

Bolton and Oehmke (2011) show that CDS can help to reduce the incidence of strategic

default. However, lenders will “overinsure” in equilibrium, giving rise to an inefficiently

high incidence of bankruptcy. Our model instead emphasizes the hold up threat introduced

by CDS protection and its effect on borrower incentives and credit availability ex ante.

Campello and Matta (2012) develop a model examining CDS contracts when restructuring

is costly and investment is subject to moral hazard. Their analysis shows how the state of

the economy influences the demand for CDS and how CDS contracts affect the supply of

credit over the business cycle. Their analysis also shows that banning CDS “overinsurance”

can be detrimental to welfare. Matta (2011) examines optimal financing policies in the

presence of CDS when lenders have different exposures to borrowers’ risk. In his model,

credit protection benefits safe borrowers and harms risky ones.

Our paper also relates to Rajan’s (1992) seminal work on debt maturity design and hold

up threats in lending. As in our model, short–term debt can facilitate efficient liquidation

and improve borrower incentives. The cost of short–term debt is that gives rise to a hold

up problem in that it enables the lender to extract additional surplus in renegotiation. This

differs from our setting where short–term debt in itself does not give rise to a hold up

problem. The reason is that in our model (and in contrast to Rajan 1992) the lender has

the option to roll over short–term debt. As a result, hold up threats lack credibility in the

absence of CDS protection. CDS protection can make such threats credible if and when

CDS trades are non–contractible between lenders and borrowers.

The paper is organized as follows. The next section outlines the basic model and char-

acterizes the credit market equilibrium in the absence of credit protection. Section 3 intro-

duces credit protection and analyzes its effects. Section 4 provides a discussion of policy

implications. Empirical implications are discussed in Section 5, and Section 6 concludes.
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2 Basic Model and Analysis

We consider an economy with three classes of agents: a penniless owner–manager run firm

(henceforth, “borrower”), lenders, and credit protection sellers. The borrower has an idea

for a project for which she requires funding from a lender. The lender can purchase credit

protection (in form of a CDS) from a credit protection seller. Both credit and credit protec-

tion markets are perfectly competitive. All agents are risk–neutral,4 there is no discounting,

and the borrower is protected by limited liability.

2.1 Setup

The model has three dates, t = 0, 1, 2. At date 0, the project can be undertaken at cost I > 0.

Once the project is underway, the borrower can exert non–contractible effort e ∈ [0, 1] at

private cost ψ(e) = βe2, where β > 0 is sufficiently large to ensure interior solutions.5 Effort

will improve the probability of project success, as specified below. At date 1, exogenous

uncertainty about the prospects of the firm realizes. There are two states, “good” and “bad”.

Let θ ∈ (0, 1) denote the probability of the good state. The state is non–contractible but

observable to both the lender and the borrower. After the realization of the state, the

project may be terminated and assets liquidated. The liquidation value of project assets is

L ∈ (0, I) at date 1 and zero at date 2. The borrower incurs a small private cost B ∈ (0, L)

if the project is terminated (e.g., because of loss of reputation). At date 2, if the project is

continued, final and verifiable cash flows realize. In the good state (and absent default at

date 1, see below), cash flows are Π > 0 with probability e and zero with probability 1− e.

In the bad state, cash flows are zero with probability one. We assume

max
e∈[0,1]

{θeΠ + (1− θ)(L−B)− ψ(e)} > I (1)

In other words, conditional on the borrower exerting efficient effort and the project being

continued in the good state and terminated in the bad state, the net present value of the

4We also assume that investors do not face financial distress costs or regulatory capital constraints.

In other words, we abstract from the traditional institutional “risk aversion” based motive for credit risk

transfer. See Arping (2004) for an extension of the model that incorporates lender “risk aversion”.
5Effort should be interpreted broadly. It may refer to R&D, cost–cutting, marketing, and other forms of

managerial effort, making discretionary investments that enhance firm value but are privately costly, and

more generally abstaining from inefficient actions that, while being privately beneficial, do harm lenders.
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Date 0 Date 1 Date 2 

 
Loan contract signed.  
 
Project undertaken at cost I. 
 
Borrower exerts non-contractible effort e. 

 
 

 
State realizes:  
• “Good” with probability θ  
• “Bad” with probability 1-θ 

  
State is non-contractible but observable 
to lender and borrower. Lender also 
observes effort.  
 
Parties may renegotiate loan contract—
see Section 2.2. 
 
Project is either continued or 
terminated. If terminated, project assets 
are liquidated for value L<I and 
borrower incurs private cost B<L. 

 
If continued at date 1, project generates 
final and verifiable cash flows: 
• In the good state (and absent default 

at date 1), cash flows are Π>0 with 
probability e and zero with 
probability 1-e.  

• In the bad state, cash flows are zero 
with probability one.  

 
Assets are worthless. 

 
 

 

Figure 1: Sequence of Events

project is positive. For later reference, let eFB denote the efficient effort level.

While the borrower’s managerial decision–making (“effort”) is non–contractible, it is

assumed to be observable to the borrower’s lender (e.g., by virtue of his close relationship

with the borrower, ongoing due diligence, etc.). Non–contractibility of effort, in conjunction

with limited liability, gives rise to a standard moral hazard problem. Observability of

effort, as we shall see below, has the advantage that the lender can potentially improve

the borrower’s incentive to exert effort by threatening to terminate the project should she

underprovide effort. Figure 1 illustrates the sequence of events.

2.2 Credit Market Equilibrium in the Absence of CDS

As a useful point of reference, let us first characterize the credit market equilibrium in the

absence of credit protection. Credit protection will be introduced in Section 3.

We consider two types of financial contracts: “short–term debt” and “long–term debt”.

The key difference between these contracts is that short–term debt will provide the lender

with the option to terminate the project at the interim stage, whereas with long–term debt

the lender will not have this option. Let us consider first the case of short–term debt.

Short–term debt specifies a repayment Rs due at date 1. This payment can be rolled over
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to date 2 at the discretion of the lender. We assume that if debt is not rolled over (possibly

after debt restructuring, see below) default will be induced at date 1.6 Default entitles the

lender to seize project assets. We also assume that default is costly in that it would disrupt

the borrower’s business (for instance, because customers would run away; see, e.g., Opler

and Titman 1994). For simplicity, default wipes out the business: conditional on default

continuation cash flows are zero.7

Thus, with short–term debt, the borrower faces the possibility of “financial distress” at

date 1: if debt were not rolled over, she would have to default and project assets would

be liquidated. To avoid default and liquidation, the parties may want to renegotiate the

terms of the loan contract. This will become relevant in the good state when the lender

prefers to not roll over debt under the original terms but project termination is inefficient.8

In this case, it is mutually beneficial for the parties to renegotiate the loan contract and

agree on a new interest rate that makes the lender willing to continue. In practice, debt

renegotiation may be subject to delays, transaction costs, or other hurdles, all of which may

render efficient bargaining infeasible. To capture such bargaining imperfections, we assume

that there is uncertainty with respect to the feasibility of renegotiation. From an ex ante

perspective, renegotiation is feasible with probability λ ∈ [0, 1]. The overall renegotiation

game is then modeled as follows. At date 1, the parties learn whether renegotiation is

feasible or not. If renegotiation is not feasible, the original loan contract remains in place.

If renegotiation is feasible, the borrower has the opportunity to make a take–it–or leave–it

renegotiation offer to the lender.9 If the lender accepts, the original contract is replaced by

the borrower’s offer. Otherwise, the original contract remains in place.

Let us begin the analysis with the following observation:

6In theory, the borrower may seek to borrow fresh funds from another lender and pay the initial lender

out of these funds. However, given that she and the initial lender have an informational advantage vis–à–vis

outside lenders, outside lenders will be reluctant to advance such funds (cf., Rajan 1992).
7This implies that project termination is efficient following default, which simplifies the analysis.
8In the bad state, project termination is efficient. Hence, there is no scope for renegotiation. Also, in

the good state, if the lender prefers to continue (i.e., roll over debt) under the original terms, then there is

no scope for renegotiation either. This is because if in the good state the lender prefers to continue, then

continuation is efficient. Thus, renegotiation of the interest rate cannot be mutually beneficial.
9In other words, the borrower has the full bargaining power in renegotiation. This is inessential: none

of the key results would change if the lender made a take–it–or–leave–it renegotiation offer to the borrower.
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Observation 1 Suppose the lender can commit to terminate the project (i.e., not roll over

short–term debt) in the good state if and only if the borrower exerts less than efficient effort,

e < eFB. Then, in equilibrium, the project is undertaken and continued (terminated) in the

good (bad) state, the borrower exerts efficient effort, and the lender just breaks even.

To prove this, let the lender advance funds I against a short–term claim Rs = (I −

(1− θ)L)/(θeFB). Given this claim, the lender will just break even on his investment if the

borrower exerts efficient effort and the project is continued (terminated) in the good (bad)

state. In the good state, the lender rolls over debt if and only if e ≥ eFB. In the bad state,

he does not roll over debt and the project is terminated. Therefore, the borrower’s payoff

from exerting effort e is

U(e) =

{
θe (Π−Rs)− (1− θ)B − ψ(e) for e ≥ eFB

−B − ψ(e) for e < eFB

This is maximized at eFB. Thus, the first best is achieved.

Observation 1 shows how the threat of termination implicit in short–term debt may

reduce the risk of moral hazard. The problem at hand is that the threat of termination lacks

credibility. While the lender certainly does not roll over debt in the good state following

large deviations from efficient effort, he strictly prefers to continue following small deviations

from efficient effort. Formally, since I > L, there is some ε > 0 such that for any e ≥ eFB−ε

the lender strictly prefers to continue the project in the good state,

eRs = e× I − (1− θ)L
θeFB

> L

Consequently, efficient effort is not incentive–compatible: the borrower knows that small

deviations from efficient effort will not be penalized. As part of the benefits from working

hard will accrue to the lender, the borrower will exert less than efficient effort.

One may then wonder whether implementing efficient effort eFB is not too ambitious,

and whether the threat of termination may be credible for some other (still relatively high)

candidate equilibrium effort level e∗ < eFB. The next observation provides the answer:

Observation 2 In the absence of CDS, the threat of termination is irrelevant for incentives.

The key problem is that the lender cannot recoup his investment outlay by terminating

the project: the asset liquidation value is too small. As a result, the lender necessarily
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strictly prefers to continue the project in equilibrium (in the good state), and consequently

he still prefers to continue following small out–of–equilibrium deviations from e∗. The threat

of termination is then irrelevant for incentives: the borrower’s payoff from exerting effort

e ≥ e∗ − ε, where ε > 0, is

U(e) = θe (Π−Rs)− (1− θ)B − ψ(e)

Therefore, incentive–compatibility requires

U ′(e∗) = θ (Π−Rs)− ψ′(e∗) = 0 (2)

This is merely the incentive constraint in the absence of termination threats. Equilibrium

effort is then given by the largest solution of the incentive constraint (2), with Rs such that

the lender just breaks even (i.e., Rs = (I − (1− θ)L)/(θe∗)).

Let us now turn to the case of long–term debt. Long–term debt specifies a repayment

Rl due at date 2 and it is “covenant–lite” in that the lender does not have the implicit or

explicit right to terminate the project at date 1.10 Thus, with covenant–lite long–term debt

the lender cannot simply force liquidation of the project: liquidation requires the borrower’s

consent. As liquidation is privately costly for the borrower, she will agree to terminate

the project in the bad state if and only if she is compensated for the reputation cost. To

implement this, it suffices to put a sharing rule in the contract whereby the borrower receives

B in the event of liquidation and the lender L − B. Under this sharing rule, the borrower

just has the right incentive to agree to terminate the project in the bad state. Of course,

the problem with long–term debt is that it will be more “expensive” than short–term debt:

as the lender receives less in the bad state, he must be paid more in the event of project

success. This gives rise to an additional incentive distortion relative to short–term debt.

Consequently, covenant–lite long–term debt is strictly suboptimal.11

Proposition 1 In the absence of CDS, short–term debt strictly dominates long–term debt.

If the project is undertaken, the borrower exerts effort

e∗s =
θΠ +

√
(θΠ)2 − 8β(I − (1− θ)L)

4β
< eFB

10E.g., the loan contract does not contain a covenant that would give the lender discretion to demand

early repayment (a loose “material adverse change” clause). This would be equivalent to short–term debt.
11As we shall see below, this may no longer be the case once we introduce a market for credit protection.
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The borrower may be credit rationed: there is a debt capacity threshold Is < θeFBΠ + (1 −

θ)(L−B)− ψ(eFB) such that the project will be undertaken if and only if I ≤ Is.

Proof: See the Appendix. �

For later reference, notice that if the project were financed with long–term debt the

borrower’s effort level and debt capacity would be given by

e∗l =
θΠ +

√
(θΠ)2 − 8β(I − (1− θ)(L−B))

4β
< e∗s

and some Il < Is, respectively. The difference stems from the fact that with long–term debt

the lender’s payoff in the bad state is L − B, rather than L. As the lender receives less

in the bad state, he must receive more in the good state. This entails an additional effort

distortion.

3 Credit Protection

We now introduce a market for credit protection. As we shall see below, the reason why

credit protection matters in our setting is that it alters the lender’s outside option pay-

off from exercising the termination threat under short–term debt financing. By contrast,

credit protection is irrelevant under long–term debt financing under which the lender is

not entitled to intervene early and force pre–mature default.12 Thus, when analyzing the

lender’s incentive to purchase credit protection and the effect of such a purchase on lending

outcomes, it suffices to consider the case of short–term debt financing.13

Once having provided funding, the lender can purchase a CDS from a credit protection

seller. The protection seller is at arm’s length and does not participate in workouts between

the lender and the borrower. A CDS specifies a premium P to be paid upfront to the

seller and a contingent payment C from the seller to the buyer in the event of a pre–

12This follows from our simplifying assumption that the lender is not subject to risk aversion due to, e.g.,

financial distress concerns. As a result, the standard hedging motive plays no role here.
13This is not to say that long–term debt is irrelevant in the presence of a market for credit protection.

As we shall see below, it could be that short–term debt financing is no longer feasible once the lender has

the possibility to purchase protection. If so the parties will have to resort to long–term debt financing.
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specified “credit event”.14 In our setting, the credit event constitutes default at date 1.15

By contrast, private workouts—being private—do not constitute credit events.

Notice that as default wipes out the borrower’s business there is no point in continuing

the project following default. The lender and the protection seller will agree that the

project should be liquidated, and the project will be liquidated. We assume without loss

of generality that the liquidation proceeds accrue to the lender.16 Therefore, the lender’s

default–contingent payoff is L+ C and the protection seller’s payoff is −C.

3.1 Contractible Credit Protection: First Best

Let us consider in a first step the case where credit protection is contractible between the

lender and the borrower. By this we mean that the lender can contractually commit to a

specific transaction in the CDS market and that such a commitment is enforceable. The

loan contract will then specify that the lender must engage in a particular CDS transaction,

and no other transaction, and enforceability will ensure that the lender will adhere to this

commitment. While the case of contractible credit protection appears to be at odds with

the nature of the CDS market (see below), it will serve as a useful benchmark case.

Proposition 2 Suppose credit protection is contractible between the lender and the bor-

rower. Then, in equilibrium, the project is undertaken and continued (terminated) in the

good (bad) state, the borrower exerts efficient effort, and investors just break even.

Proof: See the Appendix. �

The proposition shows that the introduction of a market for credit protection market

can improve efficiency in the market for credit. This may be surprising at first sight since

the traditional institutional risk aversion based motive for risk sharing plays no role in

our setting. In our setting, credit protection is beneficial due to its commitment effect

on borrower incentives. Credit protection makes it less costly for the lender to force the

14We discuss in Section 4.1 how the CDS considered here can be implemented with plain–vanilla CDS.
15In an earlier version of the paper (Arping 2004), we also allowed for “long–term” protection, i.e., a

payout conditional on default at date 2. There we showed that long–term protection is suboptimal.
16Equivalently, one could consider a protection payment C ′ = L + C and assume that the liquidation

proceeds accrue to the protection seller. This would yield the same default–contingent payoffs.
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borrower into default and liquidation. In essence, credit protection enhances the value of

collateral for the lender. This improves the credibility of termination threats, which in turn

has positive implications for borrower incentives and credit availability ex ante.

To see this more formally, let the lender advance funds I against a claim Rs = (I − (1−

θ)L)/(θeFB). Furthermore, let the lender purchase credit protection C = (I −L)/θ against

a premium P = (1 − θ)C. Consider the lender’s incentive to roll over debt. In the bad

state, the lender does not roll over debt and the project is terminated. In the good state,

the lender is willing to continue under the existing contract if and only if

eRs = e× I − (1− θ)L
θeFB

≥ L+ C =
I − (1− θ)L

θ

By inspection, this inequality reduces to e ≥ eFB: the lender is willing to continue if and

only if the borrower exerts at least efficient effort. Faced with this threat, the borrower

has no incentive to shirk: if she did she would either face outright project termination or

she would have to fully compensate the lender for the cost of shirking. In equilibrium, the

borrower will exert efficient effort, and hence the threat of termination will not be exercised

in the good state.17 The lender will induce default and reap the protection payout C only

in the bad state. In exchange, the lenders pays a fair premium P = (1− θ)C upfront. Both

the lender and the protection seller just break even in equilibrium.18

17In fact, the threat of termination may not be exercised even off–the–equilibrium path. Renegotiation

between the lender and borrower, if feasible, will ensure that following small deviations from efficient effort

debt will ultimately be rolled over in the good state. Furthermore, given that the protection seller is at

arm’s length, it is not him but the borrower who will have to reward the lender for continuation.
18An alternative mechanism to make the termination threat credible would be to finance the project with

more than one investor (see, among others, Berglöf and von Thadden 1994, Dewatripont and Tirole 1994,

Bolton and Scharfstein 1996, and, closest related to our setting, Repullo and Suarez 1998). The borrower

would raise L from our lender against a short–term debt claim that is secured by project assets. The

remainder of the investment outlay would be financed by issuing long–term debt to arm’s length investors.

In equilibrium, the secured lender would be indifferent between termination and continuation in the good

state, and hence the threat of termination would be credible. However, as shown by Repullo and Suarez

(1998), the first best is in general not achievable with this co–financing mechanism. This is because long–

term investors’ claim entails an incentive distortion as it dilutes the joint surplus of the secured lender and

the borrower. Similarly, in our setting, “long–term” protection, i.e., a payout conditional on default at date

2, would entail an incentive distortion as it effectively would reward the lender and the borrower for project

failure. Thus, while the optimal protection vehicle provides full protection at date 1, it does not protect
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3.2 Non–Contractible Credit Protection: Hold Up

In practice, CDS are traded over–the–counter and lenders’ transactions in the protection

market may not be readily observable to borrowers. More importantly, specifying such

transactions ex ante in loan contracts may not be feasible, e.g., due to limits to complete

contracting. That is, credit protection is unlikely to be contractible between lenders and

borrowers. To account for this, we will drop the assumption that credit protection is con-

tractible in what follows. We consider the following setup. Once having provided funding,

the lender can purchase a CDS. As above, a CDS specifies some default–contingent—and

possibly very large—payment C to the lender and an upfront premium P to the protec-

tion seller. This transaction is not observed by the borrower when exerting effort (but it

may be disclosed to her when it comes to debt renegotiation at date 1). It is furthermore

non–contractible between the lender and the borrower. At date 1, the state realizes and the

lender observes effort. Default may or may not be induced and the parties may or may not

renegotiate in a private workout.

3.2.1 Perfect Renegotiation

Let us momentarily abstract from limits to renegotiation and assume renegotiation is feasible

always (i.e., λ = 1). How much credit protection will the lender purchase? Consider a

candidate equilibrium in which the project is financed with short–term debt Rs < Π and

the borrower exerts effort e∗. Clearly, it must be the case that e∗ is such that in the absence of

credit protection termination in the good state is inefficient for the lender and the borrower;

otherwise, the project would not have been undertaken in the first place. We then need

to consider two cases: either the lender purchases protection such that given effort e∗ he

is willing to continue the project in the good state under the existing loan contract, i.e.,

C ≤ e∗Rs − L, or the lender purchases “excessive” protection C > e∗Rs − L. In the former

case, the lender’s overall expected payoff is

θe∗Rs + (1− θ)(L+ C)− (1− θ)C︸ ︷︷ ︸
=P

= θe∗Rs + (1− θ)L (3)

the lender against losses from default at date 2. In this context, the advantage of credit protection relative

to co–financing stems from its greater flexibility in terms of optimizing the lender’s exposure to credit risk

over the course of the lending relationship (see also Duffee and Zhou 2001).
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where P denotes the premium paid upfront. Notice that the expected protection payout is

just offset by the premium. In the latter case, the lender is no longer willing to continue

in the good state under the existing contract, given effort e∗. However, as long as C is not

too large either, project termination in the good state is inefficient for the lender and the

borrower, and hence renegotiation is triggered. In renegotiation, the borrower offers the

lender a new claim R′s > Rs such that the lender is just willing to continue,

e∗R′s = L+ C

Thus the lender’s payoff from purchasing excessive protection is

θ (L+ C)︸ ︷︷ ︸
=e∗R′s

+(1− θ)(L+ C)− (1− θ)C︸ ︷︷ ︸
=P

= L+ θC

which is increasing in C. The key difference with respect to the preceding case is that now

the lender’s payoff in the good state is determined by his outside option payoff from inducing

default, i.e., L + C. Therefore, the larger is C, the more the borrower will have to pay to

the lender to induce him to continue in the good state.

Will the lender purchase a very large amount of protection, possibly, an infinite amount?

Clearly not, for if he did termination would become efficient for the lender and the borrower,

and hence the project would be terminated in both states. The premium would be set

accordingly and the lender would end up with a payoff of L. The lender will therefore

maximize C subject to the constraint that the project will be continued in the good state,

i.e., the workout will not fail. The workout will not fail as long as (i) continuation in the

good state is efficient for the lender and the borrower, e∗Π ≥ L + C − B, and (ii) the

borrower’s cash constraint is not violated, R′s = (L + C)/e∗ ≤ Π. The first constraint is

clearly implied by the second, and hence the optimal level of protection is

C = e∗Π− L

This allows the lender to extract a payment R′s = Π and to obtain an expected payoff of

θe∗Π + (1− θ)L

which exceeds (3). Ultimately, therefore, the lender will extract the entire project surplus

from the borrower. This leads to the following result:
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Proposition 3 Suppose there are no obstacles to renegotiation (i.e., λ = 1) and the bor-

rower’s reputation cost B is sufficiently small. Then, the introduction of a market for credit

protection will harm efficiency in the market for credit. In particular, short–term debt fi-

nancing is no longer feasible. The parties will have to resort to inefficient covenant–lite

long–term debt financing. As long–term debt financing may not be feasible either, the intro-

duction of a credit protection market may lead to a breakdown of the credit market.

Proof: See the Appendix. �

Under short–term debt financing, the lender would purchase excessive protection in

an attempt to hold up the borrower and extract an additional payment in the workout.

Ultimately, the lender would extract the entire project surplus. The borrower would respond

by exerting zero effort (as long as B is small, see below). This in turn makes the lender

unwilling to provide short–term debt financing in the first place. The parties will have to

resort to covenant–lite long–term debt financing under which the lender does not have the

option to induce default. However, as seen above, there are cases where, in the absence

of credit protection, short–term debt financing is feasible while long–term debt financing

is not. As a result, borrowers that would have obtained funding in the absence of credit

protection may find themselves credit rationed once credit protection is introduced.

To see why the reputation cost B must be small for Proposition 3 to hold, let us show that

if B is sufficiently large the first best can still be achieved. From the preceding analysis we

know that the lender’s best response to the borrower exerting efficient effort is to purchase

protection C = eFBΠ − L. Consider then the borrower’s incentive to exert effort, given

C = eFBΠ − L. The borrower knows that if she exerts effort e ≥ eFB the project will be

continued in the good state against her committing to pay R′s = (L + C)/e = eFBΠ/e. In

the bad state, the project will be terminated. The borrower’s expected payoff from exerting

effort e ≥ eFB is

U(e)e≥eFB = θe
(
Π− (eFBΠ)/e

)
− (1− θ)B − ψ(e)

This is maximized at eFB. Conversely, if the borrower exerts effort e < eFB the project will

be terminated in both states. Therefore, if the borrower found it optimal to exert effort

e < eFB, she would exert zero effort and derive a payoff of −B. The overall incentive
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constraint boils down to U(eFB)e≥eFB = −(1− θ)B − ψ(eFB) ≥ −B, or

B ≥ ψ(eFB)/θ (4)

As long as (4) holds the first best can still be achieved. One optimal contract in this case is

such that the entire project cash flows are pledged to the lender, Rs = Π. In exchange, the

lender transfers more upfront, namely, T = θeFBΠ+(1−θ)L > I, out of which I is used for

the project (the remainder is consumed by the borrower or paid out as a dividend). Given

this contract, purchasing protection C = eFBΠ − L is a weakly dominant strategy for the

lender. The threat of incurring the reputation cost B in the event of project termination

ensures that the borrower has an incentive to exert efficient effort, even though cash flows

accrue fully to the lender. Above, we exclude this possibility by assuming that B is “small”.

More specifically, let us assume

B < ψ(emin)/θ

where emin is the critical effort level where project NPV is just zero (see the Appendix).

Under this assumption, short–term debt financing is not feasible when there are no obstacles

to renegotiation.

3.2.2 Imperfect Renegotiation

The preceding analysis relies on renegotiation being “perfect”. We now turn to the more

realistic case where there are limits to renegotiation. Our goal is to show that as long as

the likelihood of a renegotiation breakdown is sufficiently large, credit protection will again

have positive implications for credit market efficiency.

From above, we know that the “ideal” level of protection is such that the lender is just

willing to continue the project in the good state, given efficient effort, i.e.,

eFBRs = L+ C

where Rs < Π is the lender’s debt claim. At this level of protection, the lender is fully

protected against deviations from efficient effort eFB. Of course, the problem is that pro-

tection is non–contractible, and hence the parties have to ensure that the lender does not

deviate and purchase more than the desired level of protection.19 From the preceding anal-

19The lender will have no incentive to “underinsure”. As above, purchasing little (or no) protection is

weakly dominated by purchasing the desired level of protection.
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ysis, we know that the lender will never purchase protection C > eFBΠ − L. Suppose the

lender purchases protection C ∈ (eFBRs − L, eFBΠ − L]. At date 1, a workout is feasible

with probability λ. If the workout is feasible the project will be continued in the good state

against the borrower committing to pay R′s = (L+C)/eFB. Conversely, if the workout is not

feasible the project will be liquidated. Thus the lender’s expected payoff from purchasing

excessive protection is

L+ C −
(
θ(1− λ) + (1− θ)

)
C︸ ︷︷ ︸

=P

= L+ λθC

where, as above, P denotes the premium paid to the protection seller. To see the difference

with respect to the previous analysis, notice that now the workout in the good state is

feasible only with probability λ. Therefore, if the lender purchases excessive protection,

default and liquidation will be induced not only in the bad state but potentially also in

the good state. The protection seller responds by charging a higher premium. This in turn

makes it less profitable for the lender to purchase excessive protection.

At any rate, the lender’s payoff from purchasing excessive protection is increasing in C

(as long as λ > 0), and hence he will optimally purchase protection C = eFBΠ−L should he

have an incentive to purchase excessive protection. Thus lender has no incentive to purchase

excessive protection if and only if

θeFBRs + (1− θ)L︸ ︷︷ ︸
payoff C = eFBRs − L

≥ L+ λθ(eFBΠ− L)︸ ︷︷ ︸
payoff C = eFBΠ− L

This reduces to the following expression

eFBRs ≥ λeFBΠ + (1− λ)L (5)

which we will refer to as the “no–hold–up” constraint. The LHS is the lender’s payoff in

the good state when he sticks to C = eFBRs − L and the RHS is his payoff in the good

state from purchasing excessive protection. Intuitively, purchasing excessive protection is

risky for the lender: if the workout is feasible he will grab the entire project surplus, but if

it is not he will fall back to the asset liquidation value. Thus, a decrease in the probability

of a workout being feasible, λ, or a decrease in the asset liquidation value L tend to relax

the no–hold–up constraint. An increase in leverage (i.e., Rs) also relaxes the no–hold–up
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constraint. The intuition is that if the lender is already promised a relatively large payment

under the status–quo contract, the extra payment that the lender might be able to extract

in a workout will be relatively small. This suggests that the parties may wish to increase

leverage in order to relax the no–hold–up constraint, a possibility that we will come back to

shortly below. Lastly, notice that the effect of Π and the other exogenous variables affecting

eFB (i.e., θ and β) are ambiguous. For example, while a ceteris paribus increase in Π tightens

the no–hold–up constraint through its effect on the RHS of (5), an increase in Π also raises

eFB which in turn increases both sides of (5). As a result, the overall effect of Π on the

no–hold–up constraint is ambiguous.

Suppose now that the lender advances funds T = I against a claim Rs = (I − (1 −

θ)L)/(θeFB). The desired level of protection is C = (I − L)/θ. From Section 3.1, we know

that if the no–hold–up constraint (5) holds, the first best will be achieved. The no–hold–up

constraint holds if and only if

λ ≤ I − L
θ(eFBΠ− L)

≡ λ̂min

Notice that λ̂min ∈ (0, 1) by I > L and (1). There thus is a range of λ’s for which the first

best can be achieved. For λ > λ̂min, the first best cannot be implemented with the contract

stated above. The parties may then still achieve the first best by raising the lender’s claim

Rs, i.e., increasing leverage, in an attempt to relax the no–hold–up constraint. In exchange

for the increased claim, the lender transfers an additional amount upfront.20 The credible

threat of termination ensures that efficient effort is locally incentive–compatible. Overall

incentive–compatibility requires that the borrower prefers exerting efficient effort to exerting

no effort at all,

θeFB(Π−Rs)− (1− θ)B − ψ(eFB) ≥ −B

which can be rewritten as

Rs ≤ Π− ψ(eFB)− θB
θeFB

≡ Rmax
s < Π

Substituting for Rmax
s , the no–hold–up constraint (5) reduces to

λ ≤ 1− ψ(eFB)− θB
θ(eFBΠ− L)

≡ λ̂max (6)

20As above, this additional amount is consumed by the borrower or paid out as dividend.
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Notice that λ̂min < λ̂max < 1. Thus, for λ ≤ λ̂min the first best can be achieved with

minimum leverage, i.e., the lender just advancing the funds that are necessary to undertake

the project. For λ̂min < λ ≤ λ̂max the first best can still be achieved. However the lender’s

stake in the project, and hence leverage, must be increased. For λ > λ̂max the first best can

no longer be achieved. We summarize as follows:

Proposition 4 There is a threshold λ̂max ∈ (0, 1) such that for any λ ≤ λ̂max the first best

can be achieved once a market for credit protection is introduced. For λ > λ̂max, the first

best cannot be achieved. As λ approaches one, the introduction of a credit protection market

will have negative implications for credit market efficiency (Proposition 3).

Proof: Follows from the preceding discussion. �

Taking excessive protection is “risky” for the lender when renegotiation is imperfect. If

a workout is not feasible and the lender’s level of protection is above the threshold where

he just willing to continue under the original loan contract, the project will be terminated

in both states. This is anticipated by the protection seller who consequently charges a very

high premium. Keeping protection at the threshold level where he just willing to continue

effectively allows the lender to commit to not terminate the project in the good state, given

efficient effort. This results in a more affordable premium.

For later reference, notice that a decrease in the asset liquidation value or an increase in

the reputational cost of default (i.e., B) relaxes the no–hold–up constraint (6). A decrease in

the probability of debt renegotiation being feasible also widens the range of parameter values

for which (6) holds. This suggests that firms with relatively low levels of asset tangibility

and firms where debt renegotiation is more cumbersome should be more prone to benefit

from CDS protection. It also suggests that CDS protection might be more beneficial in

economies where default is associated with higher stigma costs for borrowers. As discussed

earlier, the effects of the other exogenous parameters of the model, such as θ and Π, are

ambiguous. Given our quadratic effort cost function, however, it is straightforward to show

that λ̂max is increasing in both θ and Π if and only if B < L/2. This may suggest that

more profitable (Π high) and safer firms (θ high) are more likely to benefit (suffer) from

CDS protection when stigma costs associated with default are relatively low (high) or asset

liquidation values are relatively high (low). This result, however, may rely on the specific
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functional form for the effort cost function and it may be difficult to draw robust conclusions.

The model’s empirical implications will be discussed in more detail in Section 5.

4 Policy Responses

This section provides a discussion of extensions and policy implications. More specifically,

we explore how regulatory limits to CDS protection (Section 4.1), disclosure requirements

(Section 4.2), and transaction costs (Section 4.3) may improve equilibrium outcomes.

4.1 Protection Limits

A number of recent policy proposals aim at limiting the scope to take negative economic ex-

posures through CDS protection. In the European Union, for example, uncovered (“naked”)

sovereign CDS—where an investor purchases CDS without holding a position in the under-

lying sovereign debt—have been prohibited recently. Against this background, the aim of

this section is to explore how regulatory limits to CDS protection would perform in our set-

ting. Suppose our lender were, by law, restricted to purchasing protection C ≤ (I − L)/θ.

If so the hold up problem of excessive protection would not arise and the first best would

be achieved. The lender would take the desired level of protection C = (I − L)/θ. Know-

ing this, the borrower would exert efficient effort. This shows that regulation that imposes

limits to protection may have its merits. Of course, the problem with the proposed policy

is that it is borrower–specific: it depends on parameters that are unlikely to be observable

to regulators, and even if they were it presumably would be prohibitively costly to regu-

late credit protection transactions on a deal–by–deal basis. The question is how workable

regulatory limits to protection would look like in practice.

To shed light on this question, let us first show how the credit protection vehicle

considered above can be implemented with a basket of plain vanilla CDS. Suppose the

lender advances funds T ≥ I against a debt claim with principal and interest of Rs =

(T − (1 − θ)L)/(θeFB). Let us think of this as the lender purchasing T par bonds, each

with a face value of one dollar and a coupon rate of Rs/T − 1. A plain vanilla CDS with a

notional value of, say, one dollar specifies that in the event of a default at date 1 the lender

is entitled to receive the face value (i.e., $1) against delivering the default value of the un-
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derlying $1 coupon bond. As the default value of the bond is L/T (assuming liquidation

proceeds are shared on a pro–rata basis), the lender would have to deliver L/T per CDS to

the protection seller. In practice, payment obligations are typically netted,21 so that the net

payment from the protection seller to the lender is 1−L/T per CDS. The credit protection

vehicle considered above can then be implemented with a basket of such plain vanilla CDS.

To obtain a default–contingent payoff L+C, the lender will have to purchase N plain vanilla

CDS such that

N(1− L/T ) + L = L+ C

and therefore N = C/(1−L/T ). As N is not restricted by the number of physical one dollar

bonds (i.e., T ), the lender can take any level of protection by varying N . For example, to

achieve the (given T ) socially optimal level of protection, C = (T − L)/θ, the lender will

have to purchase N = T/θ plain vanilla CDS with a notional value of one dollar each. The

notional value of the CDS basket is then given by T/θ. This exceeds the lender’s investment

T (i.e., the face value of the loan) by a factor 1/θ > 1. Hence the following

Observation 3 If loss given default (LGD) is measured relative to the face value of a par

loan, the lender will be “overinsured” under the socially optimal level of protection in the

sense that the default–contingent payment from the protection seller will exceed LGD.

In other words, a regulatory policy whereby default–contingent protection payouts must

not exceed lenders’ actual LGD measured relative to the amount invested, i.e., C ≤ T−L, is

suboptimal: under such a policy lenders would be economically underinsured relative to the

socially optimal level of protection. The reason why default–contingent payouts must exceed

LGD is simple: for the disciplining effect of credit protection to materialize, the lender must

be kept indifferent between giving up the continuation value of the loan (given efficient

effort) and inducing default in states where the borrower is not economically distressed,

i.e., continuation is efficient. This would be the good state in our framework. In the good

state, however, the continuation value of the loan necessarily exceeds its face value (as long

as θ < 1). Therefore, the economically relevant loss given default, eFBRs − L, exceeds loss

given default measured relative to face value, T − L.22

21See Bliss and Kaufmann (2006) for an analysis of netting from a systemic risk perspective.
22In a recent paper, Campello and Matta (2012) also find that banning CDS “overinsurance” can be

suboptimal.
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Of course, one may measure LGD not relative to the face value of a par loan (i.e., the

amount invested) but relative to amount due, that is, principal and interest. For example,

suppose the borrower issued a zero coupon bond. In this case, the face value of the bond

would equal principal and interest of an equivalent par bond. Consider a regulatory policy

whereby protection payouts are limited to LGD measured relative to amount due. In other

words, C ≤ Rs − L. Clearly, as the socially optimal level of protection is C = eFBRs − L,

such a policy would be not stringent enough.

Observation 4 If LGD is measured relative to amount due, a regulatory policy whereby

default–contingent protection payouts must not exceed LGD would allow lenders to take too

much protection relative to the socially optimal level of protection.

While protection limits based on LGD measured relative to amount due are not stringent

enough, it is still instructive to inquire how such policies would perform. Suppose the lender

is restricted to C ≤ Rs − L. From the preceding analysis, we know that the lender would

purchase protection C = eFBΠ−L if he had an incentive to take excessive protection and if

he did not face any constraints. Now he faces a constraint and hence C = min[Rs, e
FBΠ]−L.

Substituting for the highest incentive–compatible repayment (see Section 3.2.2), Rmax
s , we

conclude that the regulatory constraint will be welfare–improving if and only if Rmax
s <

eFBΠ.23 Whether this holds or not depends on the parameters. At any rate, a policy

whereby protection payouts are limited LGD measured relative to amount due is weakly

welfare–improving and, crucially, it is easy to implement.

Ideally, the protection limit should take the form C ≤ eFBRs−L = (T −L)/θ. However,

as mentioned earlier, such a policy would rely on parameters that are borrower–specific (viz.,

θ) and unlikely to be observable to regulators. Still, one could contemplate to introduce an

ad hoc policy C ≤ φRs−L, where φ ∈ (T/Rs, 1) is an ad hoc parameter set by the regulator.

This would be either too stringent or not stringent enough in some situations, but it might

work in other situations. The overall conclusion is that while welfare–optimizing regulatory

protection limits are difficult to implement in practice, there are simple policies that may

23However, this conclusion is not robust to altering the distribution of bargaining power in renegotiation.

If the lender had the full bargaining power he would be able to extract R′s = Π for any C > eFBRs −L. In

this case, any regulatory policy with C ≤ eFBRs − L+ ε, where ε > 0, would be pointless.
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improve welfare. At any rate, policies under which protection payouts are limited to LGD

measured relative to face value seem too restrictive.

One should also point out that protection limits may have negative implications for CDS

market liquidity. A key difference between CDS and credit insurance contracts is that the

beneficiary of credit insurance must prove loss. By contrast, the holder a CDS does not have

to prove loss. It is precisely this feature that makes CDS tradable. This suggests that CDS

market liquidity (and, consequently, price discovery) may suffer when protection payouts

are linked to LGD incurred. We will come back to this point in the concluding section.

4.2 Transparency

In the wake of the recent financial crisis, policymakers and market participants put forward

a number of proposals how transparency in OTC derivatives markets could be increased.

These proposals include using central trading (or clearing) platforms,24 mandating CDS

trade disclosures, or, relatedly, using data repositories that would record details of trades.

CDS market transparency may improve contractibility of credit protection and as such

improve efficiency in our context. The aim of this section is to show that observability

of CDS trades to borrowers can be beneficial in our setting, even when CDS transactions

remain non–contractible (e.g., due to limits to complete contracting). The key assumption

we make is that the lender must complete any CDS transactions before the borrower exerts

effort. To motivate this assumption, notice that once the borrower made her effort choice the

lender may have an informational advantage relative to protection sellers. Adverse selection

concerns may then prevent the lender from engaging in further profitable CDS trades.

Proposition 5 Suppose the lender’s CDS transactions are observable to the borrower before

she makes her effort choice. Then, for any λ ∈ [0, 1], the first best can be achieved. The

optimal financial contract involves the lender advancing funds T = θeFBRmax
s +(1−θ)L > I

against a short–term debt claim Rmax
s = Π− (ψ(eFB)− θB)/(θeFB).

Proof: Follows readily from the preceding analysis, and hence omitted. �

When CDS trades are observable to the borrower, she can threaten to exert no effort

should the lender take excessive protection C > eFBRmax
s − L. Under the optimal financial

24For a discussion and further references, see Duffie and Zhu (2011).
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contract stated in the proposition, this threat is credible. This is because under the proposed

financial structure leverage is at its highest incentive–compatible level (see Section 3.2.2).

Therefore, if the lender purchased excessive protection in an attempt to extract additional

surplus, the borrower would no longer find it worthwhile to exert positive effort. Taking

protection C = eFBRmax
s − L is then a strictly dominant strategy for the lender.

There are two caveats. The first caveat is that the proposition relies on the assumption

that the lender cannot take additional protection once the borrower’s effort cost is sunk. The

second caveat is that the equilibrium is not “perturbation–proof” in the sense that small

unanticipated shocks to the model parameters may have a profound impact on outcomes.

For example, an unanticipated very small negative shock to the project return Π just before

the borrower makes her effort choice would result in zero effort.25 To obtain a less fragile

financial structure the parties may choose less than maximum leverage, Rs < Rmax
s . Such a

policy would not achieve the first best but it would be more robust. In any case, disclosures

of CDS transactions can have their merits in our setting—because they either facilitate

contractibility or force lenders to internalize the costs of taking excessive protection.

4.3 Transaction Costs

One could also contemplate to “tax” lenders’ transactions in the CDS market in order

to limit their incentive to take excessive protection. This could be achieved directly by

introducing a tax schedule or indirectly, e.g., through a capital adequacy regulation scheme

under which lenders would have to set aside capital when purchasing CDS.26 Lenders may

also face transaction costs in the CDS market, e.g., in the form of illiquidity or adverse

selection premia. Thus, CDS protection could be subject to transaction or opportunity costs,

which may limit lenders’ incentive to take excessive protection. We will illustrate below that

an appropriately designed cost schedule may indeed work. However, the discussion will also

show that such a cost schedule might be complex and difficult to implement in practice.

25This is because under the proposed financial structure the borrower is indifferent between exerting

efficient effort and exerting zero effort (conditional on C = eFBRmax
s −L). As a result, a small unanticipated

decrease in Π just before the borrower makes her effort choice would result in zero effort.
26It is worth emphasizing that under such a scheme CDS protection would not give rise to capital relief—to

the contrary, lenders would be forced to set aside more capital when purchasing protection.
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To fix ideas, suppose the lender faces total transaction costs c × C2 when purchasing

protection C, where c > 0. By inspection, the cost schedule is increasing and convex in

C. As above, credit protection is non–contractible and non–observable to the borrower

when taking her effort decision. Let us show under which conditions efficient effort can be

induced even if there are no obstacles to renegotiation. An immediate observation is that in

an equilibrium in which the borrower exerts efficient effort the parties must renegotiate in

equilibrium. To see this, notice that if there were no workout in equilibrium, i.e., the project

were continued without renegotiation in the good state, then the lender’s best response

would be to purchase no protection (given that he faces the cost). Yet, if the lender does

not purchase protection, the borrower’s best response is to exert less than efficient effort.27

The second observation is that given that there will be a workout in equilibrium, the lender’s

payoff in the good state is purely determined by his outside option payoff, L+ C.

Suppose the lender purchases some level of protection C∗ ≤ eFBΠ − L. What is the

borrower’s best response? The borrower knows that if she exerts effort e she will have to

commit to pay R′ = (L + C∗)/e to induce the lender to continue in the good state. Thus

efficient effort is locally incentive–compatible.28 Global incentive–compatibility requires that

the borrower prefers efficient effort to zero effort,

θeFB
(

Π− (L+ C∗)/eFB
)
− (1− θ)B − ψ(eFB) ≥ −B

This can be rewritten as

C∗ ≤ eFBΠ− L− (ψ(eFB)/θ −B) (7)

The lender purchases protection as to

max
C

L+ θC − cC2

This is solved for C∗ = θ/(2c). Substituting for C∗, the borrower’s incentive constraint (7)

reduces to

c ≥ θ

2
(
eFBΠ− L− (ψ(eFB)/θ −B)

) > 0 (8)

27Conditional on no workout occurring in equilibrium, the borrower’s best response to C = 0 is efficient

effort if and only if Rs = 0. This, however, would violate the lender’s participation constraint (given that

there is no workout in equilibrium that would allow the lender to extract a payment from the borrower).
28That is, θe(Π−R′)− (1− θ)B − ψ(e) is maximized at eFB .
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We next need to check whether investment is feasible. The lender’s zero profit constraint is

L+ θC∗ − c (C∗)2 − T = L+ θ/(4c)− T = 0

where T is the initial transfer. Investment is feasible if and only if T ≥ I, i.e.,

c ≤ θ

4(I − L)
(9)

In summary, if (8) and (9) both hold, i.e., the marginal cost c is neither too small nor too

large, efficient effort can be implemented once a market for credit protection is introduced.

Proposition 6 Suppose the lender faces total transaction costs c×C2 when taking protec-

tion C and there are no obstacles to renegotiation. Then, efficient effort can be implemented

in equilibrium provided the marginal transaction cost c is neither too small nor too large.

Proof: Follows from the preceding discussion. �

Two observations are in order. First, the cost schedule must be convex. If the cost

schedule were not convex the lender would either purchase excessive protection (assuming

no obstacles to renegotiation) or no protection at all: a linear cost schedule would be

pointless. Yet, a convex cost schedule is difficult to implement. The difficulty is that

protection cannot be taxed on a transaction by transaction basis—otherwise lenders would

divide larger transactions into smaller ones in order to minimize the “tax” burden (thereby

effectively “linearizing” the tax exposure). Taxes on incremental purchases of protection

would have to depend on the level of protection that a lender already has in place. The

second observation is that the optimal tax schedule is deal–specific: the marginal tax must

be neither too small nor too large relative to thresholds that depend on the borrower in

question. Such borrower–specific tax schedules are clearly infeasible in practice.

5 Empirical Implications

As seen earlier, firms with relatively low levels of asset tangibility and firms where debt

renegotiation is more difficult are more likely to benefit from the development of CDS

markets. To the extent that debt renegotiation is more difficult at large firms—i.e., firms

that often have relatively complex and dispersed financial structures—this suggests that the
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benefits of CDS protection may be confined to relatively large firms. Furthermore, as firms

with low levels of asset tangibility tend to have low leverage,29 the model predicts that firms

with relatively low leverage ex ante should be more prone to benefit from the introduction of

CDS. Following the introduction of CDS markets, these firms should experience improved

credit availability, increased firm value, and lower risk of default. The effect on interest

rates (or spreads) is less clear–cut, though. As seen earlier, leverage may increase following

the introduction of CDS. This will tend to increase spreads. At the same time, default

risk (probability of default) decreases, which will tend to lower spreads.30 The effect on

spreads is therefore ambiguous, at least if changes in leverage are not controlled for.31 We

summarize the first set of predictions as follows:

Implication 1 Firms with low asset tangibility, firms with low leverage ex ante, and large

firms should be more prone to benefit from the development of CDS markets. These firms

should experience improved credit supply, an increase in firm value, and a decrease in default

risk. Leverage should on average increase, and hence spreads could decrease or increase.

Some of these predictions have been tested. Ashcraft and Santos (2009) examine the

impact of CDS trading on spreads that the underlying firms pay to raise funding in the

corporate bond and syndicated loan markets in the US. Hirtle (2009) investigates the effect

of credit derivatives usage on bank credit supply and loan spreads in the US. While both

papers find that CDS trading or usage has little effect on the average borrower, Ashcroft and

Santos (2009) find that firms with low leverage experience a decrease in spreads at the onset

of CDS trading, and Hirtle (2009) finds that new loans to large borrowers tend to increase as

banks take on more credit protection (but spreads increase too). Both findings seem to be

consistent with our model. Ashcroft and Santos (2009) moreover find that informationally

more transparent firms and firms with lower stock volatility are more prone to benefit from

CDS. Shim and Zhu (2010), in a study of the impact of CDS trading on spreads in Asian

bond markets, instead find that more opaque firms tend to benefit more. They also find

29For recent evidence, see Campello and Giambona (2012).
30Formally, in our model, spreads are given by (T − (1 − θ)L/(θe∗T ) − 1, where T ≥ I (with strict

inequality for some borrowers) and e∗ is equilibrium effort. This is increasing in T and decreasing in e∗.
31Another reason why spreads could increase is that improved credit availability may enable firms to

engage in new and risky activities. Overall default risk at the firm level may thus increase.
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that firms with high leverage and smaller firms are more prone to benefit—in contrast to

what Ashcroft and Santos (2009) find for the US and somewhat opposite to what our model

would predict. In summary, the empirical evidence on the impact of CDS usage on spreads

is mixed and it may be difficult to draw general conclusions.

The second set of implications concerns firms that would be made worse off by the

introduction of CDS markets. As these firms would suffer from the excessive rent extraction

problem, they should become more reluctant to agree to debt maturity designs and control

right transfers that would enable their lenders to impose foreclosure (and hence hold up)

threats in the first place. Following the introduction of CDS markets, one would thus expect

a lengthening of debt maturities and a shift towards relatively more covenant–lite debt. In

the context our model, such a shift to covenant–lite long–term debt should be observed

regardless of whether a firm’s lender actually uses CDS. All what matters in our model is

that a lender could purchase CDS on a firm’s debt if he wanted to. As a result, the mere

introduction of CDS could have negative effects on firms even if lenders actually do not

purchase CDS on these firms’ debt. It should be stressed, however, that this is somewhat

an artifact of our model and due to the simplifying assumption that lenders’ sole motivation

to take protection is to enhance the value of their exit options. In practice, there will be

many other reasons, and hence it seems plausible that lenders will purchase protection when

they have the opportunity to do so. In any case, we have the following implication.

Implication 2 Following the introduction of CDS markets, one should observe a lengthen-

ing of debt maturities and a shift to relatively more covenant–lite debt.

The first prediction (lengthening of debt maturities) seems to be consistent with the

empirical evidence reported in Saretto and Tookes (2012). They find that firms with traded

CDS contracts on their debt maintain longer debt maturities (and also higher leverage

ratios). They also find that these effects are more pronounced during periods in which

credit constraints become binding. As explained by Saretto and Tookes (2012), this is

consistent with the notion that lenders’ improved ability to hedge alleviates frictions on

the supply side of markets. Another explanation is offered by our model: firms that would

suffer from the rent extraction problem shift away from financial contract designs that would

enable their lenders to impose hold up threats. To our knowledge, the second prediction
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(more covenant–lite debt) has not been tested yet.

The analysis also has implications for financial stability. CDS protection can enhance

credit market efficiency and support the extension of credit. This, however, does not nec-

essarily imply that CDS protection, even when improving credit availability, has positive

implications for financial stability. To the extent that CDS protection reduces credit con-

straints, it might be the least creditworthy and presumably riskiest borrowers that benefit

most from the relaxation of credit constraints. At the same time, default probabilities of

borrowers that previously were not credit rationed might decrease due to the disciplining ef-

fect of protection. The overall effect on financial stability and default risk in the economy is

then ambiguous. Furthermore, an increase in overall default risk following the introduction

of CDS markets does not necessarily imply that CDS protection is detrimental to welfare.32

However, the analysis also suggests that CDS protection could at times be highly detrimen-

tal to financial stability and welfare. While the framework proposed in this paper is too

simplistic to draw robust system risk implications, one result is that, in extreme cases, CDS

markets could have severe ripple effects on the viability of credit markets.

6 Concluding Remarks

We proposed a simple model to analyze the effects of CDS protection on corporate lending

and credit market efficiency. CDS insulate lenders against losses from letting borrowers

default. This strengthens the credibility of termination threats vis–à–vis borrowers, which in

turn affects borrower incentives and credit constraints ex ante. Provided lenders’ protection

levels are sufficiently limited, this effect goes in the direction of relaxing incentive and credit

constraints. The introduction of a market for credit protection will then have positive

implications for the extension of credit and overall credit market efficiency.

However, to the extent that lenders’ protection levels are unobservable and difficult to

contract upon, lenders may have an incentive to take excessive protection in an attempt

to hold up borrowers and extract additional surplus in debt renegotiations. If this threat

becomes sufficiently severe, borrower incentives will be severely stifled. The parties will

32See Keys, Mukherjee, and Seru (2010) for an empirical design that accounts for this issue in the context

of securitization.
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have to resort to inefficient covenant–lite types of financing under which lenders are not

entitled to force pre–mature liquidation. This may lead to a situation where borrowers that

would have obtained funding in the absence of credit protection will find themselves credit

rationed once credit protection is introduced.

Lenders’ incentive to take excessive protection will be limited when debt renegotiation

is subject to obstacles that may render private workouts infeasible. Protection sellers are

willing to advance protection against relatively low premia only if they can be ensured

that termination threats are not exercised in states where continuation is efficient. This

requires that lenders and borrowers are able to sort out matters in workouts. As a result,

ex ante uncertainty about the feasibility of workouts may make taking excessive protection

prohibitively costly for lenders as it would entail excessively high premia. To the extent

that renegotiation is more cumbersome at large and complex organizations, this suggests

that large firms may be more prone to benefit from the introduction of a market for credit

protection. We also provided a discussion of policy options, and concluded that regula-

tory measures aimed at limiting the scope to take excessive protection may be difficult to

implement in practice and may have undesirable “unintended consequences”.

Understanding the costs and benefit of CDS market liquidity (or illiquidity) from a

corporate finance and debt contracting perspective is an interesting avenue for future re-

search.33 One immediate implication of our model is that “small” borrowers, i.e., borrowers

for which the CDS market is currently highly illiquid if not non–existent (cf., Minton, Stulz,

and Williamson 2009), may actually benefit from CDS market illiquidity—to the extent

that these are precisely the types of borrowers that would suffer most from the excessive

rent extraction problem of CDS protection highlighted above.
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Appendix: Proofs

Proof of Proposition 1

Consider the case of short–term debt. If undertaken, the project must be continued in the good state.

Furthermore, restricting without loss of generality attention to contracts that are renegotiation–proof in

equilibrium, the project must be continued without renegotiation in equilibrium (in the good state). Thus

an optimal contract solves

max
(e∗,Rs)

θe∗(Π−Rs)− (1− θ)B − ψ(e∗)

s.t.

e∗Rs ≥ L (CO)

θe∗Rs + (1− θ)L ≥ I (IR)

e∗ is incentive–compatible (IC)

where e∗ is the candidate equilibrium effort level, (CO) ensures that the lender has an appropriate incentive

to continue the project in the good state, conditional on e∗, (IR) is the lender’s participation constraint,

and (IC), which is yet to be derived, is the borrower’s incentive constraint. At the optimum, (IR) holds
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with equality. Substituting for Rs = (I − (1 − θ)L)/(θe∗), (CO) reduces to I ≥ L, which holds with strict

inequality by I > L. Let us now derive (IC). Suppose the borrower exerts effort e, possibly different from

e∗ and consider the continuation game in the good state (in the bad state the project will be terminated).

For e ≥ L/Rs, the lender prefers to continue and, moreover, continuation is efficient. Hence the project will

be continued without renegotiation. For e < L/Rs, the lender prefers to terminate under the status–quo

contract. If renegotiation is not feasible (probability 1 − λ), he terminates the project. If renegotiation is

feasible (probability λ), and termination is inefficient, the borrower offers the lender a new claim R′s > Rs

such that lender is just willing to continue, eR′s = L. As the borrower cannot pledge more than Π,

renegotiation will succeed if and only if e ≥ L/Π. For e ∈ [(L − B)/Π, L/Π), continuation is still efficient,

but the borrower cannot give the lender a large enough claim to induce him to continue. In summary, the

borrower’s payoff from exerting effort e is

U(e) =


θe(Π−Rs)− (1− θ)B − ψ(e) for e ≥ L/Rs

λ
(
θ(eΠ− L)− (1− θ)B

)
− (1− λ)B − ψ(e) for e ∈ [L/Π, L/Rs)

−B − ψ(e) for e < L/Π

Notice that L/Rs < e∗ by L < I. Thus, e∗ is locally incentive compatible if and only if

U ′(e∗)e≥L/Rs
= θ

(
Π− I − (1− θ)L

θe∗

)
− 2βe∗ = 0 (IC’)

where we substituted for ψ′(e∗) = 2βe∗. Global incentive–compatibility requires U(e∗) ≥ U(e) for all e.

Yet,

max
e
U(e)e∈[L/Π,L/Rs) ≤ max

e
U(e)e∈[L/Π,L/Rs)|λ = 1 < U(L/Rs)e≥L/Rs

< U(e∗)e≥L/Rs

and

U(e∗)e≥L/Rs
= θe∗Π + (1− θ)(L−B)− ψ(e∗)− I︸ ︷︷ ︸

project NPV

≥ 0 > max
e
U(e)e<L/Π = −B

since if NPV had been negative the project would not have been undertaken in the first place. In summary,

(IC) boils down to (IC’). The problem reduces to

max
e∗

θe∗Π + (1− θ)(L−B)− ψ(e∗)− I

subject to (IC’). (IC’) is a quadratic equation which has at most two solutions. Since any such solution is

less than eFB , equilibrium effort will be given by the largest solution of (IC’). This is solved for

e∗s =
θΠ +

√
(θΠ)2 − 8β(I − (1− θ)L)

4β
< eFB

as stated in the proposition.

We next derive the debt capacity threshold. In equilibrium the project will be undertaken if and only

if (i) e∗s is a real number, i.e., the term inside the square root is non–negative,

I ≤ (θΠ)2/(8β) + (1− θ)L ≡ I ′s

and (ii) project NPV is non–negative. It is straightforward to show that at e∗s(I ′s) = θΠ/(4β), NPV is

non–negative if and only if

I ≤ 3(θΠ)2/(16β) + (1− θ)(L−B) ≡ I ′′s

Let then Is = min[I ′s, I
′′
s ] and notice that Is < θeFBΠ+(1−θ)(L−B)−ψ(eFB) = (θΠ)2/(4β)+(1−θ)(L−B)

by I ′′s < (θΠ)2/(4β)+(1−θ)(L−B). In conclusion, there is a threshold Is < θeFBΠ+(1−θ)(L−B)−ψ(eFB)

such that the project is undertaken in equilibrium if and only if I ≤ Is. The proof that e∗l < e∗s and Il < Is

is straightforward and hence omitted.
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Proof of Proposition 2

Let the lender advance funds I against a claim Rs = (I − (1 − θ)L)/(θeFB). Furthermore, let the lender

purchase credit protection C = (I −L)/θ against a premium P = (1− θ)C. Under this contract, the lender

is willing to continue in the good state if and only if e ≥ eFB . In the bad state, he terminates. Moreover,

if the borrower exerts efficient effort and the project is continued (terminated) in the good (bad) state,

investors just break even. It remains to be shown that the borrower’s incentive constraint is slack. Going

through the same steps as in the proof of Proposition 1, it is straightforward to show that the borrower’s

payoff from exerting effort e is

U(e) =


θe(Π−Rs)− (1− θ)B − ψ(e) for e ≥ eFB

λ
(
θ(eΠ− (L+ C))− (1− θ)B

)
− (1− λ)B − ψ(e) for e ∈ [(L+ C)/Π, eFB)

−B − ψ(e) for e < (L+ C)/Π

To show that eFB is incentive–compatible, notice

max
e
U(e)e∈[(L+C)/Π,eFB) ≤ max

e
U(e)e∈[(L+C)/Π,eFB)|λ = 1 < max

e
U(e)e≥eFB = U(eFB)e≥eFB

and

U(eFB)e≥eFB = θeFBΠ + (1− θ)(L−B)− ψ(eFB)− I > 0 > max
e
U(e)e<(L+C)/Π = −B

by (1). Hence efficient effort is incentive–compatible.

Proof of Proposition 3

We have shown in the text that for B < ψ(eFB)/θ the first best cannot be achieved. Here, we show that

for B ∈ [ψ(emin)/θ, ψ(eFB)/θ), where emin is the critical effort level where project NPV is just zero, short–

term debt financing is still feasible, whereas for B < ψ(emin)/θ it is not. Consider a candidate equilibrium

in which the project is financed with short–term debt Rs = Π and the borrower exerts effort e∗. From

the text we know that the lender’s best response is to purchase protection C = e∗Π − L. Effort e∗ is

incentive–compatible if and only if

θe∗(Π−Rs)− (1− θ)B − ψ(e∗) = −(1− θ)B − ψ(e∗) ≥ −B

or B ≥ ψ(e∗)/θ. The lender’s zero–profit constraint is

θe∗Π + (1− θ)L = T

where T is the initial transfer. Investment is feasible if and only if θe∗Π + (1 − θ)L ≥ I. The borrower’s

payoff, in turn, is

−(1− θ)B − ψ(e∗) + (T − I) = θe∗Π + (1− θ)(L−B)− ψ(e∗)− I

which is project NPV. Thus the borrower is willing to participate if and only if project NPV is non–

negative. If so investment is feasible too. Let then emin denote the critical effort level where NPV is

zero. As long as B ≥ ψ(emin)/θ, effort emin or higher can be made incentive–compatible, short–term debt

financing is feasible, and credit protection may have positive implications for credit market efficiency. For

B < ψ(emin)/θ, short–term debt financing is not feasible.
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