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Abstract

Seasonality is a frequent and important occurrence in the tourism industry, with simultaneous effects on
both the volume and financial flows of tourism. The seasonal characteristics of these monetary and non-
monetary tourism indicators can show diverging paths. Lack of synchronization between the seasonal
patterns of these two types of indicators of tourism development can produce suboptimal situations, with
less than best choices when formulating and implementing anti-seasonal policies. The purpose of this
study is to measure pattern, amplitude and timing differences between the seasonal factors of monetary
and non-monetary indicators of tourism development in Aruba. The study contributes to the gap in the
literature on the dynamics in the co-movement of these two types of seasonal factors, while concurrently
incorporating three measurement dimensions of this relation. Moreover, the study introduces novel
calculation techniques in two of the three measurement dimensions. The methodology involves
decomposing time series on both monetary and non-monetary variables using Census X12-ARIMA, with
subsequent calculation of Pearson’s correlation coefficients, median relative differences, and median
timing differentials. The results show important quarterly differences in pattern, amplitude and timing of
the seasonal factors, in terms of the applied timeframe, periodicity, variables and markets involved. The
findings implicate the need for synchronizing strategies and a differentiated anti-seasonal policy.

Keywords: seasonality, Aruba, seasonal patterns, amplitude, timing, monetary and non-monetary
tourism indicators
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1. Introduction

Seasonality is a concept frequently encountered in the tourism industry. It is one of the most
problematic issues facing tourism, yet it is one of the least understood aspects of this business
(Jang, 2004). Its importance crosses over from the academic literature to the domains of policy
making and practical tourism management (Koenig-Lewis & Bischoff, 2005; De Cantis et al.,
2011). Butler (2001) defines seasonality as “...a temporal imbalance in the phenomenon of
tourism, which may be expressed in terms of dimensions of such elements as numbers of
visitors, expenditure of visitors, traffic in highways and other forms of transportation,
employment and admissions to attractions.” (p. 5).

According to Hylleberg (1992), the causes of seasonality can be convened into three groups,
i.e., weather (e.g., variations in temperature, rainfall, snowfall, sunlight, daylight, etc.), calendar
effects (e.g., timing of religious events such as Christmas, Easter, etc.), and timing decisions
(e.g., school vacation). From the perspective of tourism, Butler (2001) distinguishes between
institutional seasonality (resulting from religious, cultural, ethnic and social behavior of humans)
and natural seasonality (which has to do with regular temporal and recurring variations in natural
phenomena, for example, the climate). The typologies of both authors have common linkages
with each other (e.g., weather seasonality with natural seasonality), which boils down to the
seasonal phenomenon being a combination of both man-made and natural events.

There are numerous effects ascribed to seasonality, and understanding these impacts is
critical for the tourism industry because seasonal variations can affect destination image,
destination choice, and tourists’ decisions on spending (Goh, 2012). Periodical swings in the
flow of tourists, for example, produce situations of over-capacity, non-utilization of
infrastructure, decrease in the work force and absence of investments during low seasons (Pegg
et al., 2012), causing reduced profitability and productivity (Karamustafa & Ulama, 2010). On
the other hand, peak seasons of tourist flows can be characterized by over-use of public utilities
(e.g., water supply, waste management, and road use), causing dissatisfaction with residents and
tourists alike, while the environment can irreversibly suffer from damages because of tourism
pressures (Cuccia & Rizzo, 2011). These effects may explain why there has been considerable
efforts from both the public and private sectors to attempt to reduce seasonality in destination
areas (Cannas, 2012). But, the literature shows as well that seasonality not always has a negative

influence. For example, the environment needs a period of time to recover from heavy usage



during peak seasons (Pegg et al., 2012), while maintenance work on buildings and attractions can
be better done during off-peak periods (Cannas, 2012). It is, however, generally recognized that
seasonality has more negative effects, particularly from a socio-economic perspective
(Karamustafa & Ulama, 2010). In any case, identifying the seasonal model affecting a
destination’s tourism is necessary to better understand and cope with the recurring developments
in tourism.

Three important weaknesses have been identified in the literature on tourism seasonality.
Firstly, the literature has mostly compared seasonality between non-monetary indicators of
tourism development (e.g., comparing seasonality of visitors from different countries of origin),
with much less emphasis on seasonal relations between monetary and non-monetary indicators.
Seasonality is not an isolated event, but occurs in both physical and financial facets of tourism
development. Each type of indicator has its own prominence for the tourism industry. For
example, monetary indicators could be important for profitability of businesses and the
generation of foreign exchange for destinations. Non-monetary indicators, such as number of
visitors, on the other hand, may be important for job stability (e.g., the more visitors there are
during each time of the year, the more people are continuously needed to adequately serve them).
The comparison between monetary and non-monetary tourism seasonal factors could be
important for when considering anti-seasonal policies. The literature on this type of policy (see
for example Yacoumis, 1980; Koenig-Lewis & Bischoff, 2010; Cannas, 2012) has been
particularly geared towards finding solutions for the physical side of tourism seasonality (e.g.,
attracting more visitors or lowering them during certain periods) with much less consideration
for the role of financial traits in seasonality. The latter could, for example, present undesirable
consequences for the revenue management goals of businesses. Secondly, differences in
seasonality between monetary and non-monetary tourism indicators can occur because of
dissimilarities in patterns, levels of seasonal intensities as well as timing inconsistencies (e.g.,
seasonal peaks occuring earlier in one variable compared to the other). The literature has
considered combinations of two of these measurement approaches (e.g., Dracatos, 1987; Koenig-
Lewis & Bischoff, 2005; Croce & Wober, 2010), but as far as is known, no study has considered
all three lines of measurement together. Thirdly, when analyzing tourism seasonality using time
series, the recurring periodic variations are best recognized and evaluated when eliminating other

factors, such as trend and incidental elements. A number of authors have emphasized the



available tools to quantify seasonality (e.g., Bender et al., 2005; Koenig-Lewis & Bischoff, 2005;
De De Cantis & Ferrante, 2011; Cantis et al., 2011), where popular methods such as the Gini
coefficient, the coefficient of variation, and the seasonal index have been analyzed. However, the
literature has spent little attention on the diagnostics of the calculated seasonal factors and
whether these are immediately suitable for comparisson in analyses, with possible biased
conclusions in tourism seasonality studies.

The purpose of this paper is to compare the discrepancies in the seasonal factors of monetary
and non-monetary indicators of tourism development in Aruba, in terms of patterns, amplitude
and timing differences. The methodology involves decomposing time series on both monetary
and non-monetary variables using Census X12-ARIMA, with subsequent calculation of
Pearson’s correlation coefficients, median relative differences, median variances, and median
timing differentials. Understanding differences in seasonality between both monetary and non-
monetary tourism indicators could provide policy makers and practitioners of tourism (revenue)
management with crucial information on how to design the appropriate mix of measures to
simultaneously cope with the seasonal phenomenon in both these types of indicators of tourism
development.

This study allows for a triad of contributions to the literature. Firstly, the study compares
seasonality of both monetary and non-monetary factors, which has received little attention in the
literature. The proposed research contributes to this literature gap by improving the
understanding on the dynamics of the co-movement of seasonal factors of monetary and non-
monetary indicators of tourism. Secondly, the study simultaneously explores three dimensions of
seasonality, which is most likely a novel approach. Also, the study proposes original methods for
measuring both amplitude and timing differences between seasonal factors of monetary and non-
monetary tourism indicators. Thirdly, the study contributes as well to the literature on seasonality
in small open island economies such as the case of Aruba.

The rest of this paper is organized as follows. Section two presents an overview of the
literature covering the empirical relation between seasonal factors in tourism. Section three
discusses tourism development in Aruba over the past decades. Section four reviews the data and
the applied methodology, while section five presents the empirical results. Section six concludes

and offers policy implications and lines for future research.



2. Literature Review

The tourism literature has considered the seasonality phenomenon from several angles of
approach. For example, Ashworth & Thomas (1999), Dritsakis (2008) and Karamustafa &
Ulama (2010) have looked at how seasonality varied during the year, using one of more methods
to measure this phenomenon. A second group of studies (Goh & Law, 2002; Kulendran & Wong,
2005; Lim et al., 2009; Vergori, 2012) departed from a forecasting perspective, whereby they
looked at several models for forecasting tourism demand, with a relevant role laid out for
seasonality. Another cluster in the tourism literature has looked at seasonality as an impacted or
impacting factor (e.g., Lim & McAleer, 2000; Yu et al., 2009, 2010; Hadwen et al., 2011; Boffa
& Succurro, 2012; Goh, 2012; Pegg et al., 2012). For example, Yu et al. (2010) found that the
seasonal factor of weather conditions impacted those of demand for two parks in the United
States. Alternatively, authors such as Yacoumis (1980), Baum & Hagen (1999), Sharpley (2003),
Jang (2004), Koenig-Lewis & Bischoftf (2005) and Cannas (2012) looked at the formulation and
implementation of anti-seasonal policies to contain seasonal effects. An extended faction in the
seasonality literature has considered seasonality by comparing seasonal differences of
particularly tourism demand data (Drakatos, 1987; Donatos & Zairis, 1991; Fernandez-Morales,
2003; Bender et al., 2005; Koenig-Lewis & Bischoff, 2002; Ahas et al., 2007; Koc & Altinay,
2007; Croce & Wober, 2010; De Cantis & Ferrante, 2011; De Cantis et al., 2011). For example,
Drakatos (1987) compared the monthly seasonal patterns of arrivals to Greece from several
destinations (including Austria, Italy, France, United Kingdom, Yugoslavia and US) for the
period 1980-1985, and found considerable differences between the seasonal patterns of the
nationalities arriving in Greece. Lim & McAleer, (2000) compared the seasonal patterns of
tourism arrivals from Hong Kong, Malaysia and Singapore to Australia, and noted considerable
differences between the seasonal patterns of these three tourism-generating countries.

There is no general agreement as to which data should be used to measure and analyze
seasonality (Koenig-Lewis & Bischoff, 2005). Tourism demand in the studies comparing
seasonality has been represented by variables such as tourist arrivals (Drakatos, 1987; Lim &
McAleer, 2000; Bender et al., 2005), average spending per person (Koc & Altinay, 2007), hotel
nights (Fernandez-Morales, 2003), bednights (Croce & Wdber, 2010) and hotel bed occupancy
rates (De Cantis & Ferrante, 2011; De Cantis et al., 2011). These variables are often linked to

international demand for the destination studied, although in some instances (e.g., De Cantis &
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Ferrante, 2011; De Cantis et al., 2011) domestic demand has also been included in the analysis.
With the exception of Koc & Altinay (2007), these studies have alsmost exclusively been based
on comparing the seasonality of non-monetary indicators. The latter authors perhaps come
closest in terms of analyzing the differences in seasonal patterns of both monetary and non-
monetary indicators of tourism development by investigating seasonal variations in monthly per
person tourist spending in Turkey. For this purpose, they collected monthly data (January 1992-
December 2004) on tourist arrivals and tourism receipts, which they subsequently used to
calculate the average spending per tourist. Their findings suggest that the seasonal pattern in per
person tourist spending was considerably different from the seasonal pattern of tourist arrivals
and tourism receipts. On itself, this is an interesting conclusion that adds credence to the idea of
comparing seasonal factors of both monetary and non-monetary indicators.

Analyzing seasonality requires the ability to adequately quantify this phenomenon. Yet, there
are no general general guidelines how to measure seasonality (Koenig-Lewis & Bischoff, 2005).
The methodologies applied in calculating and analyzing the seasonal patterns vary from study to
study. For example, Bender et al. (2005) applied several measures of seasonality, including
seasonality ratio and Gini coefficient, combined with bi-variate Pearsons correlation to gauge
and evaluate seasonality. Koenig-Lewis & Bischoff (2002) used a multiplicative model of
seasonal decomposition (whereby the seasonal factor was determined as the difference between
the actual and the average value), and different measurement techniques, including concentration
indices, Gini coefficients, amplitude rations and indices of similarity to analyze the seasonality.
Croce & Wober (2010) calculated the average bednights of 20 European city destinations as a
proxy for the seasonal patterns, and subsequently applied Gini coefficients and Pearson’s bi-
variate correlation coefficients to make seasonal comparissons. The methodological differences
were also determinant for whether variations in seasonality were fixed for the whole period of
analysis (e.g., Drakatos, 1987; Bender et al., 2005), or varied over the course of time (e.g.,
Koenig-Lewis & Bischoff, 2002; Koc & Altinay, 2007; De Cantis & Ferrante, 2011; De Cantis et
al., 2011).

Most of the studies were geared towards analyzing differences in seasonal patterns, and in
some instances (Koenig-Lewis & Bischoff, 2005; Croce & Wober, 2010), both patterns and
amplitude differences were analyzed. None of the studies have considered examining differences

in timing between the seasonal factors, which is considered an omission in these studies.



While all studies found important differences in seasonality, there are three key
methodological drawbacks found in the analyzed literature. Firstly, except for some exceptions
like the rigorous work by Koc & Altinay (2007), Dritsakis (2008) and Vergori (2012), little
attention has been given to the issue of whether the seasonal factors were deterministic or
stochastic in nature. This distinction is important because stochastic seasonal series have long
memory, whereby shocks will last forever and may actually permanently change the seasonal
pattern (Hylleberg et al., 1990). According to Beaulieu & Miron (1993), the investigation of
seasonal unit roots logically precedes the examination of other kinds of seasonality, because the
latter can produce spurious results if seasonal unit roots are present but unaccounted for.
Secondly, many of the studies did not provide any diagnostics on either the presence of
seasonality, or the calculated seasonal patterns themselves. One can, for example, not determine
the quality of the calculated seasonal data in these investigations. Lack of qualitatively adequate
seasonal factors can produce biased results in the analysis of seasonality. Thirdly, the reviewed
literature is particularly silent on comparing seasonal patterns in the same unit of analysis.
Analyzing data with the same unit features is a precondition to avoid biased comparisons. The
unit problem can be circumvented by standardizing the seasonal factors before starting with the
comparison process. Considering these methodological downsides can improve the reliability of

the results in the end, and will be considered in the further course of this study.

3. Tourism and Seasonality in Aruba

Aruba is a small island located about 32 km from the Northern coast of Venezuela. It has an area
of 180 km” (or about 1% times the surface area of Walt Disney World in Orlando, Florida), and a
population of about 100,000 people. Tourism has been a source of income for more than fifty
years. The industry started to get grip in 1959, when the island built its first 100-room hotel,
modeled after similar ones in Florida and Puerto Rico (Cole & Razak, 2009). However, for a
long time, the tourism industry played only a small role in the overall economic development of
Aruba, given the dominant position of an oil refinery, the Lago Oil & Transport Company, Ltd.
(Vanegas & Croes, 2000). The situation changed in 1985, when the oil refinery closed its doors,
causing a shock to the Aruban economy. At that time, the refinery contributed to about 25% of

Aruba’s gross domestic product (GDP), and directly and indirectly employed between 30%-40%



of Aruba’s population (Ridderstaat, 2007). Moreover, it provided about 50% of the foreign
exchange earnings of the island and contributed to about 40% of all tax earnings.

The detrimental situation made finding a new source of economic activity a top priority. The
most obvious way to increase income and foreign exchange receipts was to expand the tourism
industry (Ridderstaat, 2007). Soon, new hotels, shopping malls and other commercial buildings
were rising from the ground. The number of hotel rooms more than tripled, from 2,524 in 1986
to 7,975 in 2011. The efforts paid off: the number of stay-over visitors grew from 181,211 in
1986 to 871,316 in 2011. Tourism receipts grew from US$ 157.2 million in 1986 to US$ 1,340.8
million in 2011.

Today, tourism is the mainstay of the Aruban economy. According to the World Travel and
Tourism Council (2012), tourism accounted for about 2/3 of the total GDP and employment in
2011. The United States is by far the largest market for Aruba, accounting on average for 65.4%
of all stay-over visitors between 1996 and 2011. The Venezuelan market is the second largest
market for Aruba (average 12.2% between 1996 and 2011). Together, these two countries
accounted on average for about 77.6% of all stay-over visitors to Aruba between 1996 and 2011.
Other smaller markets include, among others, Colombia, the Netherlands, Canada, Argentina and
Brazil.

Seasonality in Aruba’s tourism is likely to be based predominantly on fundamentals external
to the island. Weather conditions in Aruba are less volatile than in, for example, countries with
four weather seasons, like the United States. The island is located in an area called the Southern
Caribbean Dry Zone, with a discernible dry and rainy season, and sustained moderate to fresh
easterlies (Meterorological Department of Atruba, 2013). Aruba has clear skies and bright
sunshine almost every day of the year, with an average air temperature around 27.8 degrees
(Aruba Tourism Authority, 2013). This makes local weather perhaps less influential on the
seasonal tourism demand from various markets. According to Croes (2007), seasonality in
tourism demand from the U.S. is probably influenced by institutional factors (e.g., school
holdidays, Christmas) and the weather in that country (particularly the winters season). In the
case of demand from the Latin American market, this may generally be affected by weather
conditions in the country of origin itself (both winter and summer periods). In the specific case
of Venezuela, which has mostly similar climate conditions as in Aruba, other seasonal

influences, such as school vacations, the Holy Week, and Christmas may be the most



determining factors in the seasonality of demand from this market. Hotels in Aruba may also
influence the seasonal demand from those tourists with less hefty budgets, i.e., by pricing their
room according to the season, whereby high season prices can outbalance the low season ones by
up to 40% (Croes, 2007). In this way, domestic seasonal factors can steer to some extent the

seasonality of demand from this specific group of tourists.

4. Data and Methods

This study is conceptually defined according to the framework presented in Figure 1, where the
seasonal factors of the monetary indicators of tourism are compared with those of the non-
monetary indicators. The monetary indicators are proxied by the variables tourism expenditures
and average daily expenditures. The study employs these two types of revenue indicators to test
for the robustness of the findings. Both variables are included in aggregate form (respectively,
TOUREXP TOT and ADE _TOT) and are further segmented into the US, Venezuelan and other
tourism markets (respectively TOUREXP USA, TOUREXP VEN, TOUREXP OTH,
ADE USA, ADE VEN, and ADE OTH). The US and Venezuelan markets are included
separately, given their relatively importance in Aruba’s stay-over tourism (the latter is defined
here as tourists remaining for 1 night or longer on the island). The other markets segment
includes all other tourism markets (Colombia, the Netherlands, Canada, Argentina, Brazil, etc.).
The data on the monetary indicators are derived from the periodical survey of the Central Bureau
of Statistics of Aruba, and cover the period of the first quarter 1996 up to and including the
fourth quarter of 2011.
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Fig. 1: Conceptual framework of the analysis of the seasonality relation between monetary and non-monetary indicators
of tourism development

The non-monetary statistics (number of stay-over visitors, and visitors’ nights) are also
segmented into a total, US; Venezuela and others components (respectively STAYVIS TOT,
STAYVIS USA, STAYVIS VEN, STAYVIS OTH, NIGHTS TOT, NIGHTS USA,
NIGHTS VEN, NIGHTS OTH). Again, two types of non-monetary indicators are included in
this study to test for the robustness of the outcomes. The data here are derived from the Central
Bank of Aruba. In order to further test for the stability of the results, we have also included the
period 2007-2011 in the analysis. So, basically, robustness in this study is assessed by applying
different variables to represent both monetary and non-monetary indicators, and by applying
different periods of analysis. Table 1 presents an overview of the variables involved in the study,
where we transformed the variables into log function to stabilize their variance (Farooque, 2003).
The table includes as well a number of descriptive statistics of the variables, i.e., the mean,

median, maximum and minimum values as well as the coefficient of variation. The mean and
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median values of all variables are fairly close to each other, and, in some instances even
identical. This implicates the absence of outliers, as can be seen by the small differences between

the minimum and the maximum values, and the relatively low coefficients of variation.

Table 1: Vaniables used in the analysis

Variable Description Mean Median Masimum Minirmm Standard  Coefficient
deviation ofvanation

(in %)

LSTAYVIS TOT  Logarthmofthe total number of stay-over visitors 121 121 123 119 0.1 09
LSTAYWVIS USA  Logarthmofthe mumber ofstay-over visitors fromthe US market 117 117 120 12 02 14
LSTAYVIS VEN  Logarthmofthe mumber ofstay-over visitors fromthe Veneruelan market 99 99 10.8 9.0 0.4 45
LSTAYVIS OTH Logarthmofthe mumber of stay-over visitors fomthe other markets 106 106 110 102 02 19
LMIGHTS TOT  Logarthmoftotal nights stayed by all stay-over visitors 141 141 144 138 0.1 09
LMIGHTS USA  Logarthmoftotal nights stayed by stay-over visitors fomthe USA 133 136 140 116 0.3 57
LMIGHTS VEN  Logarthmoftotal nights stayed by stay-over visitors from Venemela 114 113 126 9.0 09 77
LMIGHTS OTH  Logarthmoftotal nights stayed by stay-over visitors fomthe other markets 131 129 143 125 0.5 39
LTOUREXP TOT Logarthmoftotal expenditures madein Arubaby all stay-over visitors 119 119 123 116 0.1 11
LTOUREXP 1SA Logarthmoftotal expenditures made in Arubaby stay-over visitors ofthe USA 114 113 120 109 02 20
LTOUREXP VEN Logarthmoftotal expenditures made in Arubaby stay-over visitors of Venemela 99 99 10.7 9.1 0.4 43
LTOUREXP OTH Logarthmoftotal expenditures madein Arubaby stay-over visitors ofthe othermarkets 105 104 110 101 02 17
LADE TOT Loganthmoftotal average daily expenditures 47 47 50 44 0.1 25
LADE USA Loganthmofaverage daily expenditures by visitors fromthe USA 47 46 49 44 0.1 25
LADE VEN Logarnthmofaverage daily expenditures by visitors fomVenemela 50 50 55 46 02 39
LADE OTH Loganthmofaverage daily expenditures by visitors fromthe other markets 40 42 48 0.8 0.6 139

Note: the coefficient of vaniation is equal to the ratio between the the standard deviation and the mean.

To get a first impression of the seasonal differences between the monetary and non-monetary
tourism indicators, we calculated first the quarterly ratios of each indicator in their annual total.
Subsequently, we calculated the median values of these ratios per quarter, and subtracted then
25% from the results. The 25% is a proxy for the case when there is no seasonal factor
influencing the quarterly results, where under normal conditions the ratio would be 25% for each
quarter. The remaining values after subtraction provide a preliminary indication of the seasonal
factors. Combinations of both monetary and non-monetary seasonal factors are presented in
Charts 1-4, for both the periods 1996-2011 and 2007-2011. All charts show variations between
the corrected ratios of both monetary and non-monetary seasonal factors, for all quarters. These
differences are noticeable not only between the periods of analysis (1996-2011 versus 2007-
2011), but also between quarters. This means that the further analysis of the differences should

also consider a quarterly approach.
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Economic time series often exhibit substantial seasonality, bringing with it the possibility that
there may be unit roots at other frequencies than the zero frequency in the spectrum (Hylleberg et
al., 1990). Therefore, the time series properties of the data need to be determined in order to
make an accurate inference about the seasonal movements in the data (Koc & Altinay, 2007).
The imposition of one kind of seasonality when another one is present can lead to serious biases
or loss of information, making it therefore important to establish the kind of seasonality that is
present in the series (Beaulieu & Miron, 1993). Seasonal unit root tests are much more
complicated than the simple unit root tests, because they tend to have different unit roots, for
example, quarterly, semi-annual and annual basis (Song et al., 2009). Hylleberg et al. (1990)
developed a test to determine whether time series contain unit roots at other frequencies than the

conventional long-term position. Following Dritsakis (2008), we apply the following HEGY test:

Yoe =miVie g+ Yorq + 13 Yae g + g Yapg +uy €y

Where

Yoe = (1 - L4)Yt =Y =Yy (2)

Yiee1=Q4+L+LP+ L)Y, =Y, 1 +Y o+ Y 5+ Y, 3)

Yorq=—(1—-L+ L* - LZ)Yt—1 =-1-L(A+ LZ)Yt—1 =YtV -V 3+YVs (4)

Vi1 =—(1 =LY, =-(1-L)A+ L)Y, ==Y, + Y, ()

Yyeor = —(1 = L)Y,y = =Y, + Y3 (6)

u = normally and independently distributed error term with zero mean and constant
variance.

L = Backward shift operator

The above equation can be estimated by the ordinary least squares method involving an
intercept, a time trend and three seasonal dummies. There are three hypotheses that will be tested
here:

. Hy:my =0,H;:my <0 — t-test

2. Hym, =0,H;:m, <0 — t-test

3. Hy:m3 =0,H;: 3 # 0 and m, # 0 — F-test
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If the first hypothesis is not rejected (1r;= 0), then there is a unit root at the zero frequency (or a
non-seasonal unit root in the time series). If the second hypothesis is not rejected, then there is a
seasonal unit root at the semi-annual frequency. If the third hypothesis is not rejected, there is a
unit root at the annual frequency.

Time series usually consist of four components (Trend, Cycle, Seasonal factor and Irregular
factor), and can be either multiplicative or additive (Bails & Peppers, 1993). The multiplicative

model is a multiplication of these four components:

S=TxCxSxI (7)
where:

S = Series;

T = Trend;

C = Cycle;

S = Seasonal factor;

I = Irregular factor.

In the additive model, the relation between these components is as follows:

S=T+C+S+I (8)

The Census X12-ARIMA decomposition method is applied here to each of the series. In
economic applications, it is one of the most widely used procedures to decompose a time series
(De Cantis & Ferrante, 2011). This produces a trend-cycle (TC), a seasonal factor (S), and an
irregular component (I). Prior to applying the Census X12-ARIMA technique, the data were
analyzed for the type of model (additive or multiplicative) they belong to. We apply here the

following regression, borrowed from den Butter & Fase (1988), to assess the model type:

where:
Y = the original value of the time series;
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Yt = the centralized moving average of Y over a period of a year;
a, B = coefficients;

€ = error term.

If Y and Yt are uncorrelated, meaning that the coefficient B is not significantly different from
zero, the model type is additive. If B is significantly different from zero, the model is
multiplicative.

Simultaneously, when applying the Census X12-ARIMA methodology, we test the variables
for the presence of seasonality using the following tests included in this decomposition approach:
(1) a test for the presence of seasonality assuming stability (an F-test assessing the presence of
seasonality at the 0.1% level); (2) a nonparametric test for the presence of seasonality assuming
stability (a Kruskal-Wallis test assessing seasonality at the 1% level); (3) a moving seasonality
test (an F-test assessing moving seasonality at the 5% level); (4) the ratio between moving
seasonality and stable seasonality (according to the U.S. Bureau of Census (2010), this ratio
should be less than 1). The two last tests provide information about the degree of variance of the
seasonal factor from year to year (Bloem et al., 2001). These four tests will allow us to decide
whether seasonality has a key role in the analysis of the monetary and non-monetary variables.

The next analyses are done per quarter to provide a better understanding of seasonality within
this timeframe. The seasonal factors of both monetary and non-monetary indicators were first
standardized in order to make an adequate comparison with each other. Three types of analyses
will be conducted on the standardized data. The first evaluation involves the comparison of the
seasonal patterns of the monetary against the non-monetary indicators. The aim here is to assess
how much the monetary indicators move in concert with the non-monetary ones. The analysis of
the differences in pattern between the standardized monetary and non-monetary indicators is
done by calculating the Pearson’s correlation statistics, which measures the strength of the
association between combinations of monetary and non-monetary indicators.

The second analysis compares the amplitudes of the seasonal patterns of both types of
indicators (whereby amplitude is defined here as the difference between the points on the
seasonal patterns and zero). The amplitude differences are determined by first calculating the
relative differences between the standardized seasonal patterns of both monetary and non-

monetary indicators of tourism demand, using the following formula:
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o IsM]

x100% (10)
where:

AD = Amplitude Difference;

SM = Seasonal pattern of monetary indicators of tourism development;

SNM = Seasonal pattern of non-monetary indicators of tourism development;

t = Time.

Basically, the AD determines the absolute difference between the monetary and non-monetary
seasonal pattern in percent of the monetary seasonal pattern of tourism development. For
instance, if SM;= 0.05 and SNM; = 0.07, the ADt = 40% of the SM,. We calculate the median
value of the amplitude differences per quarter in order to get a one-dimensional overview of the
results. The median is used here as the preferred measure of central tendency, because it is less
subject to large fluctuations than the mean. Additionally, we calculate the median variance
statistics for each quarter to determine which seasonal factor (monetary or non-monetary) has the
largest amplitude. This is important when discussing strategies to synchronize seasonality in both
monetary and non-monetary tourism indicators.

The third analysis encompasses determining the timing difference of occurrence of the
seasonal patterns of the monetary versus the non-monetary indicators. The aim here is to
measure whether the seasonal patterns of the monetary indicators have a lag, lead or coincident
relation with those of the non-monetary indicators. To determine the timing difference between
the seasonal patterns of monetary indicators and non-monetary indicators, the seasonal factors
for each of the variables are first transformed using a ranking procedure to distinguish between

the highest (value=1) and lowest (value=4) positions during a year. In formula:

Yir =1if Y > (Ve Yevo Yers)s (11)
Yir =210f Yey1 > Y > (Yei2, Yern) (12)
or Yeyz > Y > (Yigq, Yers) (13)
or Yeyz > Yy > (Yigq, Yer2) (14)
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Yer =30if (Vpy2, YVeg3) > Y > Vg (15)

or (Yey3, Y1) > Y > Yy (16)
or (Yei1,Yei2) > Y > Vs (17)
Yer = 4if Yo < (Yerr, Yerzs Yers) (18)

where r stands for ranked value. Subsequently, we determine the level of lag, lead or coincidence
between the monetary and non-monetary seasonal factors, based on their ranking difference over
time. For example, if Y; is ranked 4th and X;,; is also ranked at the same number, then Y; is
leading X3 by 3 quarters. Similarly, if ;5 is ranked 2" and X, is ranked 2", we can conclude
that Y;, 5 is lagging on X; by 3 quarters. Again, we calculate here one-dimensional median timing

differences for each quarter to assist the analysis.

5. Empirical Results

All estimates were obtained from Eviews 7.0 and Microsoft Excel 2010. Seasonal unit root test
results show the non-rejection of the first hypothesis for the variables LSTAYVIS USA,
LSTAYVIS VEN, LNIGHTS TOT, and all monetary variables, implying that these variables
have a unit root at the zero frequency, or a non-seasonal unit root (Table 2). However, the second
and third hypotheses are rejected in all cases, meaning that there is no seasonal unit root at the
semi-annual and annual frequencies. Given that we intend to work with seasonal factors only,

and the absence of seasonal unit roots, there is no further transformation to the data necessary.
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Table 2: Seasonal unit root test results

Null hypothesis Integration
Variables m1=0 =0 73=0, my=0
Stay-over tourism
LSTAYVIS TOT 7.1383 * -6.91E+13 * 8 67TE+27 * 1(0,0.0)
LSTAYVIS USA -0.5482 -36318 * 1343726 * I(1.0.0)
LSTAYVIS VEN 1.0052 -4 3378 * 7943426 * 1(1.0.0)
LSTAYVIS OTH -7.0430 * -1.26E+15 * 1.07E430 * 1(0,0.0)
Tourismnights
LNIGHTS_TOT 1.8131 2.08E+15 * 9. 01E+30 * 1(1.0.0)
LNIGHTS USA 6.5395 *  _5.12E+15 * 371E+31 * 10.0.0)
LNIGHTS VEN 56159 *  _443E+15 * 3.04E+31 * 1(0,0,0)
LNIGHTS _OTH 64571 *  _2.59E+15 * 1.07E+31 * 1(0,0.0)
Total expenditure in Amba expenditure by place of residence
LTOUREXP TOT 0.0381 -10.1942 * 71.4643 * 1(1,0.0)
LTOUREXP USA -0.7091 -8.0463 * 40.0476 * 1(1.0.0)
LTOUREXP VEN 04839 -83012 * 29.4543 * 1(1,0.0)
LTOUREXP OTH 0.7692 -11.0288 * 36.4765 * 1(1.0.0)
Average daily expenditure by place of residence
LADE TOT 04224 -83763 * 39.4386 * 1(1.0.0)
LADE USA 0.1996 84933 * 37.5492 * 1(1,0.0)
LADE VEN 0.0371 127093 * 28.9120 * 1(1,0.0)
LADE OTH 0.0773 -12.7680 * 27.7250 * 1(1.0.0)

Note: The regression includes an intercept, three seasonal dummies and a time trend. The number of observations is 64. The
critical values are taken from Hylleberg et al. (1990) for 100 observartions at the 5% level: t(ml) =-3.53, t(n2) =-2.94, t(n3. m4) =
6.60. * indicates that the t-value is larger than the critical value, meaning that there is stationarity.

Prior to applying the seasonal decomposition procedure, we tested the data for the type of model
(additive or multiplicative) they belong to. According to the results shown in Table 3, most of the
variables were of the additive form. This in contrasts with Baron (1975) who argued that most

tourism-related time series could be best modeled using the multiplicative approach.
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Table 3: Model type determination

Variable type Regression result of B Model type
Stay-over tourism

LSTAYVIS_TOT -0.0290 additive
LSTAYVIS USA -0.1001 **  multiplcative
LSTAYVIS_VEN 0.0095 additive
LSTAYVIS_OTH 0.0507 additive

Tourismnights

LNIGHTS TOT -0.0157 additive
LNIGHTS USA -0.1590 * multiplicative
LNIGHTS VEN -0.0751 *** multiplicative
LNIGHTS OTH 0.0890 ** multiplicative

Total expenditure in Aruba expenditure by place of residence

LTOUREXP TOT 0.0258 additive
LTOUREXP_ USA -0.0840 additive
LTOUREXP VEN -0.0014 additive
LTOUREXP OTH 0.0735 additive

Average daily expenditure by place of residence

LADE TOT 0.0275 additive
LADE USA 0.0880 *** multiplicative
LADE VEN 0.0570 additive
LADE OTH -0.6502 * multiplicative

Note: The symbols *, ** and *** indicate, respectively, 1%, 5% and 10% significance levels.

With these results, we proceeded to apply the Census X12-ARIMA technique, with the
seasonality test results incorporated in Table 4. The F-test for stable seasonality showed
significant results in almost all cases, except for LNIGHTS USA and LADE OTH. The
seasonal factors of these two variables appear to be unstable. The Kruskal-Wallis test shows no
evidence of seasonality under the assumption of stability for LADE OTH, while the F-test for
moving seasonality shows little evidence of this event, with the exception of LSTAYVIS OTH,
LTOUREXP OTH, LADE TOT and LADE OTH. The last test, the ratio between moving
seasonality and stable seasonality is larger than 1 for LNIGHTS USA and LADE OTH. Based
on the above-detailed results, we decided to drop the variables LNIGHTS USA and
LADE OTH from the further analysis in this study. This means that pattern, amplitude, and
timing comparisons of seasonal factors between tourism expenditures US market and tourism
nights US market, tourism expenditures other markets and tourism nights other markets, average
daily expenditures US market and tourism nights US market, average daily expenditures other

markets and stay-over other markets, and average daily expenditures other markets and tourism
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nights other markets are not possible in this study, which is considered a delimitation for the

ensuing analysis.

Table 4: Seasonality test results based on Census X12-Arima

Stable seasonality Kruskal-Wallis test Moving seasonality Ratio ofmoving

Series F-test p-value (0.1% :‘,1 p-value (1% Fest p-value (3% seasonality to
level) i level) level) stable seasonality
Stav-over fourism
LSTAYVIS TOT 20265 0.0000 * 41.704 0.0000 * 0.743 0.7290 03970
LSTAYVIS USA 82268 0.0000 * 34009 0.0000 * 0916 0.5533 02430
LSTAYVIS VEN 141.001 0.0000 * 34366 0.0000 * 0242 09978 0.1660
LSTAYVIS OTH 108.067 0.0000 * 42328 0.0000 * 1.903 0.0489 * 02420
Tounsmnights
LNIGHTS_TOT 149.060 0.0000 * 54923 0.0000 * 108 040035 0.1850
LNIGHTS_USA 2935 0.0405 26.649 0.0000 * 1.109 03764 13260
LNIGHTS_VEN 51484 0.0000 * 46.238 0.0000 * 1.508 0.1127 03380
LNIGHTS_OTH 8.826 0.0001 * 28353 0.0000 * 0.726 0.7461 0.7210
Total expenditure in Auba expenditure by place ofresidence
LTOUREXF_TOT 40020 0.0000 * 44086 0.0000 * 1.997 00375 * 03640
LTOUREXF_USA 90.800 0.0000 * 48.897 0.0000 * 1.827 00332 02640
LTOUREXF_VEN 20.834 0.0000 * 36.09 0.0000 * 0.803 0.6683 04200
LTOUREXFP_OTH 0.808 0.0000 * 26238 0.0000 * 0.679 0.7904 0.6790
Average daily expenditure by place of residence
LADE TOT 17.711 0.0000 * 20235 0.0000 * 2209 0.0207 * 0.6200
LADE USA 27.564 0.0000 * 38.176 0.0000 * 1.721 0.0807 04700
LADE VEN 9.696 0.0000 * 20.1870 0.0002 * 1.6230 0.1056 0.7820
LADE OTH 2310 0.0672 8.4310 0.0379 1.9900 0.0383 * 1.6070

Note: * indicates significance at the level of testing. The ratio ofimoving seasonality to stable seasonality should be less than 1 to confinm the presence of seasonality
(McDonald-Johnson et al., 2010).

Charts 5a to 8d show the seasonal factors for total stay-over tourism, tourism nights, tourism
expenditure and average daily rates. Visual inspection shows changing seasonal patterns over
time, whereby amplitudes seem to become smaller in most of the cases. For example, in the case
of the seasonal factor of stay-over tourism from Venezuela, amplitude differences show a
contracting movement, particularly as of 2004/2005. The seasonal factors in these charts confirm
the position of Salish & Rodrigues (2011) that seasonality is not necessarily fixed over time. This
is, according to (Franses, 1996), because certain seasonal fluctuations may be triggered by the
behavior of economic agents, which may not be constant over time. The ensuing statistical
analysis will provide more clues about the patterns, amplitude and timing differences between

the monetary and non-monetary seasonal factors.
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we want to test whether the correlation varies per quarter, as suggested by the initial analysis in
Charts 1-4. Applying a correlation analysis on a normal time series would produce information
on the level of association for all quarters together, but could hide details about lack of seasonal
association during a specific quarter. The latter could prove important when considering
synchronization strategies and anti-seasonal policies. Subsequently, we conducted the Pearson’s
correlation analysis to determine the level of association of combinations of both seasonal factors
of monetary and non-monetary indicators. The results are presented in Table 5, for both the
whole period (1996-2011) and the sub period (2007-2011). The significant correlation cases are
indicated with line borders). The table shows a number of interesting features. Firstly, the level
of association is not the same each quarter (in line with the initial analysis in Charts 1-4),
indicating variations in the strength of the linear relation between the seasonal monetary and
non-monetary variables. For example, while during the first quarter, the seasonal factor of total
tourism expenditure shows no significant association with both factors of stay-over tourism and
tourism nights for the period 1996-2001, the fourth quarter shows significant relations between
both combinations. Similarly, while during the first quarter of the sub period, the Venezuelan
market showed significant association (both for stay-over and tourist nights) with the seasonal
factor of average daily expenditure by this market, the second, third, and fourth quarters show no
significant correlations. Secondly, there are several cases where the associations are significant,
but negative, indicating that the direction of one variable is opposite to the other. For example,
during the second quarter, the correlation between the seasonal factors of tourism expenditure
and stay-over tourism of the US market was negative 0.9668, indicating that when the seasonal
factor of one indicator was moving upwards, the other was almost completely going the opposite
direction. Thirdly, the number of significant correlations in the total is larger when the monetary
seasonal factor is total tourism expenditure. The relatively low numbers of significant
correlations with total average daily expenditure as the monetary seasonal variable is likely to be
the result of significant negative correlations in some markets that are cancelling out the
significant positive correlations in other markets. These findings provide further clues that a
differentiating anti-seasonal approach per quarter may be necessary to tackle these distinguishing

outcomes.
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Table 5: Pearson's correlation coefficients of seasonal factors

Senes

ILTOUREXP TOT ITOUREXP USA

LTOUREXP VEN

ILTOUREXF OTH IADE TOT IADE USA LADE VEN

First quarter
1896-2011
LETAYVIS_TOT
LETAYVIS_USA
LETAYVIS_VEN
LETAYVIS_OTH
INIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

2007-2011
LSTAYVIS_TOT
LSTAYVIS_USA
LSTAYVIS_VEN
LSTAYVIS_OTH
LNIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

0.0736

0.4938 **++

-03811
03962

0.9061 *

-02096

0.4070 **=*

-0.7958 *
-0.6008 *=*

-0.2938

LR
04492

l—lll.‘ill e

-0.7166 *

LE5IR)
D580 **

[ 08174 ==~ |

D8EL2 *

0.7220

[ 09978 * |

DE0E
08472 *
-0.8820 **

Second guarter
1996-2011
LSTAYVIS_TOT
LSTAYVIS_USA
LSTAYVIS_VEN
LSTAYVIS_OTH
INIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

2007-2011
LSTAYVIS_TOT
LSTAYVIS_USA
LSTAYVIS_VEN
LSTAYVIS_OTH
LNIGHTS_TOT
LNIGHTS_VEN
INIGHTS_OTH

[ 0877 *
[ 0844 * |

| 08275 *

0.6077 ** I
I 0.4866 *** |

0712 *

0.4380 **=*

| 08147 **

-0.0691

0.9279 *

-0.5661

20,9668 *
|

0.6930 *

-0.5983 *

[ -0.6809

08678 ***

-0.2185

0.9762 *

04721
0.6924

0.6976 *

Third quarter
1996-2011
LETAYVIS_TOT
LETAYVIS_USA
LSTAYVIS_VEN
LESTAYVIS_OTH
INIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

2007-2011
LSTAYVIS_TOT
LSTAYVIS_USA
LSTAYVIS_VEN
LSTAYVIS_OTH
INIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

0.0538

0.8041 *

-0.1098
0.1484

0.840] **=*
0.95%6 *

0.6337

-0.4563
0.7244

-0.5754 **
0.7917 * I

0.0965
0.4028
-0.4042

0.5940
07454

0.9093 **
-03665
-0.6701

Fourth quarter
1896-2011
LSTAYVIS_TOT
LETAYVIS_USA
LSTAYVIS_VEN
LSTAYVIS_OTH
INIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

2007-2011
LSTAYVIS_TOT
LSTAYVIS_USA
LSTAYVIS_VEN
LSTAYVIS_OTH
INIGHTS_TOT
INIGHTS_VEN
INIGHTS_OTH

08677 *
|

09183 * |

02456

-0.8084 *

0.9816 *

-0.1933
-0.1974
-0.4042

0.9604 * -0.2381

o111
-0.4823

0.9233 **

-0.4088

-0.8088 **=*

-0.7943

06129

0.9397 **

0.8902 *=*

-0.7425

Note: *, ¥* and ** ¥ indicate, resp ectively, 1%, 5% and 10% significance (two-tailed).
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The notable differences in significant association between the monetary and non-monetary
seasonal factors may be further explained by analyzing these factors in terms of their amplitude
and timing differences. Table 6 provides the median results of these calculations, per timeframe
(1996-2011 and 2007-2011), per quarter, and per market. Median amplitude differences were
calculated for the total and all markets selected in the study. Additionally, the median variances
were calculated to determine which seasonal factor, monetary or non-monetary was the largest in
terms of their amplitude. The results first show significant differences in median amplitudes
between the monetary and non-monetary seasonal factors per quarter, but also per period of
analysis. For the period 1996-2011, the largest median amplitude differences are found in the
third and fourth quarters, while the first quarter has the smallest amplitude differences. When
analyzing the sub period, the smallest amplitude differences were found in the third and fourth
quarters, while the first and second quarters had the largest amplitude differences. The latter is
because there are some significantly large amplitude differences, particularly when the monetary
seasonal factor is the average daily expenditure. The calculated median variances show the
monetary seasonal factor is larger than the non-monetary seasonal factor in the first, second and
fourth quarters, for both period of analysis, meaning no change in the structure of the relation
between both monetary and non-monetary seasonal factors. The non-monetary seasonal factor is
larger than the monetary seasonal factor in the third quarter, again for both periods.

The results of the timing differences between the seasonal factors of both monetary and non-
monetary indicators are also incorporated in Table 6. While for the period 1996-2011, the
median timing differences for both seasonal factors of monetary and non-monetary indicators
seem to coincide in the first and second quarters, the seasonal patterns of the monetary indicators
generally lead those of the non-monetary indicators by 1 quarter in the third quarter, while
lagging by 2 quarters in the fourth quarter. For the sub period, the monetary seasonal indicators
lead those of the non-monetary indicators by 1 quarter in the first and third quarters. The timing
in the second quarter is the same as in the whole period (coincident). The timing difference
between the whole period and sub period in the fourth quarter remains the same (lag of 2

quarters).
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Table 6: Amplitude and timing differences per quarter

19962011

2007-2011

Median amplitude
distance (n %)

Median variance

Median of frequency
timing difference

Median amplitude
distance (in %)

Median varance Median of firquency

timing difference

Eirst quarters

LTOUREXP_TOT_SF versus LSTAYVIS_TOT_SF
LTOUREXP USA_SF versus LSTAYVIS_USA SF
LTOUREXP_VEN_SF versus LSTAYVIS_VEN SF
LTOUREXP_OTH_SF versus LSTAYVIS_OTH_SF

LTOUREXP_TOT_SF versus INIGHTS_TOT_SF
LTOUREXP_VEN_SF versus LNIGEITS_VEN_SF
LTOUREXP_OTH_SF versus INIGHTS_OTH 5F

LADE_TOT_SFversus LSTAYVIS_TOT_SF
LADE USA SFvemus LSTAYVIS USA SF
LADE _VEN_SF versus LSTAYVIS_VEN_SF

LADE TOT_SFversus LNIGHTS_TOT_SF
LADE VEN_SF versus LNIGHTS_VEN_SF
Median of frequencies of all differences

Second quarters

LTOUREXP_TOT_SF versus LSTAYVIS_TOT SF
LTOUREXP USA_SF versus LSTAYVIS USA SF
LTOUREXP_VEN_SF versus LSTAYVIS_VEN SF
LTOUREXP_OTH_SF versus LSTAYVIS_OTH_SF

LTOUREXP_TOT_SF versus INIGHTS_TOT_SF
LTOUREXP_VEN_SF versus LNIGETS_VEN_SF
LTOUREXP_OTH_SF versus INIGHTS_OTH SF

LADE_TOT_SFversus LSTAYVIS_TOT_SF
LADE USA SFvesus LSTAYVIS USA SF
LADE_VEN_SFversus LSTAYVIS_VEN_SF

LADE TOT_SFversus LNIGHTS_TOT_SF
LADE VEN_SF versus LNIGHTS_VEN_SF
Median of frequencies of all differences

Third quarters

LTOUREXP_TOT_SF versus LSTAYVIS_TOT SF
LTOUREXP USA_SF versus LSTAYVIS_USA _SF
LTOUREXFP VEN_SF versus LSTAYVIS_VEN SF
LTOUREXP OTH_SF versus LSTAYVIS_OTH SF

LTOUREXP_TOT_SF versus INIGHTS_TOT_SF
LTOUREXP_VEN_SF versus LNIGEITS_VEN_SF
LTOUREXP_OTH_SF versus INIGHTS_OTH SF

LADE_TOT_SF versus LSTAYVIS_TOT_SF
LADE USA SFvesus LSTAYVIS USA SF
LADE_VEN_SF versus LSTAYVIS_VEN_SF

LADE TOT_SFversus LNIGHTS_TOT_SF
LADE VEN_SF versus LNIGHTS_VEN_SF
Median of frequencies of all differences

Eourth quarters

LTOUREXP_TOT_SF versus LSTAYVIS_TOT _SF
LTOUREXP USA_SF versus LSTAYVIS USA SF
LTOUREXP_VEN_SF versus LSTAYVIS_VEN SF
LTOUREXP_OTH_SF versus LSTAYVIS_OTH_SF

LTOUREXP_TOT_SF versus INIGHTS_TOT_SF
LTOUREXP_VEN_SF versus LNIGEITS_VEN_SF
LTOUREXP_OTH_SF versus INIGHTS_OTH SF

LADE_TOT_SFversus LSTAYVIS_TOT_SF
LADE USA SFvesus LSTAYVIS USA SF
LADE_VEN_SF versus LSTAYVIS_VEN_SF

LADE TOT_SFversus LNIGHTS_TOT_SF
LADE VEN_SF versus LNIGHTS_VEN_SF
Median of frequencies of all differences
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00852
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11135
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COINCIDENT
LEAD 1 QUARTER
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COINCIDENT
COINCIDENT
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LEAD2 QUARTERS
LEAD 1 QUARTER
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LEAD3 QUARTERS
LEAD 1 QUARTER
LEAD 1 QUARTER

COINCIDENT
COINCIDENT
LAG1QUARTER
COINCIDENT

COINCIDENT
COINCIDENT
COINCIDENT
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LEAD 1 QUARTER
COINCIDENT

LEAD 1 QUARTER

COINCIDENT

LEAD 1 QUARTER
LEAD 1 QUARTER

COINCIDENT
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LEAD 1 QUARTER
COINCIDENT
LEAD 1 QUARTER

LEAD 1 QUARTER
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LEAD 1 QUARTER

LEAD 1 QUARTER
LEAD 1 QUARTER

COINCIDENT
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Note: Cakulations are based on standardizd values. The median vanance is caclulated to determine which seasonal pattern (monetary or non-monetary) & the lamest. A "-" signs indicates in
this case that the value of the seasonal pattern ofthe non-monetary variable is Brger than the monetary variable.

Having identified the differences between seasonality of monetary and non-monetary tourism

indicators, the final step is to delineate a cluster of possible strategies to mitigate the gap between
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the seasonal factors of monetary and non-monetary indicators, from the perspective of the sub
period (2007-2011). This period is selected here under the assumption that this period provides a
better indication of current seasonal developments, given its more recent occurrence, and is then
more suitable for policy purposes. The approach here is to consider each quarter of the sub
period separately, while involving all influential markets in the strategy formulation. The
proposed strategies are based in part on the literature on anti-seasonal policies (e.g., Koenig-
Lewis & Bischoff, 2005; Lee et al., 2008; Cannas, 2012). However, for the sake of better
understanding, these proposed measures should not be considered as anti-seasonal policy
recommendations, but as strategies aimed at reducing the differences in seasonal factors between
both monetary and non-monetary indicators. The results are included in Table 7. The proposed
strategies depend on the outcome of the specific measurement dimensions (correlation,
amplitude or timing), and also on the markets possibly affecting the overall outcome in these
measures. The first and second quarters have some incidences where no specific actions were
required. For example, no specific actions were deemed necessary in the case of both amplitude
and timing differences for the combination of the seasonal factors of total tourism expenditure
and total stay-over tourism in the second quarter. Most of the strategies were proposed in the
third and fourth quarters, indicative of the largest number of disruptions in all three applied

measures occuring in these two periods.
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Tabde T: Possitie management strategies fo close the gap between menefary and non-mone ary seasonal fictors (2007-2011)

Perid  Mainvarabks' sasomalfictos  Typeof  Findimps Most probabli casma varabks) Possiblestrateay
of  mvobed anlyss
analysis
Fst  Totaltoursmewpendioe vess — Comlation - Nosienfeant comslation Nosionifiant comelation m USmarket, Abo,comebtions m ~ USind Venemelan maets: synchronizng toursmprice
qukr tofalstapovertoursm Ve bn and othermeriets ae cancellm cach otheront  developnent with (sxpected) development i US and Venerslan
foursm
Ampltude  Seasonalfactor of totaltowrsmenpenditure  Seasonalfactors of US and Venezuelan tourkmemendinore, Mo spectfic action required
difornces  isabout 111 broerthan thatoftotalsty-  whichar, mspectvely, 61% and 0.7 brgerthan ther
vwrtousm respective seasonal factors of stay-overtoursm
Tmmng  Coincident Coincident 1S market No specifc aion equired
diferncss
Totaltoursmexpenditur versts — Comelation  Sionicant nepative comelation Sioniicant negative com tion other mariz (ther merkets: 1) Symchoonizing toursmprice developnent wih
totaltoursmnizhts (capected ) development mtoursmaiehts 1 otber mariets; ()
miroduction of seasonal (room) tax
Ampltude  Seasonalfactor oftotal towrkmenpendinee  Anplids diffrences other mrets (not ichided imthe No specific action equired
differences  isabout 3.9% arwer than that oftotal analyss)
toursmninhts
Tomg  Coimcident Coincident US merket No specifc aion required
difernces
Totalaverags dallyemendine.  Comlation - Nosiondicant comelation Sionifcant negative com tion m the USmarket canceling out 1S market:{1) Synchronizing toursmprice developent wih
VRrsUs totalstay-0ver toursm comehition i Veneamelan merigt (capected ) development mstay-dver towrismin US merst; (1)
miroduction of seasonal (room) tax
Amplitude  Seasonalfactor of totalavemgs dady Anpliuds diffences other mrets (ot mokadad i the Allmeriets: deteminmg optime | market nixto mioas: moome
dfferaces  expendioe § about 27600smelkrthan  analysis)and to alesserextent dferencs i US and Venemelan
thatof toal stay-0vertourkm markets
Tmmg  Seasonalfactor tota average dally 1S (kad =1 quarter), Vememz i (kad =3 quarters) and (1) Fnancalplinnmg and budzeting to manags
dffermces  ependio kads overthatoftotal sty possibly aso the othermarets (not ichded inthe analyss)  physicalfinancéal diferencs; (1) Synchronizma tourimprice
ovrtoursmby 2 quirtes developnentwih developuent i stay-over toursmper mariet
Totalaverags dailyenendiue  Comlation - Siondicant negative comehation Possibly, negative comelation 1 USand ofher marets US and other merkets: 1) synchronizng toursmprc
versus total tourkmnights developnent with devebpent ntotal toursmnshts; (4
miroduction of seasonal (room) tax
Anplitude  Seasonalfactor of totalavemgs dady Anplituds differences in US merket and or other markets (both ~ US:and ofher merkets: (1) Synchoonizing toursmprice
dffermces  ependior 5 about 3141 Mosmelkrthan ot mchuded inthe analysis) developrent wih developrent in toursmnihts; (1 seasonal
thatof total toursmnights pricing to Mcreass averags daly expenditore kg with toursm
nihts deve bpment n both marets
Tmmg  Seasonalfactor total averags dally Veneruebin market (bad =1 quarter); Possblyabo USand  US, Venezue i and other mrkets: (1) Fiancl planning and
dffermces  expenditore kads overthatoftotal toorsm  othermarkets (both of which not mehaded mtheanalyss)  budogtimg to manase physical fancil diffrence; (2)
nights by 3quariers Synchronizing tourismpris development with development

toursmnihts per market
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TaHe 7: Possitle management strategies to close the gap between monetary and non-mone tary seasonal factors (2007-2011) feontinued)

Period  Mainvarabbs essomalfactos  Typeof  Prdngs Most probable casing varibkfs) Possblestrategy
of mvolved analyss
analysis
Seond  Totaltoursmexpenditue versus  Comelaton  Nosigndiant comebation Signfeant negative comelation USmarizt ey becaneeling. — US meiet: (1) synchronizing tourismpnice development with
quater totalstay-overtoursm outthe resubs m the other merdzts (empected) development m USstay-over tours e (1) mivoduction
of seasoral (roor) tax
Amplitude  Seasonalfactor of totaltoursmerpenditore  Anplitudz differences in Venezuelin and other markets Yo specific action equired
differences  isabout 1.9% brgerthan that of total sy
overtoursm
Teng  Coincident Coincident US and other markets Yo specific action required
differences
Totaltorsmexpenditure versus  Comelation  Signdicant comehition Signifiant comelation i other markzts Yo specific action required
total toursmnights
Anylitude  Seasonalfactor of totaltoursmespenditore  Anplitude differences other marlzts and possbly USmarket Mo specific action equired
differences  isabout 66.3% brgerthan that oftofal (not incodzd in the analysis)
toursmaights
Teng  Coincident Coincident Venszuchin and other merkets, and possibly akothe Mo specific artion required
differences US market (not inchoded m the analys)
Totalavege dailyexpenditore.~ Comelation  Nosignfieant comebation Nosignificant corelation in the Veneruelan market, and 18, Venerue hn and other markets: Synchronizng toursmprce
Versus fotalstay-over toursm possibly aboin USand other merkets developnent with (expected) development m stay-over toursmmn
cach market
Amplitude  Seasonalfactor of totalavenge daly Anpliude differences other mirkzts (not mchided mthe 18, Veneruelin and other markets: (1) Francl plinning and
diferences  expenditure & about 36731% brgerthan  analysis),and tosone extentabo the Veneruelan and US budgeting to manage physical fmancial difference; (1)
thatof total stay-over toursm markets Sync hronizing toursmprice development with deve bpment m
stay-over tourssmper market, (3ipromotional pricmg fe .,
discomt orfree offers) and or tax meentives on atenporal bass
Teng  Seasonalfactor total average daly U8 (kad =1 quarter), Venerue hn (coincident) and possiblyabo  US and othermarkets: 1) Fuancal plinnmg and budgeting to
diferences  expendiure kads overthatoftotal stay-  the other markets (not inchded 1 the analysis) menage phys il fmancil difference; (3) Synchronirmg tourism
overtoursmby 1 quarters price deve opment with deve bopment i stay-over tourismper
merizt; (Jjpromotionalpreing (2 ¢, discount or free offers)
andlor taxincentives ona temporal basis
Totalaverage dailyespenditore  Comelaton  Nosignficant comelation Nosignifieant comelation n Veneruelan mariet; Possiblyako U8, Veneruen and ofher markets: synemnizmg tounsmprice
versts fotal toursmnights the case with the US and othermarkets (notincludedmthe  developrent with developrent in toursmnights permirizt
anlys)
Anplitude  Seasonalfactor of totalavenge daily Anpliude differences in US market and /o othermarkets (both ~ US and other markets: (1) Financtl plinning and budgeting to
diferences  expenditure & about 413 % smalerthan ot meluded in the analyst), and to some extentabo the menage physialfmancil difference; (3) Synchronizmg tourism
thatof total tour mnights Venerue bn market price deve lopment with development m stay-over tourismper
mrkt;
Teng  Seasonalfactor total average daly Venerue bn market (kad lquarter); Also, possibk effects byUS  US, Veneruelin and other markets: (1) Fnancal phoning and
diferences  expenditure kads overthatoftotal tourkm  and othermariz s (both not e bded in the analysis) budgeting to manage physical fancial difference; (1)
nights by Lquarter Sync bronizing toursmprice development with deve lpment

stay-overtourismper market; (3) promotional pricig (e,
discount orfrez offers) and/or tax meentives on atenporal bass
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Table 7: Possible management strategies toclose the gap between monetary and nou-monetary seas onal factors (200 7-2011) {continned)

Parid  Mainvaribks'seasonalfsctors  Typeof  Findings Meost probable causing varzbl(s) Recommendad strateny
of mveolved azlysis
znzlysis
Thid  Totaltoussm expenditurs versus  Comsbtion  Significant comelation Signfieant comeltions nUS 2nd othermerlets Nospecific action requirsd
quatter  totalstay-over touriam
Ampliuds  Sezsonalfactorof totaltourism ependiture  Possibly the fact that the median variznceforboth the S and  USznd othermarkets:(1) Financizlplanning 2nd budgsting to
differences &5 zbout 135 % kerger fan that of totalstay-  othermariets are negative, meaning that theirseasonal factors  manzge physkalfinanciel differsnes; (2) Synchronzing tourism
aver foursm of tousism expenditurs & penerally smaller than thoss of sty price development with development in stzy-over tourism per
overtowrsm. In the case of the Venezuslen madet thisisthe  merket; (3) promotional pricing (2.8, discount or fres offers)
other way zround. andlortax incentives on 2 teapora] besks
Timing Sezsonalfzctor tota] tourism expenditure U8 marizt(kad 1quarter) US markst: (1) Finencizl planning znd budgating tomanage
differences  leads over that of total stay-over tourism by physicalfinanciz] difference; (3) Synchronizing tourism prics
1 quarters davelopment with development in stay-over tourism per mariat,
(3) promotional pricing (2.2, discount or fres offers) andlor tax
eentives on 2 tamporal bask
Totzltounism expenditurs versus Comsltion  Nosionificznt comelation No significant comelation fn Veneruslan markst possibly Venezuslan (znd possibly US) mariets: synchronizng tourka
total fourisa nights cancalling out the positive comeltion nother merlets price devekpment with development in tourism nights per
Possibly, the US marizt alsohas no sipnficant comebetion (not marlat;
inchudsd in the analysis)
Ampliuds  Sezsonalfactorof total tourism expenditurs  Amplimnds differences in Venemelenmarket, andpossibly the  Venazuslan (znd possibly US) marlets: (1) Financ 21 planning 2nd
differences i bout 358 3o smaller than that of total 1B marizt 2s well(not inchuded in the analysis) bud geting to manags physical finzncial diffsrence; (2)
tourism nights Synchronizing tourkm prics development with development in
tourism nights per mariet,
Timing Sezsonalfzctor tota] towrism expenditure Other marksts (lead =1 quarter) 2nd possibly 2ko the U8 Othermariets:(1) Financtz| planning 2nd budgeting tomanage
differences  ads over thatof total tourkm nightsby 1 merdet{not ichded in the anzlysks) physical financizl difference; (2) Synchronizng tourism pric
quarters development with development in tourism nights per mariat,
(Tpomotionzlpricing (s, discount or free offers) and or tax
mcantives on atemporal bask
Totzlaverage daily ependiture Comsltion  Nosionificznt comelation No significant comelation in Venezuelan market, and possibly  US, Venezuske and other markets: (1) Financiel penning and
versus total stay-over tourkm zksoin the othsrmarkets (not included in the analysis) bud geting to manags physical finzncial difference; (2)
cancelling the sionificant negative comeletion in the USmarket  Synchronizing touwrism prics development with development in
stay-over tourisa per market, (3jpromotional pricing (22,
discount or fres offers) and/or tax incentives on 2 temporal basis
Ampliude  Sezsonalfactorof totalaverags daly Amplituds differences in Vensaelnanpossibly othermariets  Venezuslan and other mariets: (1) Financial plnning and
diffrences  ependiture isabout 5.8 smalkr than that  (notinchuded in the 2nalysis) bud geting to manags physical finzncial difference; (2)
of total stay-over tourism Synchronizing tourtsm prics devekopment with developmentin
tourism nights permariet (Jpromotionz|pricing (.o, discount
or fres offers) and for tax incentives on 2 temporz] basis
Tming Sazsonalfactor total averags daily UB (kad= 1 quarkr) 2nd possiblyzko the othermariets (not  USmarket: (1) Financizl planning 2nd budgeting to mznzgs
differences  expendifure leads over that of total stay- nchded in the znalysis) physicalfinencial difference; (2) Synchronizing tourism prics
over fourism by 1 quarier development with development in stay-over tourism,
(3promotionalpricing (2.2, discount or fres offers) and/or tax
centives on 2 temporal bask
Totzlaverags dailyependiturs Comslation  Nosionifieznt comalation No significant comelation in Venezuelan market, possblyabe  US, Venezuelen and other markets: synchronizing tourism prics
versus tofz tourim nights notin the US 2nd other marizts (both not inchuded in the davelopment with (spactzd) vome devebpment
analysis)
Amplids  Sezsonalfactorof totalaverags dally Amplituds differences in Vensauelin market, and possibly ko Venezuslan martet:(1) Financizl planning 2nd budgeting
differences  expendifure isabout 61 P smzlkr than that i US and other merizts (both not inchuided fn the analysis) manags physkalfinancil difference; (2) Synchronizing tourism
of total tourism nights price devekopment with development in tourism nights;
(Jprmotionzlpricing (=, discount or free offers) and or tax
ncentives on 2 tamporal bask
Tming Sezsonalfactor total averags daily Vensruslan mariet (g =3 quarters), ako possbk lagsm U8 Venezuslan meviet: (1) Financizlplanning and budgsting to
differences  expendifure lazs over thatof fotzl towrsm  and other marksts (not included in the analysis) manags physkalfinancial difference; (2) Synchronizing tourism

nights by 2 quarters

price development with development in tourism nights;
(Jprmotionzlpricing (5.2, discount or free offers) and/or tax
ncentives on 2 tampora| basis
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Tabie 7 Possitle management strategies toclose the gap etween monetaryand vseasand fuctors (2007-2011) {contimed)
Perod  Mainvarbbls'seasonal factos  Typeof  Findings Most probable causing varabl(s) Recommended strategy
of mvolved amalyss
analysis
Fouth  Totaltoudsmempenditors versus  Comelation Mo sionificant comelation Sion ficant ¢ ormelition Venerue bn marlet market may be USand other markets synchronzing tours mprice development
quater  totalstay-over toursm cancelled out by sionificant negative comehtion othermadkets.  with (23pected) stay-over development in both markets
Absono signficant correlation with US market
Ampliude  Seasomalfactorof total tourismerpenditere  Combimation of anplitude differences in all three analyzed US, Veneruebin and other markets: (1) Financ ol planning and
differences & about 81 8% larger than that of total stay-  maddets budgeting to manage physical financial difference; (2)
overtoursm Synchron zing tourk mprice deve bpment with development
stay-over tourkmper market, {3 jpromotional pricing (22,
discount or fres offers) and/or tax incentives on atemporal basis
Timing Seasomalfactortotal tousmerpenditore. 1S marlet (bad 1 quarter) USmarket: (1) Financaalplanning and budgeting to manage
differences  ads overthat of total stay-over tourismby physical financial difference; (7) Synchronizing tourismprics
1 quarter development with development in stay-over toursm
{Ypomotional pricing (¢ ., discount or free offers) andlor tax
mcentives on atemporalbasks
Totaltoutsmependiture versus  Comelation Mo sionificant comelation Most probably nosimnificant corelation in US nights (not USmarket: synchron zing toursmprice developments with
total toursmnights nchded in the analyst) cancelling out the positive comelations  (zpected) development i tours mnights
in Venezuzlend 2nd other madets
Ampliude  Seasonalfactor of total tourismespendit Amplimde differences Venemuelan midetand possibly akoUS  Venezuelan mardet: (1) Fnanc il planning and budgzting to
differences 5 about 405 2% barger dhan that of total marlet {not e huded in the analysis) manage physical financil difference; (2) Synchronizing tourism
tourismanights pricz developrent with developrent i ights: (3)
promotional pricing (22 , discount orfree offers)andior tax
mcentives on a temporalbasis
Thming Seasonalfactortotal toursmespenditere. Other markets (g =3); possibly also the US marlet (not Othermarkets: (1) Fancialplnning and budgeting to manage
differences  bps overthat of totaltoursmnights by 1 included i the analysis) physical financial difference; (2) Synchronizing toursmprics
quarter developrent with development in ights permaret; (3)
promotional pricing (2.2 discount or free offers) and or tax
mcentives on atemporalbasis
Totalaverags dily expenditre Comelation  No sionificant comelation Possibly sionificant positive come btion in other markets S, Venerue bin and other markets: synchronizing tourismprice
versts total stay-over toursm canceling out the negative comelations in USand Venemebn  developments with (2xpected) stay-over tourism development i
nerets these nedets
Amplitude  Seasomalfactor of totalaverage daily Amplitnde differences i US, Veneruebn medetand possibly  US, Veneruelin and other markets (1) Financ il phinning and
differences  expenditure is about 30 8% brgerthan that ko othermardets (not e lnded in the analysis) budpgeting to manage physical financial difference; (2)
of total stay-over tourism Synchron g tourkmprice development with development in
stay-over tourismper market, {3 jpromotional pricing (2.,
discount or free offers) and/or tax incentives on 2 temporal basis
Timing Seasonalfactor total average daly 1S (g =3 quarter), Veneruelan mardet (g = L quarter) and 1S, Venezue i and other markets (1) Fnanc il phnning and
differences  expenditure lags overthat of total stay-over  possibly ako the other madets (not included in theamalyss)  budgeting to manage physical fnancial difference; (2)
tourismby I quarters Synchron izmg tourkmprice development with deve lopment i
stay-over tourimper market, {3jpromotional pricing (22,
discount or fres offers) and/or tax incentives on 2 temporal basis
Totalaverage daily expenditore~ Comelation  Significant positive comelation Possibly sionificant poitive comelations in US/other markets Nospectfic action required
versus totalt ight (not inclrded in the analysis)
Ampliude  Seasomalfactorof gz dally Amplimde differences in Venemelin market, and possibly ako  US, Venerue hin and other markets (1) Fnanc il phinning and
differences  expenditure is about 8% brgerthan that 1 US and other marlets (both not inchuded in the analysis) budgeting to manage physical financial difference; (2)
of total toersmnights Synchron zing tours mprice development with development in
ights permarlet (Jpronotionslpricing (.., discount
orfree offers) and ‘or tax meentives on a tenporal bask
Timing Seasonalfactor total average daly Venezuchn mardet (b =3 quarters). Abo, possibe effects by US, Venezuelan and other markets (1) Financ il phinning and
differences  expenditure lags overthat of total toursm 1S and other markets (both not included in the analysis) budpgeting to minage physical financial difference; (2)
nights by 2 quarters Synchron zing tourksmprce development with deve lopment in

ights per mardet (Ypromtionalpricing (2.5, dscount
orfree offers) and ‘or taxincentives on a tenporl basis
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6. Conclusion

Seasonality in tourism is more than just a recurring physical aspect. It is both a monetary and a
non-monetary matter, and inconsistencies between the seasonal factors of both can produce
suboptimal situations, with less best options when formulating and implementing anti-seasonal
policies. This study investigated the discrepancies between seasonal factors of monetary and
non-monetary indicators of tourism development in Aruba, by analyzing the pattern, amplitude
and timing differences. The results show important differences in all three dimensions of analysis
when comparing the seasonal factors of both monetary and non-monetary tourism indicators.
These results were found to differentiate between timeframe of analysis (1996-2011 versus 2007-
2011), quarter of analysis (first, second, third and fourth quarter), variable of analysis (stay-over
tourism, tourism nights, tourism expenditures, average daily expenditures) and market of
analysis (US, Venezuela and other markets). The latter differentiation was found to either
mitigate or exacerbate the aggregate market results, depending on both the timeframe and quarter
being considered.

The findings are important, not only because they shed light into the relation between the
seasonal factors of a number of monetary and non-monetary tourism indicators, but also because
they have important managerial implications. Firstly, the findings imply a need for strategies to
synchronize the seasonal movements in both monetary and non-monetary tourism indicators to
mitigate as much as possible the differences between the two types of indicators. These strategies
could involve, among others, measures such as synchronizing physical developments with price
developments and introducing seasonal taxes and/or promotional prices to allow for a more
closely related co-circulation of both types of tourism indicators. Secondly, the findings point
towards a more specific approach when it comes to delineating an anti-seasonal policy, which on
itself has gained momentum over time (Ashworth & Thomas, 1999). The specificity has to do
with a dynamic system of events that discriminates between quarters, markets and type of
indicators. This approach would likely provide better results than a one-size-fits-all policy
concept.

Some delimitation may apply to the data involved in this study. Firstly, the published data
was available only on a quarterly basis, which hampers an analysis of the seasonal differentiation
on a more frequent level of periodicity, for example, on a monthly basis. This inhibits a more in-

depth level of diversification within the anti-seasonal policy. Access to monthly data could
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strengthen the results. Secondly, the seasonality tests have excluded the variables of US tourism
nights and average daily rates of the other markets from further analysis, resulting in the need to
make presumptions in the end about possible causality effects involving these two markets.
Access to monthly data could perhaps also solve this problem of identifying significant seasonal
patterns for these two variables. Thirdly, the US and Venezuelan markets accounted for more
than 75% of the total stay-over tourism in Aruba, and were, therefore, presented separately,
while the other markets have remained in an aggregate form in this study to avoid complications
in the analysis due to data overflow. The results have suggested a role for the other markets in
explaining seasonal differences in the aggregate of both monetary and non-monetary tourism
indicators. Additional studies to analyze seasonality in the markets grouped under this heading
could strengthen the anti-seasonal policy when it comes to guidelines specifically intended for
this group of markets.

Future research should focus on extending this investigation to target the markets
incorporated under the other markets category, which could ultimately improve the quality of the
anti-seasonal policy. Moreover, this study could be expanded to include other destinations, for
example, other Caribbean islands, so to compare the findings with the results in these
destinations. This could assist in benchmarking Aruba’s tourism performance in terms of
seasonality with its competitors. The latter could also benefit the anti-seasonal policy, while it
could contribute to the literature on the relationship between the seasonal factors of monetary

and non-monetary tourism indicators.
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