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Abstract

In this article we introduce a new class of test statistics designed to detect the occur-
rence of abnormal observations. It derives from the joint distribution of moment-
and quantile-based estimators of power variation ¢”, under the assumption of a
normal distribution for the underlying data.

Our novel tests can be applied to test for jumps and are found to be generally
more powerful than widely used alternatives. An extensive empirical illustration for
high-frequency equity data suggests that jumps can be more prevalent than inferred
from existing tests on the second or third moment of the data.

Keywords: Finite activity jumps; higher order moments; order statistics; outliers;
realized variation.
JEL classification codes: C10; C12; G12.

1 Introduction

It is widely acknowledged that financial returns are non-normal, as their distribution
typically exhibits some degree of asymmetry and excess kurtosis. The non-Gaussian
features of the return distribution can be explained by time-varying volatility and/or the
presence of jumps, which are defined as outlying price increments; see Das and Sundaram
(1999). There is considerable empirical evidence that volatility of assets is time-varying,
but also that jumps are present in the underlying price process, see e.g. Carr and Wu
(2003), Barndorff-Nielsen et al. (2006), Andersen et al. (2007), Lee and Mykland (2008),
Jiang and Oomen (2008), Ait-Sahalia and Jacod (2009) and Bos, Janus, and Koopman
(2012). For any particular series, there are however still two important issues: First, one
has to decide whether outlying returns are indeed present in this series, and secondly
the impact, if any, of these jumps on the variation of the price process must be assessed.

*Corresponding author: Charles Bos, Department of Econometrics & O.R., VU University Amster-
dam, De Boelelaan 1105, NL-1081HV Amsterdam, The Netherlands. Tel +31 20 598 60 23, fax +31 20
598 60 20, email c.s.bos@vu.nl.
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not accept any responsibility for the contents and opinions expressed in this article.



Most of the existing tests designed to detect jumps decompose quadratic variation of
the price process into a continuous part, the so-called integrated variance, and a part due
to jumps. Such tests identify, through the second moment, the presence of jumps. They
however do not quantify the impact of jumps on other measurements beyond integrated
variance. The primary goal of this article is to provide a statistical method which can use
arbitrary powers of return data, leading to formal inference on the impact of potential
outlying observations also on other moments of the data. For instance, even though
some jumps might not be detectable by tests built on squared returns, their possible
presence still might affect higher moments.

The primary motivation for our study is the increasing use of higher moments of
the data for a broad scope of financial applications; for a comprehensive review we refer
to Jondeau, Poon, and Rockinger (2007). When going beyond variance as a measure
of risk, the standard measures of skewness and kurtosis are mostly applied. Likewise,
integrated quarticity, the variance of integrated variance, can be applied as an additional
measure of risk and hence it is of considerable interest in financial applications (see Corsi,
Mittnik, Pigorsch, and Pigorsch, 2008). Since it is widely agreed that unconditional non-
Gaussianity of financial returns is either due to time-varying volatility and/or jumps,
the standard moment-based measures quantify a total risk. However, it is of natural
interest in financial economics to distinguish between the volatility and jump risk, as
their implications differ from portfolio and risk management to option or bond pricing
and hedging, see e.g. Bakshi, Cao, and Chen (2000) and Johannes (2004). To separate
the jump risk, we consider two estimators of power variation jointly, where one estimator
is robust to jumps and the other is not.

If the underlying return data, after adapting for volatility, is conditionally normally
distributed (or following any other distribution known up to location and scale), the ¢gth
sample quantile equals the mean plus the standard deviation times the inverse of the
appropriate standardized cumulative distribution function at probability q. It is possible
to invert this relationship and solve for the standard deviation, or for the mean. Such
quantile-based measures for the standard deviation for Gaussian data date back to Pear-
son (1920). The appealing feature of the quantile-based approach is its robustness to
extreme observations, provided that the selected quantiles are sufficiently far away from
the extreme tails. Christensen, Oomen, and Podolskij (2010) make use of this feature
and propose to use sample quantiles to obtain a robust-to-jumps measure of integrated
variance. Relative to the moment-based measure of standard deviation, efficiency of the
quantile-based measure depends on the choice of sample quantiles. Mosteller (1946) was
the first to suggest combining more quantiles to improve the efficiency of the quantile-
based measure of standard deviation, such that it can approach the efficiency bound
of the maximum likelihood estimator, while still being robust to extreme observations.
Having the moment- and quantile-based measures of standard deviation, it is natural to
investigate their joint distribution. The solution has been given recently by DasGupta
and Haff (2006), who provided the joint asymptotic distribution of the inter-quartile
range and standard deviation, and proposed a diagnostic for testing whether the un-
derlying data is normally distributed. Their approach, however, is primarily based on
the standard deviation (which is the first order power variation) and the inter-quantile
range, while in this article we exploit higher orders of power variation as measured by
moment- and quantile-based statistics. This will prove to provide additional power for
detecting non-Gaussian observations.

Our methodological contribution can be summarized as follows. We introduce the



quantile-based measure of the rth order power variation of univariate data as an esti-
mator of ¢”, with ¢ being the standard deviation and r a positive scalar, under the
assumption of normality. We provide optimal quantiles for the estimator under the min-
imum asymptotic variance criterium, as well as weights to optimally combine multiple
quantile-based sub-estimators with the aim to improve efficiency further. For our pur-
pose, we consider the moment-based estimator of ¢” and, as a central contribution, we
derive the joint limiting distribution of the two estimators. Contrary to the quantile-
based estimator, the moment-based estimator is extremely sensitive to outliers. This
proves useful in the construction of a Hausman (1978) type test designed to detect out-
lying observations, and hence to detect deviations from the null hypothesis of Gaussianity
for the underlying data.

We use the quantile-based measure of variation for testing the occurrence of jumps,
using a moment of arbitrary order r of returns to accentuate possible outlying observa-
tions, measuring their effect on the power variation of interest. This contrasts our setup
with the one of Christensen et al. (2010), who use a sequence of similar quantile-based
variation measures over short time intervals, and combine these into a daily integrated
variation measure with the aim to test for jumps.

In principle, our testing procedure can be applied to any dataset with constant
variance, where it is conjectured that the presence of a finite fraction of outliers leads
to non-normality. In this article, we apply our new test to detect jumps in financial
return data and we compare its performance to two widely applied alternatives: the
tests of Barndorff-Nielsen et al. (2006) and of Jiang and Oomen (2008). Our test is
less general, as it requires a normality assumption with constant variance within a time
period. It can therefore be considered when financial data is sampled over a sufficiently
short time horizon or on a suitably adapted time scale (cf. Christensen et al., 2010).
In our application based on high-frequency data, we use a sampling scheme that, for
each trading day, forms a series of intraday returns of constant variance. Our simulation
results show that our test has good finite sample properties and that it can be more
powerful than the alternatives, depending on the sample size and the order r. An
extensive empirical illustration for fifteen NYSE equities suggests that jumps can occur
more frequent than would be inferred from only the second moment of the data.

The structure of the article is as follows. In Section 2, we review the theory of
sample quantiles and we present the quantile-based estimator of power variation. In
Section 3, we provide the joint asymptotic distribution of the quantile- and moment-
based measures of ¢” under normality. We also propose a new class of test statistics
designed to detect abnormal observations. In Section 4, we study the behavior of the
quantile-based estimator and resulting test statistics in a simulation study. In Section
5, we apply our theory to high frequency equity data, while Section 6 concludes. The
proofs of the main results are given in Appendix A.1.

2 Measurements of variation

In this section, we first introduce both moment and maximum likelihood based mea-
surements of variation. Afterwards, we briefly review the theory of sample quantiles,
used for deriving the quantile-based estimator of ¢”. Derivation of the estimator with
its asymptotic distribution is carried out assuming underlying observations are normally
distributed.



2.1 Moment-based measurement of variation

First, we introduce the standard moment-based estimator of ¢” for the normal data.
Let the observations Y = {¥;}¥, be independently and identically normally distributed
with mean p and standard deviation o. We use the central absolute moments of the
data and define the moment-based estimator of rth order power variation as
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is the normalizing term, with ¢(z) the density of a standard normal random variable z
and r > 0. As N — 0, it follows that
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where — denotes convergence in distribution, and

M(r) = M?" — (M")*. (3)

2.2 Maximum likelihood measurement of variation

In Section 2.1 we specifically consider a moment-based estimator of ¢” for any positive
r, as higher orders of r accentuate outliers and hence inflate their impact on a direct
estimate of o”. Alternatively, one could have considered the maximum likelihood (ML)
estimator of the variance,

oML = ]]\-[Z(}/:L — un)?, (4)

resulting in 6%, = (63,,)"/?. As N — oo we have that NY/2(6%; —o") 4 N(0, %O’ZT).
Note that 51%/{L = MPV?V, implying that the second order moment-based estimator at-
tains the efficiency bound of the ML estimator.

Figure 1 presents the efficiency of MPV'y relative to that of the corresponding ML
estimator. While efficiency is still high for a small order of r, it declines dramatically
once r > 6. As the MPV'y estimator is increasingly sensitive to outliers with increasing
order of r, it may prove valuable in constructing a test statistic aimed at detecting
potential outlying observations.

2.3 Quantiles and order statistics

Let X = {X;}¥, denote an independently and identically distributed (iid) sequence of
random variables from a univariate continuous distribution with cumulative distribution



Figure 1: Efficiency of MPV relative to ML
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function (cdf) F and probability density function (pdf) f, with expectation p and stan-
dard deviation o. Denote the gth quantile by Q(q) = F~'(q) for 0 < ¢ < 1, implying
that ¢ = fi(g) f(x)dz. For instance, for ¢ = 0.5 we obtain the median of the variable of
interest.

The simplest approach of computing the quantile QQ(q) empirically is by using the
order statistics directly,

Qn(a) = Xy, (5)

where [o] is the operator which rounds « to the nearest integer, and X (k) indicates the
kth order statistic of X, such that X(l) <...< X(k—l) < X(k) < X(k+1) <...< X(N)
If ¢ < ﬁ, then the order statistic X (o) would be needed; we define the Oth order statistic
to be equal to X(1) for completing the above definition. Likewise, if an order statistic
with k& > N is requested, then this will be replaced by X .

Apart from this most basic definition of an empirical quantile, Hyndman and Fan
(1996) define a range of 9 different methods for calculating quantiles. For improved
accuracy in cases of small samples, it is important to interpolate between order statistics,
instead of rounding to the nearest one. Hence, in the remainder of this article we estimate
the quantile as a weighted average between two adjacent order statistics,

Qn(g) = wXg) + (1 —w) X1y, (6)

where the lower order statistic is chosen using [ = [(IN + 1)g|, with |« denoting the
operator for rounding o down, and where the weight is w =1+ 1 — (N 4 1)q. With
this setup (which corresponds to method 6 of Hyndman and Fan (1996)), the kth order
statistic corresponds to quantile k/(N + 1), effectively spreading out the order statistics
uniformly over the quantiles 1/(N +1),...,N/(N +1).

It is well known that the empirical quantile (irrespective of the choice of definition
(5) or (6)) is asymptotically normally distributed with

N2 (Q(a) - Q@) SN (o, A



provided f(Q(q)) = f(F~'(q)) > 0. Actually, rather than considering the distribution
of a single sample quantile, we are interested in the joint asymptotic distribution of a
finite set of sample quantiles. This distribution is given in Theorem 2.1.

Theorem 2.1. Define a p-dimensional vector ¢ = {q1,...,qp} with 0 < ¢1 < ... <
qp < 1 determining sample quantiles Qn(q) = [Qn(q1), ..., QN (gp)]" and corresponding
theoretical quantiles Q(q) = [Q(q1), - - ., Q(gp)]’, of the random variable X defined before.
The joint asymptotic distribution of multiple quantiles is given by the p-variate normal
distribution,

N2 (Qn(a) — Q@) 5 N (0, 0°2(q)), (8)

where the ijth element of the p X p covariance matriz 3(q) of standardized quantiles is
given by

¢i(1 - qj)

02 f(Q(4:) F(Q(g5))’ ’ﬁri<j;@j:L“£;

Zij(Qian) = (E(q))” = (E(Q))]Z =

Proof. See Walker (1968).

Note that the matrix 3(q) refers to the covariance of quantiles of the standardized
random variables (X; — i) /o, hence the adaptation for . For simplicity in notation, the
explicit dependence of 3(q) on the pdfand inverse cdfis omitted. In case the observations
are assumed to be distributed according to the Gaussian density, (9) simplifies to

¢i(1 — qj)
(27 (qi)) (2 (gy))’

where ®~! denotes the inverse cdf of a standard normal variable.

2.4 Quantile-based measurement of variation and its properties

Apart from the moment-based measures of data variation, many others have been devel-
oped. For an excellent history with a particular focus on early developments, see David
(1998). For example, the inter-quantile range, i.e. the range between the quantiles of
order q and 1 — ¢, is one of the oldest measures of dispersion of data. The inter-quantile
range of any (fully specified, up to location and scale) symmetric distribution is a known
multiple of the standard deviation. In the following, we will discuss results for the Gaus-
sian distribution, as this is the distribution that will be of use in the empirical application
in Section 5.

Assumption 1. The observations Y = {Y;}¥, are independently and identically nor-
mally distributed with mean p and standard deviation o.

For such observations Y, the relationship between the sample quantile and the standard
deviation is given by
Qq) = p+ 02} (q). (11)

If we consider another quantile, e.g. the (1 — ¢)th for symmetry, we can solve for the
standard deviation even when the location u is unknown, as in

o= Q-0 - Q). (12)



with

(q) =2 '(1—q) - '(q) =20 (1 —9q) (13)

the scaling term corresponding to the standard normal distribution. Without loss of
generality we assume that ¢ < % Using empirical quantiles, this delivers us our quantile-
based first order power variation estimator,

1 1 ., -

QPVy(q) = @ QN1 —q) —Qn(q)| = @D Qn(9), (14)
where Qy(q) is the vector of quantile estimators evaluated at § = [¢,1 — ¢|/, and D =
[-1,1). Such a quantile-based estimator of first order power variation for o was first
proposed by Pearson (1920). He proposed to use ¢ = 1/14 ~ 0.0714, as a value of
the quantile which would result in a relatively efficient estimator of o. Benson (1949)
examined the variance of (14) for different values of ¢ and found that efficiency is greatest
for ¢ = 0.0692. Mosteller (1946) showed the asymptotic normality of the estimator (14)
and he also suggested to combine multiple quantiles to improve the efficiency further.
Ogawa (1951) further improved the quantile-based measure of ¢ by deriving a linear
combination of a specified number of sub-estimators, based on symmetric quantiles as in
(14), which are optimally weighted for maximum efficiency. Recently Vergote (2008, ch.
3) used similar ideas on the robustness of quantiles to estimate volatility in a Brownian
bridge setting using quantiles and subestimators. All these authors stress the robustness
to more extreme observations of the quantile-based approach which makes it appealing
relative to the moment-based approach. Also, in practical situations, it may be the
case that normality is a good approximation to a central region of empirical density, say
except for 1% or 3% of observations in each tail. In such a case, the robustness property
inherent to the quantile-based approach may prove extremely useful.

For our purpose, we more generally consider estimation of any positive power of o,
i.e. o for r € RT, using the sample quantiles of the data. Along with the moment-based
estimator of ¢”, the quantile-based estimator will be used in Section 3 to construct a
new class of test statistics for detecting outlying (or abnormal) observations. For that
purpose, we introduce an estimator that is built on the rth power of the estimator in
(14).

Since the quantile-based estimator of first order power variation (14) is constructed
through a differentiable function of two empirical quantiles, the limiting distribution can
be derived using the general results of Section 2.3 and application of the delta method.
We obtain

2
NY2(QPVy(g) —0) SN <0, %D’E(&)D) — N (0,0%(q)) (15)
where
IR TV q(1 —2q)
= 2" = S e )P

is the variance of the standardized QPV estimator (i.e., for observations distributed
with variance 02 = 1), and X(g) constructed as in (10), using the cdf and pdf of the
Gaussian density. For estimators of higher orders of o, the limiting distribution of
QPV'y(q) = [QPV 5(q)]" follows from further application of the delta method, and is

NY2 (QPVi(q) — ") 5 N (0,7%0%¢(q)) (16)



implying that asymptotically the variance of QPV'y(q) is a factor r202(=1) higher than
the variance of QPV(q). Tt follows that the asymptotic variance of the QPV’(q) for
any 7 in (16) is minimized for ¢ = 0.0692. For instance, when r = 2 we obtain the
asymptotic variance of QPV%;(0.0692) equal to approximately 3.070%. The variance of
the likelihood-based estimator of the sample variance equals 204, thus QPV?V(O.0692) has
relative efficiency of around 0.65. With the optimal, minimum variance choice of g, the
estimator retains robustness to almost 7% of outliers in each tail (at least asymptotically,
as will be seen in Section 2.6).

The density in (16) gives the asymptotic result for the higher order quantile power
variation. In small samples, the transformation of the (unbiased) QPV}; estimator to
the higher-order QPV'y may lead to a bias, as will be seen in a simulation exercise in
Section 4 and especially in Table 2. For samples of larger sizes, this bias is found to
disappear swiftly.

2.5 Improving efficiency by combining sub-estimators

As already suggested by Mosteller (1946), the efficiency of the quantile-based estimator
can be improved by using more pairs of quantiles. We select a p-vector of quantiles
qg=1I[q,--.,q) with0 < ¢ <...<g < % For each symmetric pair of quantiles,
i.e. g; and 1 — ¢;, we can compute the QPV (g;) as in (14) that can be combined into
the estimator using an averaging scheme. The quantile-based measurement of power
variation based on multiple pairs is given by

p
QPVy(g,A) = > A\ QPVy(a:) = X QPVy(q), (17)
i=1

where \; € (0,1] is a weight assigned to the ith sub-estimator, such that > ¢ ;A\ = 1,
and A = [A1,..., ) is the p-vector collecting the weights. The use of multiple quantiles
leads to an improvement of the efficiency of the estimator. The choice of quantiles
q and the corresponding vector of weights A can be optimized such that a minimum
variance estimator QPV y(q, 5\) is obtained. The quantile-based estimator using multiple
pairs is constructed by using a function of multiple quantiles, thus similarly the limiting

distribution is obtained by a direct application of the results from Section 2.3.

Proposition 1. Suppose Assumption 1 is satisfied. Consider a p-vector of quantiles
g =g,  ..q) with0 < q1 < ... < ¢ < % Combine each quantile q; with its
symmetric complement 1 — g;, and collect these into the 2p-vector § = [q1,¢2, ..., qp, 1 —
Qps- -, 1 —q2,1 — q1]’, with quantiles in ascending order. It follows that the p-vector of

QPV estimators can be constructed as
QPVy(q) = C~(q)D,Qn(q)

with C(q) the p x p matriz with elements c(q;) from (13) on the diagonal, D, = [—1I,, J,)’
combining the unit matriz I, and the exchange matriz Jy, to collect the elements of the
2p vector of quantile estimators Qx(q). This leads to

NY2(QPV (g, A) — o) % N (0,0°N E(g)A),
where

2(q) = C™H @) D E(@) D0 (a) (18)



1s the p X p wvartance-covariance matriz of standardized QPV estimators, based on the
2p X 2p asymptotic variance-covariance matriz of standardized sample quantiles ¥(q) as
before.

Proof. This result follows straightforwardly from Theorem 2.1.

In the test statistic proposed in Section 3 the quantile-based estimator of the rth
power variation is used, based on a weighted average of p single-quantile QPV estimators.
For completeness, this estimator and its asymptotic density are given by

QPViy(g,A) = X' QPViy(q), (19)
NY2(QPVi(q,A) — 0) 5 N (0,r%6%" N E(q)A) . (20)

Table 1 reports optimal values of quantiles g and weights A for the number of pairs
up to p = 15. For instance, for p = 2 the optimal estimator combines two sub-estimators
(14) constructed on symmetric pairs of quantiles (0.0230;0.9770) and (0.1271,0.8729),
combined as in (17) with weights 0.4604 and 0.5396 respectively. We note that the
optimal values of g and A for p = 3 were first obtained by Ogawa (1951), and later
extended by Eisenberger and Posner (1965) to include up to p = 10 pairs. Since the
variance of QPV'y(q, A) is 720271 larger than for QPV(g, ), the choice of the power
r does not influence the optimal (in the minimum variance sense) values of g and A. It
is seen from Table 1 that for the minimum variance estimator, the robustness property
deteriorates as the optimal value of ¢; decreases to zero when the number of pairs p
increases. This is intuitive, as there is more information about the scale in the tails than
in the central part of the distribution. Hence, a gain in efficiency in this case leads to the
drawback of a lower degree of robustness. Therefore we investigate the effect of small
deviations from the optimal values of q on the efficiency of the estimators.

Panel i) of Figure 2 presents the efficiency of QPV (g, A) relative to the maximum
likelihood-based estimator of o for a number of pairs up to p = 15. It is seen that for one
pair the efficiency of the QPV y estimator is around 65% of that of the ML estimator.
As we combine more sub-estimators, the value of the minimized variance approaches the
lower bound of the likelihood-based estimator rapidly and consequently the efficiency
approaches unity. Panel ii) plots the variance of QPV (g, A) as a function of ¢, for
p € {1,...,5}. The quantiles go, ..., g, and weights X have been reoptimized for this non-
optimal value of ¢;. It is seen that for g; increasing, the variance curve is relatively flat
near the maximum efficiency point. This is very attractive from a practical viewpoint,
as it means that increasing ¢ by e.g. 2%-5% leads to only a moderate loss of efficiency,
while augmenting robustness. This property also extends to higher quantiles. In panel
ii1) we present the efficiency surface of the estimator combining p = 3 sub-estimators
as a function of ¢; and ¢o. Similarly, the efficiency surface is reasonably flat near the
maximum value as ¢; and/or g2 increase. Panels ii) and #i7) therefore nicely illustrate
that gaining additional robustness against a larger fraction of outlying observations can
be obtained in exchange for a relatively small drop in efficiency of the quantile-based
estimator.

2.6 Finite sample corrections

2.6.1 Adapting the bias in the scaling term c(q)

The quantile-based estimator (14) depends on the scaling term c(q) = 2071(1 — g),
to adapt the empirical distance between quantiles for the expected distance according



Table 1: Optimal values of ¢ and A for the minimum variance estimator of ¢”

p=1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
g1 0.0691 0.0230 0.0104 0.0055 0.0033 0.0021 0.0014 0.0010 0.0008 0.0006 0.0004 0.0003 0.0003 0.0002 0.0002
q2 0.1271 0.0548 0.0287 0.0169 0.0108 0.0073 0.0052 0.0038 0.0029 0.0022 0.0018 0.0014 0.0012 0.0010
q3 0.1696 0.0851 0.0492 0.0311 0.0209 0.0148 0.0108 0.0081 0.0063 0.0050 0.0040 0.0032 0.0027
q4 0.2017 0.1120 0.0695 0.0463 0.0324 0.0236 0.0177 0.0137 0.0108 0.0086 0.0070 0.0058
qs5 0.2269 0.1354 0.0886 0.0615 0.0445 0.0333 0.0256 0.0200 0.0160 0.0130 0.0107
q6 0.2472 0.1558 0.1063 0.0762 0.0566 0.0433 0.0338 0.0270 0.0219 0.0180
q7 0.2640 0.1737 0.1224 0.0901 0.0685 0.0533 0.0424 0.0343 0.0281
qs 0.2782 0.1894 0.1372 0.1033 0.0799 0.0633 0.0510 0.0417
q9 0.2903 0.2033 0.1507 0.1156 0.0909 0.0730 0.0595
q10 0.3008 0.2158 0.1630 0.1271 0.1014 0.0824
q11 0.3100 0.2270 0.1744 0.1379 0.1113
q12 0.3182 0.2371 0.1849 0.1480
q13 0.3255 0.2464 0.1945
q14 0.3321 0.2547
q15 0.3381
A1 1.0000 0.4604 0.2541 0.1566 0.1040 0.0730 0.0533 0.0403 0.0313 0.0248 0.0200 0.0164 0.0136 0.0115 0.0097
A2 0.5396 0.3979 0.2771 0.1973 0.1448 0.1094 0.0846 0.0669 0.0539 0.0440 0.0365 0.0306 0.0260 0.0222
A3 0.3480 0.3203 0.2559 0.2004 0.1578 0.1258 0.1016 0.0832 0.0690 0.0579 0.0490 0.0419 0.0361
A4 0.2460 0.2584 0.2263 0.1895 0.1574 0.1309 0.1094 0.0923 0.0784 0.0671 0.0578 0.0503
A5 0.1843 0.2116 0.1980 0.1746 0.1510 0.1297 0.1117 0.0963 0.0836 0.0728 0.0638
A6 0.1440 0.1762 0.1732 0.1590 0.1420 0.1255 0.1105 0.0972 0.0858 0.0759
A7 0.1158 0.1487 0.1521 0.1442 0.1322 0.1196 0.1074 0.0962 0.0862
As 0.0954 0.1272 0.1343 0.1307 0.1228 0.1129 0.1033 0.0938
A9 0.0801 0.1101 0.1192 0.1186 0.1137 0.1065 0.0986
A10 0.0683 0.0963 0.1066 0.1080 0.1050 0.0998
A11 0.0591 0.0850 0.0957 0.0987 0.0974
Al2 0.0516 0.0756 0.0865 0.0904
A13 0.0455 0.0676 0.0785
A14 0.0405 0.0609
A1s 0.0363
Figure 2: Efficiency of QPV (g, A) relative to the maximum likelihood estimator
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to the standard normal distribution. For small samples it is preferable to replace the
asymptotic quantiles ®~1(q) = QN (¢) by a term determined by the expected value of
the quantile for the standard normal distribution. Using quantile definition (6), this
would deliver

7'/\/' _ —

Qn(q) =wZg + (1 —w)Z41y, (21)
with [ and w as is (6), and where Z(i) denotes the expected value of the ith order statistic
of the independent standard normal variables 21, ..., 2y. For a given finite N, Z;) can

be obtained as

Zo =i(7}) [ - e e ol (22)

1.000

0.975)-

0.950|- |

0.925 J

7\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\ T |
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200 0.225 0250 0.275 0.300

N=50
N=100
N=250
N= 1000

<« o o +

When the number of available observations N is finite and relatively small, there
are noticeable differences between the expected and limiting values of the quantiles used
within the scaling term. This is illustrated in Figure 3 where the ratio between the
asymptotic and final sample terms @fl(q)/@%(q) is given for N € {50, 100,250, 1000}
and for values of ¢ C (0,0.3]. Note that the difference between the asymptotic and
finite sample scaling term is especially important at the more extreme quantiles, and for
sample sizes less than or equal to N = 100. For N = 50 it is also clearly visible how
the linear interpolation between adjacent quantiles of (21) leads to additional movement
in the finite sample correction that is needed. The use of the asymptotic scaling term
in small samples therefore induces a substantial bias, even if Assumption 1 is satisfied.
In the remainder of the paper, for sample sizes N < 1000 we apply a scaling term

en(q) = 2@%@) based on the expected quantiles @%(q} as defined in (21).

2.6.2 Adapting the bias in small sample higher power QPV" estimators

By construction, the QPV y estimator of (14) is unbiased, at least when the quantile
estimator in the scaling term is adapted for the sample size, see Section 2.6.1. Higher
order estimators QPV'y, with » > 1, however are only asymptotically unbiased, not in
small samples.
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The bias of the QPV'y estimator due to the non-linear transformation of the first-
order estimator is

Biy(q) = / o fapv (g (0)do — o,

where fopy , (¢)(v) is the (small sample) density of the first order QPV estimator.
Assuming that a truncated normal approximation to the small sample density of
QPV} (q) holds, the bias can be quantified as

By (q) = / o" fron (v;m, s2)dv — 0",
0
where
m=0, s = N"25%¢(q).

For & we choose QPV; (g, \) (rather than e.g. MPV") as the most robust available
estimate of the standard deviation before bias correction. Note that theoretically the
normal approximation should be truncated at 0, as QPVJIV(q) > 0 by definition. In
practice it is found that the truncation is non-binding, as no appreciable mass of the
normal approximating density is found below zero.

In the remainder, each QPV'(q) estimator will be adapted for this bias B} (q).

2.6.3 Further bias due to non-normality

The asymptotically unbiased estimator of o constructed from a linear combination of sub-
estimators as in (17) relies on the assumption of the normal distribution of underlying
observations. However, if the assumption of normality does not hold as a fraction of
outliers is found in the data, then the ordering of the normal order statistics is altered,
which in turn can also lead to a bias. If we know the fraction of outliers, then we are
able to bias-correct the estimator by suitably adopting the scaling term cy(q) further.
We investigate this issue in the simulation study in Section 4, but will not adapt for this
bias as in practice the fraction of outliers is not known. First, in the next section, we
focus on the joint limiting distribution of the MPV and QPV estimators of o”.

3 Derivation of the outlier test

In Section 3.1, we first provide the joint asymptotic distribution of the quantile- and
moment-based measurements of ¢”. This joint distribution of the two estimators fa-
cilitates testing for possible presence of outlying observations in the data. The testing
procedure can be carried out through the three test statistics that we propose in Section
3.2.

3.1 Joint asymptotics of the two measurements of variation

Starting at the moment- and quantile-based measures of ¢", it is natural to derive
their joint distribution with the aim to develop formal test statistics. Under normality
of the underlying observations, the resulting joint limiting distribution is shown to be
bivariate normal. The joint distribution facilitates useful practical diagnostics based
on these two estimators. DasGupta and Haff (2006) were the first to present the joint
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asymptotic distribution of the inter-quartile range and standard deviation for normally,
uniformly and exponentially distributed underlying observations. Their focus is on the
correlation value between these two measures, both for fixed samples and asymptotically,
as both inter-quartile range and standard deviation are two well accepted measurements
of data dispersion. Based on the joint asymptotic distribution, DasGupta and Haff (2006,
Corollary 3) also provide a rule of thumb for a diagnostic to see whether the underlying
data are normally distributed. Here however we focus on different power variations of
the data measured by our two, robust and non-robust, estimators.

Proposition 2. Suppose Assumption 1 is satisfied. Let QPV'\(q, ) be the quantile-
based estimator of 0" as in (19) and let MPV'y be the moment-based estimator of 0" as
in (1). Then as N — oo, we have

N1/2 <<QP1\X1§DV\(;§V,A)> B <Z:>> 4 (0,02 Q(g A T)) | (23)
Qg, A\, ) = G(r) AN Z(g,7) AA) G(r), 24)

where A(X) weights the variances of the p individual QPV 5(q;) estimators, and G(r)
adapts for the change to the rth moment QPV y estimator and the MPV i instead of the
pure moment estimator My, as in

U )}

The (p+1) x (p+1) matriz Z(q,r) describes the covariance between the sample quantiles
and the rth order moment of standardized data, with

@n =gy S0

The scalars M", M (r) and p X p matriz Z(q) have been defined before in (2), (3), and
(18), respectively. Covariances between quantile estimators and moment estimators are
collected in the p-vector &.(q,r), with typical element

[1]:

My, — M + (1 2g)M"
c(qi) (2~ (i) ’

Eelgirr) = (25)

where

M; E/ ) |z|" ¢ (2)dz.

o-1(
Proof. See Appendix A.1.
The result in Proposition 2 allows us to construct test statistics and their limiting
distributions under the null of normality.
3.2 Test statistics

The joint distribution theory developed for QPV'y(g,A) and MPV’; allows the con-
struction of a formal test statistic designed to detect outlying observations. Our tests
build on the insight that under Assumption 1 the underlying observations are normally
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distributed, therefore both estimators measure the rth power variation of the data. In
the presence of a fraction of outlying observations, the QPV'y (g, A) estimator retains
robustness, provided a suitable choice of q is made such that quantiles are sufficiently far
away from the extreme tails, while the MPV'y estimator measures a combination of the
variation attributable to the normal and outlying observations. As a corollary to Propo-
sition 2, we provide three versions of our test statistic in the spirit of Barndorff-Nielsen
et al. (2006). Note that we indicate our test statistics by the initials BJ, in order to
distinguish them from two related families of tests proposed by Barndorff-Nielsen et al.
(2006, BNS) and Jiang and Oomen (2008, JO).

Corollary 3.1. Under the setting of Proposition 2, we obtain the following test statistics:

i) the linear test (linear BJ(p,r)):

N1/2 < QPV’y(q,\) — MPV, )
A /O-QTQQM

i) the logarithmic test (log BJ(p,r)):

4 N (0, 1), (26)

N1/2 (ln QPV'y(q,\) — In MPV§V>

= 4 N (0, 1), (27)

iii) the ratio test (ratio BJ(p,r)):

N1/2 <1 — [MPVY} /QPV/i(q, A)])
QQM

4 N(0, 1), (28)

where QM =4/ Q(q, A\, r)p, ¥ =[1 — 1] and Q(q, \,r) defined in (24), Proposi-
tion 2.

Note that for application of the family of BJ tests, both the moment r and the
number of pairs of quantiles p has to be pre-specified. Given p, we use the optimal set
of quantiles g with corresponding weights A from Table 1.

The linear BJ test depends on the unknown quantity 2", therefore a feasible test
needs to rely on an estimate of this quantity. Note that the possible gain in power by
using a higher order r might be offset by a deterioration in the asymptotic variance of
the test statistic, due to the estimation of ¢2". To ensure that the linear test retains
power when outliers are present in the data under the alternative, we estimate o2 with
the robust quantile-based estimator, i.e. 52" = QPV% (g, A).

The test statistics given in Corollary 3.1 effectively test for the validity of the nor-
mality assumption, with the power of the test concentrated in the direction of testing
for outlying observations, in any moment of the data. In the financial context, these
statistics allow testing for jumps as shown in Sections 4 and 5.

Alternatively, in this situation the jump tests of Barndorff-Nielsen et al. (2006) and
Jiang and Oomen (2008) could be used. These alternative BNS and JO tests are re-
viewed in Appendix A.2. The tests of BNS relate realized variance and realized bipower
variation, where the former measures the quadratic variation (integrated variance plus
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jump component), while the latter is robust to jumps and hence measures the integrated
variance. As such, the BNS tests exploit the second moment of the data. The JO tests
relate swap variance to realized variance. Jiang and Oomen (2008) show that their tests
primarily use the third moment of financial returns. Both the simulation study and the
empirical exercise will compare the performance of our tests relative to the two sets of
alternatives.

4 Investigating the properties of the tests in a simulated
setting

In this part, we study the finite sample properties of the test statistics given in Corollary
3.1. We first describe the design of our simulation study. Then we discuss the perfor-
mance of the quantile-based estimator in terms of the bias in small samples. We finally
discuss the behavior of the testing procedure and relate it to results for the alternative
approaches.

4.1 Simulation design

Our empirical illustration in Section 5 studies financial data to test for the presence of
jumps. Therefore, the simulation study is set up around the jump diffusion model (Mer-
ton, 1976). The log price process X; is assumed to follow a Brownian semi-martingale
plus jumps defined as

dX; = pedt + o dW, + JdCy, telo,1], (29)

where p; denotes the drift coefficient, o, > 0 specifies the spot volatility, W; is a standard
Brownian motion, J; is a random-sized jump with mean y;(t) and variance o%(¢) and
C} is a process that counts the finite number of jumps in the price path up to time t.
Price observations are assumed to be available at normalized equidistant times 0 = ¢y <
t1 < ... <ty = 1, where the interval [0,1] denotes a trading day. Since our theory
applies only when the variance is constant, we assume o, = ¢ = 1 which corresponds
to 0v/252 ~ 16% annualized volatility and is a realistic level of financial volatility. The
constant volatility model with jumps was proposed by Merton (1976) who stressed the
necessity to distinguish between normal and abnormal price changes. The constant
variance assumption is not necessarily restrictive and can be considered when data is
sampled over a short horizon or on a suitably deformed time scale.

To simulate the price process in (29) we use an Euler discretization scheme. Without
loss of generality, we assume p,; = 0. We generate one day of data at the highest
frequency considered, setting At = ﬁ From each generated price path we sample
price observations at different frequencies as determined by the choice of N. We consider
N € {50,250, 1000, 5000}, to have situations of relatively low and high frequency. For
each simulation, we use 100 000 replications to lower simulation variance. To keep output
manageable, we first report results for p € {1,2,5} and r € {1,2,3,4,6} in tabular
format, followed by a selected set of graphs concerning size and power of the BJ tests
for a range of values of r € [0.1,0.2,...,8]. The nominal size is set at 5%.

To examine the bias of the quantile-based measure and to study the power of our
tests, we simulate the price process in (29) by adding random-sized jumps. The number
of jumps J is set to be either one or three per day. The arrival times of the jumps are
uniformly distributed over the day, and their sizes are drawn from a normal distribution

15



with mean p;(¢) = 0 and standard deviation chosen as a multiple x of the daily standard
deviation o, in particular o;(t) = 05 = ko with k € {0,0.25,0.50,1.00}. The choice of
k determines the relative jump contribution (RJC) to the price variation, measured as

25:1 J? g% 27,
RJIC(J, k) = E |100 x el 0 | 121 oxp(—€ /2)dé

Here this contribution varies from 5.3% (one jump with x = 0.25) to 65.6% (three jumps
with k = 1.00). The ability to detect jumps in asset prices naturally deteriorates with
lower sampling frequency. This effect will be apparent in our simulation results as well,
especially for combinations of both low x and N.

4.2 Remaining bias of the estimator

We start by studying the small sample performance of the quantile-based estimator of
powers of volatility. Note that the estimate of QPV’y has been adapted for the scale and
moment biases as described in Sections 2.6.1 and 2.6.2. Furthermore, as was discussed
in Section 2.6.3, the quantile-based estimator can also experience a bias when jumps are
added to the price process because the ordering of the normal order statistics (as under
the null) is distorted. As a result, empirical quantiles used to construct the sub-estimator
(14) might be biased. In general, this bias depends on the fraction of jumps and their
variance.

Table 2 presents the simulation results for this setup. For the smallest sample size
considered, N = 50, the estimator is indeed unbiased when r = 1, as the average
estimator QPV y differed no more than 0.02% from the true standard deviation when
the data generating process (DGP) contained no jumps (k = 0). For higher orders, a
remaining bias of a maximum of 4.4% is found, for this small sample. Without jumps,
the size of the bias quickly drops, to less than 0.5% for N = 5000 observations. If the
bias corrections of Section 2.6 had not been used, biases of between 30% (N = 50) and
0.74% (N = 5000) would have been found.

Including one or more jumps in the DGP may lead to a more substantial bias, as the
first quantile ¢; may be too extreme. In particular, in case we generate three jumps, then
for all quantile measures we observe a substantial bias increasing rapidly with larger size
of jumps x, when N = 50. Since the number of jumps in general is not known a-priori,
and the jumps are randomly-sized, the changes in ordering are stochastic and no obvious
bias correction is feasible.

When we increase the sample size to N = 250, the resulting bias diminishes, apart
from the estimator combining p = 5 pairs which makes use of yet too extreme quantiles to
retain robustness in this sample size. In general, the gain in efficiency by combining more
pairs of quantiles can only be obtained at the cost of lowering robustness as more and
more information is extracted from the tails. In such a case, one could always increase
the value of g1 as discussed in Section 2.4 and observe the behavior of the measure.

Increasing the sample size further to N = 1000, the estimator using p = 5 pairs
retains robustness for the one jump case, while it still makes use of the 3rd and 998th
order statistics, which may be affected by a jump if three jumps are randomly placed
onto the price process. Consequently, we may still observe considerable bias in this
scenario. For NV = 5000, the bias is negligible in this setup, with no estimates deviating
more than 2.05% from the true value of the volatility.
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Table 2: Remaining bias of QPV' (g, ), after using bias correction techniques

J =1 jump J = 3 jumps
K P r=1 2 3 4 6 1 2 3 4 6
N =50
k=0 p=1 -0.026 -0.076 -0.238 -0.723 -4.405  -0.026  -0.076 -0.238 -0.723 -4.405
p=2 -0.006 -0.026 -0.115 -0.454 -3.425  -0.006 -0.026 -0.115 -0.454 -3.425
p=5 0.006 -0.004 -0.072 -0.360 -3.009 0.006 -0.004 -0.072 -0.360 -3.009
k=0.25 p=1 1.883 3.809 5.690 7.293 7.633 5.868 12.186 18.897 25.761 37.366
p=2 3.487 71560 12.612 18.891 87.208 9.860 22.365 38.774 61.143 141.108
p=5 38.128 6.858 11.459 17.303 35.904 9.097 20.538 35.565 56.356 185.835
k=0.5 p=1 3.375 6.895 10.475 13.867 17.828  11.584 24.935  40.295 57.739 97.005
p=2 12.289 31.844 65.382 127.569 519.352  33.087 94.942 222.016 508.403 3071.751
p=5 10.349 27.104 57.258 117.590 567.371  29.102 83.186 197.104 468.8375 3275.207
k=1 p=1 4.433 9.094 13.902 18.601 25.244  18.309 41.969 78.584 117.440 275.875
p=2 834.614 118.181 847.651 1054.375 12272.202 87.959 876.655 1462.972 6035.390 132629.020
p=5 27.798 99.095 815.480 1067.006 16071.945 75.811 824.552 1310.521 5829.070 157956.115
N =250
k=0 p=1 -0.001 -0.006 -0.019 -0.048 -0.224  -0.001 -0.006 -0.019 -0.048 -0.224
p=2 0.004 0.003  -0.004 -0.024 -0.160 0.004 0.003 -0.004 -0.024 -0.160
p=5 0.001 0.001 0.001 -0.002 -0.046 0.001 0.001 0.001 -0.002 -0.046
k=0.25 p=1 0.608 1.217 1.824 2.420 3.505 1.843 3.721 5.633 7.568 11.433
p=2 0.801 1.612 2.432 3.253 4.845 2.485 5.065 7.746 10.528 16.366
p=5 2.878 7.802 14.786  28.639 115.746 7.860 21.260  47.111 102.803 569.914
k=05 p=1 0.752 1.507 2.263 3.007 4.396 2.298 4.652 7.058 9.507 14.460
p=2 1.030 2.075 3.136 4.206 6.316 3.274 6.712 10.324 14.119 22.266
p=5 8.130 27.603 81.890 252.485 3048.078  20.488 83.188 8312.498 1262.151 26929.130
k=1 p=1 0.831 1.666 2.501 3.328 4.882 2.545 5.156 7.831 10.562 16.115
p=2 1.156 2.331 3.526 4.733 7.132 3.735 7.680 11.852 16.264 25.842
p=5 19.441 100.038 504.737 2838.857 1232483.323 46.305 824.273 2330.675 18684.406 1599218.153
N = 1000
k=0 p=1 -0.013 -0.025 -0.038 -0.051 -0.084  -0.013 -0.025 -0.038 -0.051 -0.084
p=2 -0.008 -0.023 -0.045 -0.075 -0.165  -0.008  -0.023 -0.045 -0.075 -0.165
p=5 -0.008 -0.024 -0.051 -0.087 -0.192  -0.008 -0.024 -0.051 -0.087 -0.192
k=0.25 p=1 0.171 0.342 0.514 0.685 1.022 0.540 1.083 1.629 2.177 3.277
p=2 0.229 0.453 0.669 0.879 1.272 0.713 1.426 2.138 2.850 4.268
p=5 0.381 0.760 1.139 1.518 2.278 1.479  3.154 5.183 7.615 15.904
k=0.5 p=1 0.190 0.380 0.570 0.761 1.136 0.596 1.197 1.800 2.407 3.626
p=2 0.258 0.510 0.755 0.994 1.446 0.800 1.601 2.404 3.208 4.816
p=5 0.441 0.882 1.325 1.771 2.672 2.383 5.952 12.247 25.738 153.475
k=1 p=1 0.199 0.399 0.600 0.800 1.195 0.626 1.255 1.889 2.526 3.807
p=2 0.272 0.538 0.798 1.051 1.533 0.845 1.692 2.542 3.394 5.100
p=5 0.472 0.945 1.421 1.901 2.875 4.128  14.275 48.178 187.776 4307.690
N = 5000
k=0 p=1 0.030 0.060 0.090 0.120 0.179 0.030 0.060 0.090 0.120 0.179
p=2 0.042 0.084 0.126 0.168 0.252 0.042 0.084 0.126 0.168 0.252
p=5 0.070 0.140 0.209 0.279 0.419 0.070 0.140 0.209 0.279 0.419
k=0.25 p=1 0.070 0.141 0.211 0.281 0.422 0.152 0.304 0.456 0.608 0.913
p=2 0.095 0.189 0.284 0.379 0.568 0.201 0.402 0.603 0.805 1.210
p=5 0.149 0.299 0.449 0.600 0.904 0.312 0.626 0.944 1.264 1.914
k=0.5 p=1 0.072 0.144 0.216 0.288 0.432 0.157 0.314 0.471 0.628 0.943
p=2 0.097 0.194 0.292 0.389 0.583 0.208 0.417 0.626 0.835 1.255
p=5 0.154 0.308 0.463 0.619 0.932 0.326 0.655 0.987 1.323 2.004
k=1 p=1 0.073 0.146 0.219 0.292 0.437 0.159 0.319 0.479 0.638 0.959
p=2 0.098 0.197 0.295 0.394 0.591 0.212 0.424 0.637 0.850 1.278
p=5 0.156 0.313 0.470 0.628 0.947 0.333 0.670 1.009 1.352 2.049

Note: The table reports the percentage bias of the estimator of ¢” averaged over number of repetitions. In italics, the
biases for cases where the quantile ¢q1, and hence the QPV estimator, may be contaminated by a jump, i.e. when k > 0

14J
and q1 < ﬁ
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4.3 Size of the test: Distribution under the null

To study the size of our test statistics, we simulate the price process as discussed in
Section 4.1 under the null of no jumps, i.e. with J = 0 (or k = 0, which of course
results in the same data generating process). Table 3 reports the sample statistics:
standard deviation, skewness, kurtosis and empirical size of the proposed test statistics.
We report analogous results for the BNS tests, and skip results for the JO tests as those
are qualitatively similar.

The results in Table 3 show that in a small sample of NV = 50 the densities of the BJ
test statistics with higher order r generally are asymmetric and have heavier tails than
the standard normal density as judged by values of skewness and kurtosis respectively.
However, the size properties of the tests using p = 1 set of quantiles are still decent,
which is remarkable given the fact that the sample size is extremely limited. A detailed
analysis of the simulation results shows that the more extreme skewness and kurtosis
of the linear and ratio tests for » = 6 is caused by a single extreme BJ statistic, for a
generated data series which indeed happens to contain an increment of size 4.40. The
BJ test based on the logarithm is less influenced by this single extreme event, as taking
logarithms results in a BJ test which is far less extreme. Indeed, even though skewness
and kurtosis of the linear and ratio tests seem to indicate a larger difference with the
Gaussian density, their size properties at N = 50 are better than the counterpart of the
BJ test based on the logarithmic transformation. Below we will return to the relative
size of the tests, in the discussion of Figure 4, as long as only a single set of quantiles is
used (p = 1). Increasing p to either 2 or 5 sets of quantiles leads to the most extreme
quantile being too small to be estimated well from such a small sample, and the size of
the tests deteriorates.

As we increase the sample size and look at the simulation results based on N =
250, we observe a noticeable improvement in performance. The values of variance,
skewness and kurtosis are more consistent with the standard normal distribution. The
size distortions are far less severe, as the empirical sizes match the nominal size of 5%
closely. At this sampling frequency the linear and ratio BJ tests still performs worse
than the log BJ test in terms of skewness and kurtosis, though the power of the latter
test is considerably worse, especially for higher order ». When we increase the sample
size to N = 1000 and N = 5000, then the empirical sizes are consistent with the nominal
size of 5%.!

Although the analysis of the size of the alternative tests on the basis of Table 3 is
detailed, for overview Figure 4 is presented. Conceptually it could be easier to think
of the BJ tests to test for certain integer orders r of the volatility o, but the theory
was developed to also test non-integer orders r. Hence, in the first panel of Figure 4, a
comparison is made between the sizes of the three versions of the BJ test, for a range of
values of r € {0.1,0.2,...,8}, with N = 250 observations, applying the tests using only

'The theory developed in this article is based on the constant volatility assumption, as the test
effectively relates two measures of unconditional variation under normality. If this assumption is not
met, i.e. if there is remaining deterministic or stochastic time-varying volatility, then the density of
returns will have heavier tails than the normal density. Our test on such data will detect those tails,
and hence it becomes oversized. A simulation study (results not reported here) indeed indicates that the
size distortion is minor for approximately constant volatility processes. The size however increases up to
25% when volatility process has common GARCH persistence, or if there is a periodic variance pattern
in returns such as for intraday data. However, as explained in the empirical section of this article, we
propose to devolatilize the return data by suitably sampling the observations, before applying the jumps
test.
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Figure 4: Size characteristics of BJ tests

~ 1) BJ(1,-), N=250 ~ i) ratio BJ(1,-), N=250
0.06 . 006F
L = /// — \ ;::_R' = I - - —— —
0.04- 0.04F — =
0.02 0.02
[ |— linear logarithmic [ |— no corrections scale correction
| | ratio | | momentcorrection - both corrections
000 L L L 1 L L L 1 L L L 1 L L L | OOO L L L 1 L L L 1 L L L 1 L L L |
0 2 4 6 8 0 2 4 6 8
" i) ratio BJ(1,") o " iv) ratio BJ(p,"), N=250
0.06- - 0.06- -
7: - 7::,,: """" // \\
0.04 B - 0.04 B -
002k 0.02 T
[ |— N=50 —— N=250 [
[ [=——N=1000 - N=5000 :
L () ()
0 2 4 6 8 0 2 4 6 8

(p =)1 set of quantiles. For values of r < 3, the three tests have similar size, close to
the nominal level of a=5%. For r > 3, the logarithmic BJ test becomes size distorted,
while both the linear and ratio tests retain a size close to the nominal level.

Of these latter two tests, the ratio test had the advantage that no estimate of o2 is
needed (see (28)), and hence can be expected to be more robust in real-life situations.
Therefore this ratio BJ test is the test of choice in the remainder of the article. Panel
ii) of Figure 4 investigates the effect of correcting either the scale coefficient (see Section
2.6.1), or the effect of taking higher powers (Section 2.6.2), or both, for the small sample
size. Using no corrections at all leads to a (ratio) BJ test which is more and more
undersized for higher powers of r. Using both corrections indeed improves the size
characteristics of this test.

In Panel iii) the reaction of the size of the test to the sample size is depicted. For
N = 50, the ratio BJ test can become rather severely undersized, especially around
r = 2, or oversized for values of r > 5. For such a small sample size, estimating the
q = 0.0691 quantile may be too extreme. For sample sizes N > 250, the size properties
quickly improve.

The last panel displays a similar message as panel iii), as it compares using multiple
sets of quantiles for estimating the QPV(p,r) statistics underlying the BJ test. Even
though the variance of the estimators might improve, the size of the resulting test statistic
becomes worse as more and more extreme quantiles of the data are taken into account.

4.4 Power of the test: Detection of jumps

To examine the power of our tests, we simulate the price process by adding random
jumps as discussed in Section 4.1. The construction of the test would suggest that the
power of the test will increase with the order r, as the moment-based measure becomes
more heavily influenced by outliers. To study this effect, Figure 5 presents the power of
the tests as a function of the order r, for a range of settings.
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Panel i) of Figure 5 compares again the power of the three different BJ test specifi-
cations, when J = 1 jump of random size with standard deviation x = 1 times the daily
variation of the process is added to the DGP, using N = 250 observations. Only for
r > 3, the logarithmic test seems to lose some power relative to the linear and ratio BJ
specifications. The power of the BJ tests at r = 2 is fractionally higher than the BNS
ratio test, as indicated by the symbol. Likewise, at » = 3 the BJ tests display slightly
higher power than the JO test.?

Continuing as before with the ratio test, panel ii) displays the power as a function
of the jump size. For jumps with a standard deviation of only £ = 0.25 of the daily
variation, the power levels off to around 40%; a higher jumpsize of k = 1 is detected in
up to 80% of the simulated data series.? In all these situations, the ratio BJ test displays
slightly higher power than the BNS and JO tests, as before. When J = 3 jumps are
introduced to this DGP, the difference in power between BJ and BNS/JO tests increases,
as will be shown in Table 4 below.

When comparing the effect of sample size on power, in Panel iii), a single jump is
detected more easily with larger sample sizes, as expected. In the case of N = 50, the
JO test attains slightly more power than the BJ(1,3) test, as does the BNS test vs the
BJ(1,2) for N = 5000.

In Panel iv) the effect of the number of pairs p of quantiles on the power of the test
is depicted, when N = 250. For this number of observations, and a single jump, only
the BJ-tests with p < 3 are consistent. For higher number of quantiles the most extreme
quantile used in the QPV estimator may already be contaminated by the jump (see also
the discussion in Section 4.2). Indeed, with p > 4, the power signature of the BJ test is
no longer monotonically increasing from the nominal size of o = 5% at r ~ 0 to higher
levels of power, as the power now depends on the relative effect of the jump on both the
(contaminated) QPV and MPV estimators.

Alternatively, Table 4 presents the rejection rates of our ratio test in numerical
format, with analogous results reported for the (adjusted) BNS and JO ratio tests. Note
that again cases where the BJ test itself may be contaminated by a jump are printed
in italics, i.e. in cases where the most extreme quantile ¢ < (1 + J)/(N + 1). The
simulation results can be summarized as follows. The use of the BJ tests built on higher
order of r does improve the power to detect jumps considerably, also for relatively large
sample sizes. This is fully in line with expectations. Indeed, apart for the exception of
the JO test at N = 50, our BJ(-,6) tests are uniformly more powerful than any other
test considered here, regardless of the variance of jumps and of the number of jumps.

We find, as expected, that the BJ(-,2) test performs similarly to the BNS test as both
use the second moment of the data. However, unlike the BJ(+, 2) test, the BNS test can
(substantially) lose power when jumps occur at adjacent locations, as a key requirement
for the robustness of both bipower and quadpower measures is violated in such a case,
see (36) and (37) in the appendix respectively. The BJ(-,3) test is found to perform
similarly in the single jump case to the JO test. As the JO test primarily uses the third
order of the data (see Jiang and Oomen, 2008), this result is expected. However, unlike
the BJ(-,3) test, the JO test can (substantially) lose power when multiple jumps occur

For the JO ratio test (see Appendix A.2, Equation (40)), the variance is estimated using multi-power
variation of order v = 6 in (42).

3As the jumps are random, there is considerable probability that a jump of relatively small size is
drawn which is not distinguishable from a normal increment. Those situations are not detectable with
any test, hence a power of 100% should not be expected.
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Figure 5: Distribution under the alternative
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with different signs as the cubed jumps then offset each other.

If we decrease the sample size to N = 1000, then the advantage of the BJ(-,6) test
over the BJ(+,4) version decreases slightly, but still both versions are more powerful than
the BNS or JO test, and the difference in power can be substantial. For instance, with
three jumps with variance determined by x = 0.25, the BJ(2,4) has a power of 92.48%
and the BJ(2,6) has a power of 93.84%, rejection rates considerably higher than the
78.13% of the JO test and 72.48% of the adjusted BNS. If we increase the variance of
jumps to e.g. x = 1.00, then the power of all tests is close to unity.

For the sample size N = 250, a sample size for which the size distortions are modest,
the BJ tests still outperform the JO and BNS tests, at least as » > 3. Notice that in
this case the BJ tests the restriction that ¢; < (J +1)/(/N + 1) may become binding for
eg. p=3: If p=3, then ¢ = 0.0104 and the BJ test loses robustness if more than 1
jump is found in one tail of the distribution of returns. When N = 50, only a single set
of quantiles should be used for detecting 1 jump. If the three jumps of the right-hand
panel of Table 4 would occur in the same tail, the BJ test loses its ability to detect these
deviations from the null. Hence the reported powers in the table should be interpreted
with care in this case.

5 Testing for jumps in equity price data
5.1 Describing the data

The data we analyze includes fifteen components of the Dow Jones Industrial Average
index. The data are consolidated trades extracted from the Trade and Quote (TAQ)
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database through the Wharton Research Data Services (WRDS) system. The sample
period spans almost five years, from January 3, 2006 to December 31, 2010, with a total
of T'= 1259 trading days for all equities.

Before we construct measures and compute tests, the data needs to be cleaned. The
importance of tick-by-tick data cleaning is highlighted by Brownlees and Gallo (2006),
Hansen and Lunde (2006) and Barndorff-Nielsen, Hansen, Lunde, and Shephard (2009)
who provide a guideline on cleaning procedures based on the TAQ qualifiers that are
included in the files and described in the TAQ User’s Guide available at the WRDS
website. Following Barndorff-Nielsen et al. (2009) we consider five steps: P1. delete
entries with a time stamp outside the 9:30am to 4:00pm Eastern Time window; P2.
delete entries with transaction prices equal to zero; P3. retain entries only from the single
(primary) exchange which is the NYSE (including NYSE Direct+) in our application;
T1. delete incorrect trades as indicated by the correction indicator; T2. delete entries
when the sale condition is not regular. Table 5 provides statistics regarding the pre-
processing of the data, reporting the number of trades per year before/after cleaning,
and the average number of trades per day including minimum and maximum, over the
years in the sample. The cleaning procedures lead to a substantial data reduction. For
all equities the largest deletion of the raw data is due to step P3, which is implemented
also to reduce the impact of time-delays in the reporting of trades updates, see Barndorff-
Nielsen et al. (2009) for further discussion. The largest number of transactions for all
equities was recorded over 2007 and 2008. The average number of clean transactions for
all equities per day amounts to around 12 000.

Intraday returns can be constructed using different types of sampling schemes, see
Zhou (1992), Hansen and Lunde (2006), Oomen (2006) and Griffin and Oomen (2008).
Most common is the calendar time sampling scheme, where data is sampled at fixed time
intervals. This scheme has a shortcoming that information can be insufficient in highly
volatile intraday time intervals and redundant at other moments of the day. Alterna-
tively, one can apply a transaction time sampling scheme, such that the observations are
sampled every kth transaction. This sampling scheme adapts naturally to the trading
activity, and thus estimates have lower variability relative to estimates based on data
sampled in calendar time; see Oomen (2006). In our application however, we use a sam-
pling scheme that forms a series of de-volatilized intraday returns, through a sampling
Oomen (2006) refers to as business time sampling (BT). This scheme dates back to Zhou
(1992) who proposes to sample data each time some pre-specified amount of variation
has realized. The resulting series is therefore equally informative. This scheme requires
an estimate of intraday cumulative volatility. Since volatility is latent, we follow the
idea of Fukasawa (2010) by applying cumulative volume as a proxy for cumulative latent
volatility.* Thus, our sampling times to,N,t1,N, - - -, tn, N are such that amount of realized
volume in each interval (t;,_1 n, t; n| equals (total volume)/N, and we set N € {250, 500}.
Note that in this sampling scheme, we skip the first observation and volume of each day,
as this observation contains all kind of overnight effects. On average, this corresponds
to sampling every 48th and 24th transaction. Relative to calendar time sampling, we
sample more frequently at the start and at the end of the trading day, while less fre-

4 Alternatively, we also experimented using estimators of integrated variance robust to microstructure
noise and jumps to obtain an estimate of cumulative variance. This delivered very similar results that
do not change our conclusions. However, since the high-frequency based estimators depend on tuning
parameters, and in general are considerably more complicated to obtain than cumulative volume, we
report results based on the latter proxy only.
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quently in the middle of the day. Our sample sizes also yield a reasonable compromise
between potential microstructure effects and problems due to too small sample size. Ac-
tually, since the data is sampled sparsely, microstructure noise and price discreteness (as
judged by first order serial correlation, volatility signature plots and histogram of price
increments) are not expected to affect our results greatly.

5.2 Empirical results

We start by illustrating the time series of computed empirical quantiles. Panel i) of
Figure 6 plots symmetric pairs of quantiles of intraday BT returns for the JPM equity.
We observe a considerably larger spread of empirical quantiles around 2008 and 2009,
the period corresponding to the subprime crisis. Panels ii) and i) plot the volatility
estimates of oy resulting from the bipower and quantile-based variation measures for all
days in series, and their difference. The two measures correspond closely, although a
more detailed inspection indicates that for several days the bipower variation deviates
from the quantile-based measure. We observe that for these days the requirement that
large price increments are preceded and succeeded by very small returns is not satisfied.
This may in turn lead to loss of power of the BNS tests for these days.

Figure 6: Empirical quantiles and variation measures
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We compute the ratio tests using intraday data from the trading days. As such, each
day and each equity is treated on its own. Table 6 reports the fraction of days where
one or more significant jumps are detected using the 5% significance level. The results
can be summarized as follows. Using only N = 250 returns per day the rejections of
the null hypothesis of no jumps are less frequent than for the sample size N = 500,
as was also expected from the Monte Carlo results. At N = 250, the fraction of days
where the second moment is affected by the presence of jumps is around 20-50%, and it
increases to 50-80% for the third, fourth and sixth moment as judged by the BJ test. At
N = 500, we find that the fraction of days with the second moment significantly affected
by jumps is roughly 47-75%, and it increases to 75-90% for the higher moment BJ tests.
It is seen that the three cases of p € {1,2,3} in general lead to similar results. We do
not report results when p > 3 sub-estimators are used in the quantile-based measure,
as the optimal quantile g; may be too extreme in this case, cf. Table 1. Indeed, when
N = 250, the BJ test with p = 3 already is only robust up to a single outlier in a tail,
hence for such small sample sizes it would be advisable to use fewer sub-estimators in
the construction of the BJ test statistic.

26



‘04,G JO [9AS] douROYIUSIS ® Je ‘punoj ore sdwnf siowr 10 ouo s10ym sAep jo uorjoriy oyy syroder o[qe], 10N

L0£9°0  S¥S9°0  9TT9°0  L90F'0  GTTIL0 L1L€°0  SLOP'0  L0PE0  9TLT0O  gesvo  (e)rd
97€9'0  09F9°0  €99S°0  0Z8€'0  0019°0 186€°0  T60F'0  LSPE'0  GT0Z0  09se0  (fo)rd

FOTT'0  TLLTO 88L7°0 TE99°0  LTT90  O0EES0  9LE€°0  6E£9V°0 €960°0  £S60°0 6860°0 ¢ISF'0  G9ZF'0  09Se’0  ¢T6T0 69810  (“TI)rd INOX
F068°0  F068°0 TTES0  €S09°0  SPESO 11290  €FL9°0 €109°0 ¥8€€0 12090  (<e)rd
7L88°0  G8.8'0 SII®0  TEI90  ¥SGL0 12990 80990  €46S°0 FITHFO  Lzev0  (<o)rda

GzST'0  TISY0 TISF'0  LFP06'0  69.8°0  SE080  TTEY0  ¥T9IS0 S6CT'0  GGLT0 G6LT'0  LEOL'0 08990 ¢g8S0  TISE0  ¥660  (“T)rd  LINM
1668°0  G468°0 ¢998°0  IPIL0  I6V8°0 190L°0  8€GL°0  900L°0  LI6F0 01690  (-g)rd
T1L06°0 7E€16°0 72880 8GV.L0 TLEL°0 ¥8CL0 GGegL 0 01690 T0¥S°0 €0LG°0 A.,mvwm

€7€T°0 11290 1129°0  6L06'0  69.8'0  8928°0  LITL'0  LLOL'O TT6T'0 98620 T00E'0  6L8L°0  GTYL0 89690  890¢0  I8cF0  (<T)rd L
1806'0 T9Z6'0  TE8S'0  FEPO'0  8T9I80 120L°0  S6£L°0  T1€89°0  LgSe0  89zL0  (“g)ra
G606'0 G606'0  9898°0  GLL90  6L8L°0 G6EL'0  8ESL'0  9969°0  TEFF0  F0ss0  (-‘z)rd

€90T'0  GEST'O €PSP'0 0ST6'0  TL88'0 89280  S6T9°0  ST6S0 6€LT°0  0¥2T0 TLTTO  F8LL0  FISL0  TE990  TEF0  0gse0  (“T)rd od
G0LL'0  GL6L'O  LVSL'O  TSLLO  8998°0 0€€9°0  GG89°0  TL99°0  0.£9'0  18¥90  (-‘g¢)rd
628°0 TIPSO  GEFPR0  IGPS'0  €9SL0 8GF9°0  L089°0 G899°0  8909'0 €690  (“z)rd

8¢91°0 L88.L°0 L88L°0 0TI80 71080 T16L°0 91810 G0LL 0 TOST 0 8¢8¢E0 ¢S88¢0 1€89°0 81799°0 I879°0 809G°0 T06¥°0 A.,Cwm dHdd
67€6'0  TSV6'0  LV06'0  98€9°0  LF06°0 L0EL°0  9€LL°0  LE0L°0  9gee’0  L88L0  (fe)rd
€L66°0  LS€6°0  9688°0  F0L90  S66L0 VLPLO0  €65L°0 01690 T¥EF0  g1890  (-)rd

€112°0 05920 0929°0  G9€6'0  0ST6'0 L6980  €¥Z90  T0L90 618T°0  LOVZ'0 8eFZ'0  89.L°0  609L°0 2990  160%0 ceFF0  (<T)rd anin
GFT6'0  G9E6'0 08880  8TL90  E€FFS0 T0TL'0  8€GL°0  GTI890  ¥88€0  6L8L0  (<g)ra
TTT6'0  S6I60  F6YS0  9269°0  89LL0 9.2L°0  8GFL0  TSL9°0 ¢6SF0  0€8¢0  (“z)rd

10ST'0  T8LV0 Z8LF'0  1086'0  LVO6'0 €980 12990  S619°0 IIET0  €S1C°0 9.LTC'0 0T.L°0 TIEEL0  0F99°0  6€£97°0  €80v0  (“1I)rd O
066L°0 67180 69G.L°0 8¢0S°0 0L08°0 LEST0 l[474N0] Geay o 92SC0 0L8G°0 A.,mvwm
€e18°0  €LI80  €0VL'0 6380  8TTL0 G8€C'0  9.9G°0  TO6F'0  ¢80£'0  g9zF0  (g)rd

99¢T°'0  069€°0 909€°0  6FIS0  09..°0 8L89°0 OFW6F'0  IS¥S0 8F0T'0  LIST0 L66T°0  ©6SS°0  FIES0  €8GF°0 98820 68620  (<T)rd Ndr
GL68°0 VPEI60  TE980  €PSF0 16680 TLI90  T999°0 98960 L1020  16.90  (~‘e)rd
7P68°0  FF680  00€8°0  06LF'0  T8IS0 6879°0  S0S9°0  FLLG'0 L9820 T1e8¥0  (-z)rd

LZ8T'0  T0LE0 60L£°0 0SI6'0 0SSS'0 OIS0  SP6Y'0  0TSS0 €€ST'0 69710 GZST'0  620L°0 08990 61990 06080 62920  (<1)rd g1
L0060  G606°0  T098'0  €FL9°0  SOES0 TPIL0  8€GL°0  0899°0  898€0 99690  (-‘g)ra
99160  ¢PI60  0LG8°0  €PL9°0  9€LL°0 6L6L°0  6IFL0  TIL90 OLIF0 T1.60  (“g)rd

GgLT'0 96670 $00S'0 ©TC6'0  8888°0  1T80  1999°0  €0T9°0 ZI9T'0 12120 GPTIZ'0  G€6L°0  G99L°0  TO690  L9SF0  ¢Iggo  (“TI)rd aH
1€€L°0 69920 ¢96.L°0 ¥l 0 OTI80 GT1S0 T1G6LG°0 VLLG0 £02S°0 I¥6S°0 A.,mvwm
09.L°0 T96L°0 6I6L0 €€9L°0  LOELO GGTG'0  9€9G°0  8¢SS0  TLIS0  ¢6ss0  (<‘o)rd

LIST'0 292970 GLL9°0  TP9L'0  GT9L°0  FSGL0  TOTL0  FITLO 600T°0  ¥8EE0 6L7€°0 60690 99,80  0€€S°0  96¥F0  00FF0  (“T)rd aon
ZI68°0  0SI6'0  6C.80 6E9V'0  STE60 GET9'0  68€89°0  T06S0  €I1¢°0  008L0  (-‘e)rd
GG06'0  06T6'0  98G8°0  ¢99%'0 09980 €L79°0 98290 12090  F08T0  9¥e90  (-z)rd

€ogT'0  TVLED LGLE'0  L968°0 €980  €86L°0 06LF'0  SI89°0 09€T°0  TGST'0 GL8T°'0  T90L°0 1S90 988S°0 .00 ¥¥8€0  (“1T)rd IVO
80S6'0 89960  FPF6'0  0SES0 8960 $GGL'0  €P6L'0  0TTL0  TELT0 99180  (“‘e)rd
TLG6°0 Ge96'0 I¥7€6°0 98840 6€48°0 ge6.L0 €86L°0 662.L°0 vLE0 6529°0 A.,mvwm

6981°0  TTIV'O ZCIV’0  L8S6'0  VSV6'0  €C06'0  LE09'0  6209°0 IG8T°0  0L6T°0 ¥66T°0 €IC8°0  I96L°0 F0TL0 T6EF0  SIFe0  (“1I)rd vd
60€6°0  9.¥6°0  SIT6'0  6.9S°0  S¥T60 0669°0  GSEL'0  T9¢9°0  €6T1€0  gg6L0  (~‘e)rd
L9€6'0  FOW6'0  9988°0 9890  ISPS0 L8E€L°0  T09L°0  ¥689°0  9FIF'0 89090  (‘)rd

¥G61°0  0S¥F0 08FF'0 T0S6'0  STT6'0  €TS8°0  LE090  €279°0 YCLI'0  $92T0 88770 T89L°0  6IFL0 62990 996€0  8¥6e0  (“I)rd dXV
T968°0  GL6S0  FSG80  8TL90  8F8S0 GI89'0  SIEL'0 80990  €.2¥0 szzr0  (‘e)rd
€060 16680 01980  T16L9°0  GL6LO $€69°0  LITL'0 62990 TE9%'0 60690  (-z)rd

L8L1°0 9¢¥9°0 7EV9°0 6€06°0 6088°0 9.28°0 9¢69°0 8¢CL9°0 9¢E1'0 9€8¢°0 L9820 £€9L°0 1€€L°0 91990 69570 [EIT'0 A.Jvhm VvV

or SNd'fpe  SNd o9rg  FIra  (e9rd  @Ird  (1)rd or SNd'fpe  SNd O9rg  FIra  (e9rd  @Ird  G)rd  (‘drg  oquig

00S = N 09C = N

rvIRp A3MNbo 10J s)NsoI Sursa], 9 o[qe],

27



Contrasting the BJ(-,2) and BNS test statistics reveals that the BJ test finds one
or more significant jumps on around 20% more days, when N = 250. For N = 500,
this difference becomes considerably smaller. Surprisingly, the JO test rejects the null
less frequently than the BJ(-,3) and BNS tests, which suggests that both positive and
negative jumps occur on the same day, offsetting each other. Indeed, a more detailed
inspection of the data suggests that abnormally large price increments appear in both
directions. We find that the fraction of days with identified jumps is slightly higher than
reported by Gilder (2009) in his extensive study (based on the approach proposed by
Andersen, Bollerslev, and Dobrev (2007)), also using US equities but over the period
2002-2006. As our sample period spans the financial crisis of 2007-2010, the jump process
can be expected to be more active than in the earlier period as studied by Gilder (2009).

Figure 7: Scatter plots of p-values for the JPM equity
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We study a few cases in more detail, in a similar way as Jiang and Oomen (2008).
Figure 7 presents the scatter plot of the p-values of the test statistics considered for
the JPM equity. Dotted lines present the nominal size of 5%. The lower left quadrant
indicates instances where both the BJ and the adjusted BNS respectively the JO detect
presence of jumps. The bottom right quadrant indicates when the BJ detects outliers
while the alternative does not, while the top left quadrant shows the reverse. There is a
substantial number of instances where the testing results overlap, but there are also days
when they lead to opposite decisions. It is of interest to have a closer look at these cases.
Specifically, we look at the most extreme instances as measured by the distance between
the p-values of the two competing tests, marked by circles in top-left and bottom-right
corners of the panels of Figure 7.

Table 7 reports p-values for the (adjusted) ratio tests for these most extreme in-
stances. We focus on the second moment of the data and contrast BJ and BNS tests.
Let us consider the April 25, 2007 case. We observe that for r = 2 and p € {1,2} the BJ
ratio tests detect one or more outliers, while (adj)BNS but also JO do not. Only when
p = 3 (and using the quantiles prescribed by the asymptotic minimum variance criterion
used throughout the article), the BJ test does not detect significant jumps. The small-
est quantile used in this case is ¢ = 0.069, implying a robustness of the BJ test to at
most a single outlier. The top panel of Figure 8a zooms in on this date, April 25, 2007.
We observe that there are indeed several large negative returns, often preceded and/or
followed by other relatively large returns. In such a situation, the bi- and quad-power
variation can lose robustness, leading to a lower value of the BNS test statistic. This
can explain the advantage of the BJ test over the BNS test.
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Figure 8: Case studies for the JPM equity

42.5)

4200

- . 0.002 _, Density
[ i-a) BT price level : i-b) log-return i-c) distribution |
i < 7500 o B
r 0.001 | N(s=0.00057)
\ 500/
0.000
-0.001{" 2508
P Y P P S ST R B! P L L 1 L |
0 100 200 0 100 200 -0.002 0.000 0.002
~ Density
0.0050Hi-b) log-return 1000 [ ii-c) distgibution
; : F —— N(s=01000839)
0.0025]
i 500 Al
0.0000 I
. . L I U L LI L T
0 100 200 0 100 200 0.000 0.005

(a) The figure displays price levels in business time, log-returns, and histogram/density of log-returns

for the JPM equity; top panel 2007-04-25, bottom panel 2006-6-29.
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(b) The figure displays price levels in business time, log-returns, and histogram/density of log-returns
for the JPM equity; top panel 2007-03-30, bottom panel 2010-06-07.
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Table 7: Ratio tests for the selected case studies
BJ(, 1) BJ(,2) BIJ(,3) BJ(,4) BJ(,6) BNS adBNS JO

2007-04-25
p=1 0.0731  0.0002 0.0000 0.0000 0.0000 0.9950 0.9950 0.6098
p=2 0.0009 0.0189 0.4565 0.9995 0.7821
p=3 0.0774 0.8508 0.2686 0.1926 0.3524

2006-06-29
p=1 0.0019 0.9853 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
p=2 0.0179  0.0077  0.0000 0.0000 0.0000
p=3 0.0634 0.0000 0.0000 0.0000 0.0000

2007-03-30
p=1 0.0229 0.0012 0.0001 0.0000 0.0000 0.1397 0.1447 0.9982
p=2 0.2114 0.3220 0.8750 0.4038 0.2710
p=3 0.9233 0.6750 0.2191 0.1348 0.2177

2010-06-07
p=1 0.0099 0.1759 0.9911 0.4191 0.1223 0.7910 0.7917 0.0116
p=2 0.2919 0.2612 0.0069 0.0013 0.0006
p=3 0.0261 0.6417 0.1512 0.0489 0.0432

Note: The table reports p-values for the indicated tests.

For the June 29, 2006 case, the BJ ratio test with p = 1 does not identify jumps
for r = 2, whereas other choices of p (and r) do seem to clearly find jump(s), as do the
(adj)BNS and JO tests. Looking at the bottom panel Figure 8a, focusing on this day,
we notice one single very large outlier (which is easily detectable by BNS or JO tests),
but also a large spike in the histogram indicating many zero-returns. For many periods,
the price remains flat, resulting in the normality assumption of the non-jump returns
underlying the BJ test being broken. Using a single quantile in this case doesn’t detect
the outlier, combining multiple quantiles does detect the jump correctly.

We now focus on the case when the test is built on the third moment and we contrast
the BJ and JO tests. On March 30, 2007, the ratio BJ(1,3) detects jumps, whereas the
JO test sees no evidence at all. BJ tests using higher number of quantiles agree with the
JO test, that no jumps are apparent on this date. The top panel of Figure 8b zooms in
on the data. We observe that, apart from possibly the opening return of 0.3%, little is
going on. The BJ(1,3) test seems to be confused by the relative lack of returns close to
zero, hence the assumption of normality of the returns seems to be broken. Using the
BJ(2,3) test robustifies against this effect.

On June 7, 2010 the JO test indicates the presence of jumps while the BJ(1, 3) does
not. The bottom panel of Figure 8b displays the returns for this date. There are two
large negative returns, which show up in the left tail of the histogram in panel ii-c) of
Figure 8b. On this particular day, the distribution of the returns (even excluding these
two outliers) seems far from normal, leading to a bias on the QPV estimator. Notice
that indeed that BJ tests do not agree among themselves, nor does the JO test agree
with BNS, with a large variation in p-values for the tests. This is an indication that on
such a day the JO/BNS and BJ tests should be used with care.

6 Conclusions

This article introduces the quantile-based measure of power variation of returns, which
is robust against outlying (or abnormal) observations. We derive the joint asymptotic
distribution of the quantile and moment-based measures of ¢”, for any positive value of
r, under the assumption of normally distributed data. With the limiting distribution, we
propose a new class of test statistics designed to detect outliers that lead to deviations
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from normality. The test statistics exploit different powers r, and hence facilitate judging
the impact of outliers on different moments of the data. The tests are easy to implement
and can be applied in principle to any homoskedastic dataset where it is conjectured
that only the presence of a finite number of outliers leads to non-normality.

We apply our theory to test for the presence of jumps in equity data over a sequence of
trading days. In order to do so, we use the cumulative volume of the trades as a proxy for
cumulative volatility, allowing us to devolatilize the returns to a homoskedastic series.
Throughout the article, we compare the performance of our tests to widely applied
alternatives: the tests of Barndorff-Nielsen et al. (2006) and of Jiang and Oomen (2008).
The simulation results show that for higher orders of r our tests are more powerful than
the alternative testing approaches. The empirical illustration shows that jumps can
occur more frequent than judged by the second or third moment of the data only.

Our novel test has the additional advantage over existing tests that it can be applied
using a range of powers of r, and for different numbers p of pairs of quantiles. If several
combinations of p and r arrive at the same conclusion of (non-)rejection of the null
hypothesis, then this could be considered a stronger signal than the (non-)rejection of
only a single (existing or novel) test. The possibility of combining BJ(p, r) tests could be
explored in future work, to derive the joint distribution of a collection of BJ tests, and
to see if the test thus could be robustified against minor deviations from the underlying
Gaussianity assumption.

In the empirical study, we alleviate the presence of microstructure noise in the high-
frequency data by sampling the data more sparsely. On the one hand, the lower frequency
decreases the ability to detect jumps. On the other hand, problems related to price
discreteness and other microstructure effects can also adversely effect the quantile-based
and moment-based estimators of ¢”, and these problems are evaded here by sparse
sampling. Application of the same techniques on ultra high-frequency data, possibly
using noise-reduction techniques as the pre-averaging of price increments proposed by
Jacod et al. (2009), requires an extension of the asymptotic theory presented here, to
allow for the dependence in data introduced by the noise reduction techniques. We leave
this option for future research.
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A Appendix

A.1 Proof of Proposition 2

In this proposition, it is the asymptotic covariance between the sample quantile power
variation and sample absolute moment (or their powers) that is given. This asymptotic
covariance term directly follows from the following theorem:

Theorem A.1. Let Y = {Y;} | be a series of iid random normal variables with mean
W, standard deviation o, probability density function f(y) = %(j) (%) and inverse cu-
mulative distribution function F~1(q) = p+ o® 1 (q). Let Qy(q) denote a p-vector
of sample quantiles of Y and let M}y denote the estimator of the rth absolute sample
moment Y, i.e. M% = N1 21111 |Y; — u|". The joint asymptotic distribution of Qn(q)

and My, is given by the bivariate normal distribution

N2 ((Qﬁ%@) _ <UQ§\Z)>) AN (0,800, r,p)S(a. )80 rp)) . (30)
where

San =gty oG] Sera =T 0],

with M = f§1(q) 2|"p(2)dz, M" = M = [ |2]"¢(z)dz, and s(q,r) has typical

element s(q,r) = % Here ¢(z) and ®(z) are the probability density and

cumulative distribution function of a standard normally distributed random variable z.

Proof. Our proof extends the results of Lin et al. (1980). Notice that the empirical
quantile can be written as (see Bahadur, 1966)

+1—FMQMW—O—$
f(Q(q))

with Fy(y) the empirical distribution function of observations y. Here Ry 4 is a remain-
der term of order O(N~3/*1log N). Hence, the asymptotic behavior of a single Qn(q)
can be related to the asymptotic behavior of the empirical density function, which is the
average of a set of indicator functions as 1 — Fx(Q(q)) = & Y Ltyi>0(q)}-

To look at the covariance between the indicator and summands of the absolute mo-
ment functions, notice that

Itvi>Q(q)} 1—

g

+ RN,qa

with

(i-9  Mj-(1-qir
fon = (o X0 i Sty )
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The covariances in this last equation are found from

Yi—p
o

T

) =cov(Ipzsa-1(g} 1217) = B (Iizso-1(qy — (1 =) (|27 = M")

cov(L{y;>Q(q)}>
— [y = (1= @)=l = M)o(:)d:
— [Ty o = M0z = (1= ) [(al = Moz
— [y 01z = M [ Ty d(2)dz = (1= 0) x 0

:/OO \z\%(z)dz—MT/oo 6(2)dz

d—1(q) ®=1(q)
=M, - (1-qM".

Using the central limit theorem, this implies that

2 () - () - (C33)- () £mrnn

=% 0
After premultiplying by [¢(‘1’ 01(Q)) T] , one finds that
o

1 _ _ -
Nz <J§]§q|§/l _Qﬂ(ﬁa)_ ﬁg}i) LN (O, S(o,r,p)'2(q,7)S (0, T, p)) .
As Ry 4 goes to zero at a quicker rate than the remaining terms (Ghosh, 1971), asymp-
totically it has no influence and one arrives at the asymptotic density given in Theorem
A.1, both for the case of a univariate ¢ and also (with the necessary generalization in
notation) for the p-variate vector of quantiles gq. ]

The joint distribution of the QPV estimator and the moment-based estimator in
Proposition 2 now follows directly from the representation of the estimators as functions
of the vector of quantiles and moments in Theorem A.1, recognizing that indeed typical
element &.(g,7) in (25) is related to the above results by

(1 —4q, T) — S(q> ’l“)
c(q) '

A.2 Review of alternative jump test statistics

&g, r) = c_l(q)Dls(q_', r) = i

This part reviews the tests of Barndorff-Nielsen et al. (2006) and Jiang and Oomen
(2008). The presented test statistics are derived under the null of no jump in the price
process. We first fix some notation. Let {Pz'}f\;o denote the asset prices and let Y; = In P;
denote the log price. Define R; = P;/P;_1 — 1 and r; = Y; — Y;_; as the simple and log
return respectively. Then,

BNS tests:

i) the linear test:

N1/2 (BPVN — RVN>
VU QVy

4 N (0, 1), (31)
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ii) the logarithmic test:

NY2.BPVy <ln BPVy —In RVN>

d
— N (0, 1),
O 0,1)
iii-a) the ratio test:
N1/Z. BPVN<[BPVN/RVN] - 1)
4 N (0, 1),
VU - QVy
ili-b) the adjusted ratio test:
N1/2<[BPVN/RVN] — 1)
4 N (0, 1),
V0 max(1,QVy/(BPV)?)
where
N
RVy =) 17,
i=1

BPVy = iy Zmumn

N-—
Z H risl,
1=0 k=1

(32)

(33)

(35)

(36)

(37)

and ¥ = (72/4) + m — 5, up = E[|z|*], 2 ~ N(0,1). The adjusted ratio test adapts for

deviations from a intraday homoskedastic variance.

JO tests:

i) the linear test:

N<SwVN — RVN>

4 N(0, 1),
Q}S\‘[wV(U)

ii) the logarithmic test:

N - BPVyn

N

In SwVy —In RVN>
4 N (0, 1),

Q3 (0)

iii) the ratio test:

N - BPVy <1 — [RVy /SwVN]>

4 A (0, 1),
Q}S\‘[wV(U)
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where

SwVy = 22 —75), (41)
N3M_v N—v v
SwV M6 6/v v
Q" (v) = 9N—v+1ZHm+k‘ (42)

=0 k=1

with either v = 4 or v = 6 in the variance estimator (42). Throughout the article, the
variance estimator QY (6) is used.
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