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Abstract

In this article we introduce a new class of test statistics designed to detect the occurrence of abnormal observations. It derives from the joint distribution of moment- and quantile-based estimators of power variation $\sigma^r$, under the assumption of a normal distribution for the underlying data.

Our novel tests can be applied to test for jumps and are found to be generally more powerful than widely used alternatives. An extensive empirical illustration for high-frequency equity data suggests that jumps can be more prevalent than inferred from existing tests on the second or third moment of the data.
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1 Introduction

It is widely acknowledged that financial returns are non-normal, as their distribution typically exhibits some degree of asymmetry and excess kurtosis. The non-Gaussian features of the return distribution can be explained by time-varying volatility and/or the presence of jumps, which are defined as outlying price increments; see Das and Sundaram (1999). There is considerable empirical evidence that volatility of assets is time-varying, but also that jumps are present in the underlying price process, see e.g. Carr and Wu (2003), Barndorff-Nielsen et al. (2006), Andersen et al. (2007), Lee and Mykland (2008), Jiang and Oomen (2008), Ait-Sahalia and Jacod (2009) and Bos, Janus, and Koopman (2012). For any particular series, there are however still two important issues: First, one has to decide whether outlying returns are indeed present in this series, and secondly the impact, if any, of these jumps on the variation of the price process must be assessed.
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†The views expressed herein are those of the author and not necessarily those of UBS, which does not accept any responsibility for the contents and opinions expressed in this article.
Most of the existing tests designed to detect jumps decompose quadratic variation of the price process into a continuous part, the so-called integrated variance, and a part due to jumps. Such tests identify, through the second moment, the presence of jumps. They however do not quantify the impact of jumps on other measurements beyond integrated variance. The primary goal of this article is to provide a statistical method which can use arbitrary powers of return data, leading to formal inference on the impact of potential outlying observations also on other moments of the data. For instance, even though some jumps might not be detectable by tests built on squared returns, their possible presence still might affect higher moments.

The primary motivation for our study is the increasing use of higher moments of the data for a broad scope of financial applications; for a comprehensive review we refer to Jondeau, Poon, and Rockinger (2007). When going beyond variance as a measure of risk, the standard measures of skewness and kurtosis are mostly applied. Likewise, integrated quarticity, the variance of integrated variance, can be applied as an additional measure of risk and hence it is of considerable interest in financial applications (see Corsi, Mittnik, Pigorsch, and Pigorsch, 2008). Since it is widely agreed that unconditional non-Gaussianity of financial returns is either due to time-varying volatility and/or jumps, the standard moment-based measures quantify a total risk. However, it is of natural interest in financial economics to distinguish between the volatility and jump risk, as their implications differ from portfolio and risk management to option or bond pricing and hedging, see e.g. Bakshi, Cao, and Chen (2000) and Johannes (2004). To separate the jump risk, we consider two estimators of power variation jointly, where one estimator is robust to jumps and the other is not.

If the underlying return data, after adapting for volatility, is conditionally normally distributed (or following any other distribution known up to location and scale), the $q$th sample quantile equals the mean plus the standard deviation times the inverse of the appropriate standardized cumulative distribution function at probability $q$. It is possible to invert this relationship and solve for the standard deviation, or for the mean. Such quantile-based measures for the standard deviation for Gaussian data date back to Pearson (1920). The appealing feature of the quantile-based approach is its robustness to extreme observations, provided that the selected quantiles are sufficiently far away from the extreme tails. Christensen, Oomen, and Podolskij (2010) make use of this feature and propose to use sample quantiles to obtain a robust-to-jumps measure of integrated variance. Relative to the moment-based measure of standard deviation, efficiency of the quantile-based measure depends on the choice of sample quantiles. Mosteller (1946) was the first to suggest combining more quantiles to improve the efficiency of the quantile-based measure of standard deviation, such that it can approach the efficiency bound of the maximum likelihood estimator, while still being robust to extreme observations. Having the moment- and quantile-based measures of standard deviation, it is natural to investigate their joint distribution. The solution has been given recently by DasGupta and Haff (2006), who provided the joint asymptotic distribution of the inter-quartile range and standard deviation, and proposed a diagnostic for testing whether the underlying data is normally distributed. Their approach, however, is primarily based on the standard deviation (which is the first order power variation) and the inter-quartile range, while in this article we exploit higher orders of power variation as measured by moment- and quantile-based statistics. This will prove to provide additional power for detecting non-Gaussian observations.

Our methodological contribution can be summarized as follows. We introduce the
quantile-based measure of the \( r \)th order power variation of univariate data as an estimator of \( \sigma^r \), with \( \sigma \) being the standard deviation and \( r \) a positive scalar, under the assumption of normality. We provide optimal quantiles for the estimator under the minimum asymptotic variance criterium, as well as weights to optimally combine multiple quantile-based sub-estimators with the aim to improve efficiency further. For our purpose, we consider the moment-based estimator of \( \sigma^r \) and, as a central contribution, we derive the joint limiting distribution of the two estimators. Contrary to the quantile-based estimator, the moment-based estimator is extremely sensitive to outliers. This proves useful in the construction of a Hausman (1978) type test designed to detect outlying observations, and hence to detect deviations from the null hypothesis of Gaussianity for the underlying data.

We use the quantile-based measure of variation for testing the occurrence of jumps, using a moment of arbitrary order \( r \) of returns to accentuate possible outlying observations, measuring their effect on the power variation of interest. This contrasts our setup with the one of Christensen et al. (2010), who use a sequence of similar quantile-based variation measures over short time intervals, and combine these into a daily integrated variation measure with the aim to test for jumps.

In principle, our testing procedure can be applied to any dataset with constant variance, where it is conjectured that the presence of a finite fraction of outliers leads to non-normality. In this article, we apply our new test to detect jumps in financial return data and we compare its performance to two widely applied alternatives: the tests of Barndorff-Nielsen et al. (2006) and of Jiang and Oomen (2008). Our test is less general, as it requires a normality assumption with constant variance within a time period. It can therefore be considered when financial data is sampled over a sufficiently short time horizon or on a suitably adapted time scale (cf. Christensen et al., 2010). In our application based on high-frequency data, we use a sampling scheme that, for each trading day, forms a series of intraday returns of constant variance. Our simulation results show that our test has good finite sample properties and that it can be more powerful than the alternatives, depending on the sample size and the order \( r \). An extensive empirical illustration for fifteen NYSE equities suggests that jumps can occur more frequent than would be inferred from only the second moment of the data.

The structure of the article is as follows. In Section 2, we review the theory of sample quantiles and we present the quantile-based estimator of power variation. In Section 3, we provide the joint asymptotic distribution of the quantile- and moment-based measures of \( \sigma^r \) under normality. We also propose a new class of test statistics designed to detect abnormal observations. In Section 4, we study the behavior of the quantile-based estimator and resulting test statistics in a simulation study. In Section 5, we apply our theory to high frequency equity data, while Section 6 concludes. The proofs of the main results are given in Appendix A.1.

2 Measurements of variation

In this section, we first introduce both moment and maximum likelihood based measurements of variation. Afterwards, we briefly review the theory of sample quantiles, used for deriving the quantile-based estimator of \( \sigma^r \). Derivation of the estimator with its asymptotic distribution is carried out assuming underlying observations are normally distributed.
2.1 Moment-based measurement of variation

First, we introduce the standard moment-based estimator of \( \sigma^r \) for the normal data. Let the observations \( Y_i \) be independently and identically normally distributed with mean \( \mu \) and standard deviation \( \sigma \). We use the central absolute moments of the data and define the moment-based estimator of \( r \)th order power variation as

\[
\text{MPV}_N^r = \frac{1}{M^r N} \sum_{i=1}^{N} |Y_i - \mu_N|^r
\]

with \( \mu_N = \frac{1}{N} \sum_{i=1}^{N} Y_i \rightarrow \mu, \) (1)

where \( \rightarrow \) indicates convergence in probability.

\[
M^r = \int_{-\infty}^{\infty} |z|^r \phi(z) dz = 2 \int_{0}^{\infty} z^r \phi(z) dz = \frac{2^r \Gamma((r+1)/2)}{\sqrt{\pi}}
\]

(2)

is the normalizing term, with \( \phi(z) \) the density of a standard normal random variable \( z \) and \( r \geq 0 \). As \( N \rightarrow 0 \), it follows that

\[
N^{1/2} \left( \text{MPV}_N^r - \sigma^r \right) \xrightarrow{d} \mathcal{N} \left( 0, \sigma^{2r} \frac{M(r)}{(M^r)^2} \right),
\]

where \( \xrightarrow{d} \) denotes convergence in distribution, and

\[
M(r) = M^{2r} - (M^r)^2.
\]

(3)

2.2 Maximum likelihood measurement of variation

In Section 2.1 we specifically consider a moment-based estimator of \( \sigma^r \) for any positive \( r \), as higher orders of \( r \) accentuate outliers and hence inflate their impact on a direct estimate of \( \sigma^r \). Alternatively, one could have considered the maximum likelihood (ML) estimator of the variance,

\[
\hat{\sigma}^2_{\text{ML}} = \frac{1}{N} \sum_{i=1}^{N} (Y_i - \mu_N)^2,
\]

resulting in \( \hat{\sigma}^2_{\text{ML}} = (\hat{\sigma}_{\text{ML}}^r)^r/2 \). As \( N \rightarrow \infty \) we have that \( N^{1/2}(\hat{\sigma}^r_{\text{ML}} - \sigma^r) \xrightarrow{d} \mathcal{N}(0, \frac{r^2}{2} \sigma^{2r}) \). Note that \( \hat{\sigma}^2_{\text{ML}} \equiv \text{MPV}_N^2 \), implying that the second order moment-based estimator attains the efficiency bound of the ML estimator.

Figure 1 presents the efficiency of \( \text{MPV}_N^r \) relative to that of the corresponding ML estimator. While efficiency is still high for a small order of \( r \), it declines dramatically once \( r > 6 \). As the \( \text{MPV}_N^r \) estimator is increasingly sensitive to outliers with increasing order of \( r \), it may prove valuable in constructing a test statistic aimed at detecting potential outlying observations.

2.3 Quantiles and order statistics

Let \( X_i \) denote an independently and identically distributed (iid) sequence of random variables from a univariate continuous distribution with cumulative distribution
function (cdf) $F$ and probability density function (pdf) $f$, with expectation $\mu$ and standard deviation $\sigma$. Denote the $q$th quantile by $Q(q) = F^{-1}(q)$ for $0 \leq q \leq 1$, implying that $q = \int_{-\infty}^{Q(q)} f(x) \, dx$. For instance, for $q = 0.5$ we obtain the median of the variable of interest.

The simplest approach of computing the quantile $Q(q)$ empirically is by using the order statistics directly,

$$ Q_N^q = X_{[qN]}, \quad (5) $$

where $\lfloor \alpha \rfloor$ is the operator which rounds $\alpha$ to the nearest integer, and $X_{(k)}$ indicates the $k$th order statistic of $X$, such that $X_{(1)} \leq \ldots \leq X_{(k-1)} \leq X_{(k)} \leq X_{(k+1)} \leq \ldots \leq X_{(N)}$. If $q < \frac{1}{2N}$, then the order statistic $X_{(0)}$ would be needed; we define the 0th order statistic to be equal to $X_{(1)}$ for completing the above definition. Likewise, if an order statistic with $k > N$ is requested, then this will be replaced by $X_{(N)}$.

Apart from this most basic definition of an empirical quantile, Hyndman and Fan (1996) define a range of 9 different methods for calculating quantiles. For improved accuracy in cases of small samples, it is important to interpolate between order statistics, instead of rounding to the nearest one. Hence, in the remainder of this article we estimate the quantile as a weighted average between two adjacent order statistics,

$$ Q_N(q) = wX_{(l)} + (1 - w)X_{(l+1)}, \quad (6) $$

where the lower order statistic is chosen using $l = \lfloor (N + 1)q \rfloor$, with $\lfloor \alpha \rfloor$ denoting the operator for rounding $\alpha$ down, and where the weight is $w = l + 1 - (N + 1)q$. With this setup (which corresponds to method 6 of Hyndman and Fan (1996)), the $k$th order statistic corresponds to quantile $k/(N + 1)$, effectively spreading out the order statistics uniformly over the quantiles $1/(N + 1), \ldots, N/(N + 1)$.

It is well known that the empirical quantile (irrespective of the choice of definition (5) or (6)) is asymptotically normally distributed with

$$ N^{1/2} (Q_N(q) - Q(q)) \xrightarrow{d} \mathcal{N} \left( 0, \frac{q(1 - q)}{f(Q(q))} \right), \quad \text{as} \quad N \to \infty, \quad (7) $$
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provided \( f(Q(q)) = f(F^{-1}(q)) > 0 \). Actually, rather than considering the distribution of a single sample quantile, we are interested in the joint asymptotic distribution of a finite set of sample quantiles. This distribution is given in Theorem 2.1.

**Theorem 2.1.** Define a \( p \)-dimensional vector \( q = \{q_1, \ldots, q_p\} \) with \( 0 < q_1 < \ldots < q_p < 1 \) determining sample quantiles \( Q_N(q) = [Q_N(q_1), \ldots, Q_N(q_p)]' \) and corresponding theoretical quantiles \( Q(q) = [Q(q_1), \ldots, Q(q_p)]' \), of the random variable \( X \) defined before. The joint asymptotic distribution of multiple quantiles is given by the \( p \)-variate normal distribution,

\[
N^{1/2}(Q_N(q) - Q(q)) \xrightarrow{d} N(0, \sigma^2 \Sigma(q)),
\]

where the \( ij \)th element of the \( p \times p \) covariance matrix \( \Sigma(q) \) of standardized quantiles is given by

\[
\Sigma_{ij}(q_i, q_j) = \left( \Sigma(q) \right)_{ij} = \frac{q_i(1 - q_j)}{\sigma^2 f(Q(q_i)) f(Q(q_j))}, \quad \text{for} \quad i \leq j; \ i, j = 1, \ldots, p.
\]

**Proof.** See Walker (1968).

Note that the matrix \( \Sigma(q) \) refers to the covariance of quantiles of the standardized random variables \((X_i - \mu)/\sigma\), hence the adaptation for \( \sigma \). For simplicity in notation, the explicit dependence of \( \Sigma(q) \) on the pdf and inverse cdf is omitted. In case the observations are assumed to be distributed according to the Gaussian density, (9) simplifies to

\[
\Sigma_{ij}(q_i, q_j) = \frac{q_i(1 - q_j)}{\phi(\Phi^{-1}(q_i)) \phi(\Phi^{-1}(q_j))}, \quad \text{for} \quad i \leq j; \ i, j = 1, \ldots, p,
\]

where \( \Phi^{-1} \) denotes the inverse cdf of a standard normal variable.

### 2.4 Quantile-based measurement of variation and its properties

Apart from the moment-based measures of data variation, many others have been developed. For an excellent history with a particular focus on early developments, see David (1998). For example, the inter-quantile range, i.e. the range between the quantiles of order \( q \) and \( 1 - q \), is one of the oldest measures of dispersion of data. The inter-quantile range of any (fully specified, up to location and scale) symmetric distribution is a known multiple of the standard deviation. In the following, we will discuss results for the Gaussian distribution, as this is the distribution that will be of use in the empirical application in Section 5.

**Assumption 1.** The observations \( Y = \{Y_i\}_{i=1}^N \) are independently and identically normally distributed with mean \( \mu \) and standard deviation \( \sigma \).

For such observations \( Y \), the relationship between the sample quantile and the standard deviation is given by

\[
Q(q) = \mu + \sigma \Phi^{-1}(q).
\]

If we consider another quantile, e.g. the \((1 - q)\)th for symmetry, we can solve for the standard deviation even when the location \( \mu \) is unknown, as in

\[
\sigma = \frac{1}{c(q)} \left[ Q(1 - q) - Q(q) \right],
\]
with
\[ c(q) = \Phi^{-1}(1-q) - \Phi^{-1}(q) = 2\Phi^{-1}(1-q) \]  
(13)
the scaling term corresponding to the standard normal distribution. Without loss of
generality we assume that \( q < \frac{1}{2} \). Using empirical quantiles, this delivers us our quantile-
based first order power variation estimator,
\[ QPV_N(q) = \frac{1}{c(q)} \left[ Q_N(1-q) - Q_N(q) \right] = \frac{1}{c(q)} D'Q_N(\vec{q}), \]  
(14)
where \( Q_N(\vec{q}) \) is the vector of quantile estimators evaluated at \( \vec{q} = [q, 1-q]' \), and \( D = [-1, 1]' \). Such a quantile-based estimator of first order power variation for \( \sigma \) was first
proposed by Pearson (1920). He proposed to use \( q = 1/14 \approx 0.0714 \), as a value of
the quantile which would result in a relatively efficient estimator of \( \sigma \). Benson (1949)
examined the variance of (14) for different values of \( q \) and found that efficiency is greatest
for \( q = 0.0692 \). Mosteller (1946) showed the asymptotic normality of the estimator (14)
and he also suggested to combine multiple quantiles to improve the efficiency further.
Ogawa (1951) further improved the quantile-based measure of \( \sigma \) by deriving a linear
combination of a specified number of sub-estimators, based on symmetric quantiles as in
(14), which are optimally weighted for maximum efficiency. Recently Vergote (2008, ch.
3) used similar ideas on the robustness of quantiles to estimate volatility in a Brownian
bridge setting using quantiles and subestimators. All these authors stress the robustness
to more extreme observations of the quantile-based approach which makes it appealing
relative to the moment-based approach. Also, in practical situations, it may be the
case that normality is a good approximation to a central region of empirical density, say
except for 1% or 3% of observations in each tail. In such a case, the robustness property
inherent to the quantile-based approach may prove extremely useful.

For our purpose, we more generally consider estimation of any positive power of \( \sigma \),
i.e. \( \sigma^r \) for \( r \in \mathbb{R}^+ \), using the sample quantiles of the data. Along with the moment-based
estimator of \( \sigma^r \), the quantile-based estimator will be used in Section 3 to construct a
new class of test statistics for detecting outlying (or abnormal) observations. For that
purpose, we introduce an estimator that is built on the \( r \)th power of the estimator in
(14).

Since the quantile-based estimator of first order power variation (14) is constructed
through a differentiable function of two empirical quantiles, the limiting distribution can
be derived using the general results of Section 2.3 and application of the delta method.
We obtain
\[ N^{1/2} \left( QPV_N(q) - \sigma \right) \overset{d}{\to} \mathcal{N} \left( 0, \frac{\sigma^2}{c^2(q)} D'\Sigma(\vec{q})D \right) = \mathcal{N} \left( 0, \sigma^2 \xi(q) \right), \]  
(15)
where
\[ \xi(q) = \frac{1}{c^2(q)} D'\Sigma(\vec{q})D = \frac{q(1-2q)}{2[\Phi^{-1}(q)\phi(\Phi^{-1}(q))]^2} \]
is the variance of the standardized QPV estimator (i.e., for observations distributed
with variance \( \sigma^2 = 1 \), and \( \Sigma(\vec{q}) \) constructed as in (10), using the \text{cdf} and \text{pdf} of the
Gaussian density. For estimators of higher orders of \( \sigma \), the limiting distribution of
\( QPV_N^r(q) \equiv [QPV_N(q)]^r \) follows from further application of the delta method, and is
\[ N^{1/2} \left( QPV_N^r(q) - \sigma^r \right) \overset{d}{\to} \mathcal{N} \left( 0, r^2 \sigma^{2r} \xi(q) \right), \]  
(16)
implying that asymptotically the variance of $\text{QPV}_N^r(q)$ is a factor $r^2\sigma^2(r-1)$ higher than the variance of $\text{QPV}_N^1(q)$. It follows that the asymptotic variance of the $\text{QPV}_N^r(q)$ for any $r$ in (16) is minimized for $q = 0.0692$. For instance, when $r = 2$ we obtain the asymptotic variance of $\text{QPV}_N^2(0.0692)$ equal to approximately $3.07\sigma^4$. The variance of the likelihood-based estimator of the sample variance equals $2\sigma^4$, thus $\text{QPV}_N^2(0.0692)$ has relative efficiency of around 0.65. With the optimal, minimum variance choice of $q$, the estimator retains robustness to almost 7% of outliers in each tail (at least asymptotically, as will be seen in Section 2.6).

The density in (16) gives the asymptotic result for the higher order quantile power variation. In small samples, the transformation of the (unbiased) $\text{QPV}_N^1$ variation based on multiple pairs is given by

$$\text{QPV}_N(q, \lambda) = \sum_{i=1}^{p} \lambda_i \text{QPV}_N(q_i) = \lambda' \text{QPV}_N(q),$$

where $\lambda_i \in (0, 1)$ is a weight assigned to the $i$th sub-estimator, such that $\sum_{i=1}^{p} \lambda_i = 1$, and $\lambda = [\lambda_1, \ldots, \lambda_p]'$ is the $p$-vector collecting the weights. The use of multiple quantiles leads to an improvement of the efficiency of the estimator. The choice of quantiles $q$ and the corresponding vector of weights $\lambda$ can be optimized such that a minimum variance estimator $\text{QPV}_N(q, \lambda)$ is obtained. The quantile-based estimator using multiple pairs is constructed by using a function of multiple quantiles, thus similarly the limiting distribution is obtained by a direct application of the results from Section 2.3.

**Proposition 1.** Suppose Assumption 1 is satisfied. Consider a $p$-vector of quantiles $q = [q_1, \ldots, q_p]'$ with $0 < q_1 < \ldots < q_p < \frac{1}{2}$. Combine each quantile $q_i$ with its symmetric complement $1 - q_i$, and collect these into the $2p$-vector $\tilde{q} = [q_1, q_2, \ldots, q_p, 1 - q_p, \ldots, 1 - q_2, 1 - q_1]'$, with quantiles in ascending order. It follows that the $p$-vector of $\text{QPV}$ estimators can be constructed as

$$\text{QPV}_N(q) = C^{-1}(q)D_p'Q_N(\tilde{q})$$

with $C(q)$ the $p \times p$ matrix with elements $c(q_i)$ from (13) on the diagonal, $D_p = [-I_p, J_p]'$ combining the unit matrix $I_p$ and the exchange matrix $J_p$, to collect the elements of the $2p$ vector of quantile estimators $Q_N(\tilde{q})$. This leads to

$$N^{1/2} (\text{QPV}_N(q, \lambda) - \sigma) \xrightarrow{d} \mathcal{N} (0, \sigma^2\lambda'\Xi(q)\lambda),$$

where

$$\Xi(q) = C^{-1}(q)D_p'\Sigma(\tilde{q})D_pC^{-1}(q)$$

(18)
is the \( p \times p \) variance-covariance matrix of standardized QPV estimators, based on the
\( 2p \times 2p \) asymptotic variance-covariance matrix of standardized sample quantiles \( \Sigma(\tilde{q}) \) as before.

**Proof.** This result follows straightforwardly from Theorem 2.1.

In the test statistic proposed in Section 3 the quantile-based estimator of the \( r \)-th
power variation is used, based on a weighted average of \( p \) single-quantile QPV estimators.

For completeness, this estimator and its asymptotic density are given by

\[
QPV_N(q, \lambda) = \lambda' QPV_N(q),
\]

\[
N^{1/2} \left( QPV_N(q, \lambda) - \sigma^r \right) \overset{d}{\rightarrow} \mathcal{N} \left( 0, r^2 \sigma^{2r} \lambda' \Xi(q) \lambda \right).
\]

Table 1 reports optimal values of quantiles \( q \) and weights \( \lambda \) for the number of pairs up to \( p = 15 \). For instance, for \( p = 2 \) the optimal estimator combines two sub-estimators
(14) constructed on symmetric pairs of quantiles \((0.0230; 0.9770)\) and \((0.1271, 0.8729)\), combined as in (17) with weights 0.4604 and 0.5396 respectively. We note that the optimal values of \( q \) and \( \lambda \) for \( p = 3 \) were first obtained by Ogawa (1951), and later extended by Eisenberger and Posner (1965) to include up to \( p = 10 \) pairs. Since the variance of \( QPV_N(q, \lambda) \) is \( r^2 \sigma^{2(r-1)} \) larger than for \( QPV_1_N(q, \lambda) \), the choice of the power \( r \) does not influence the optimal (in the minimum variance sense) values of \( q \) and \( \lambda \). It is seen from Table 1 that for the minimum variance estimator, the robustness property deteriorates as the optimal value of \( q_1 \) decreases to zero when the number of pairs \( p \) increases. This is intuitive, as there is more information about the scale in the tails than in the central part of the distribution. Hence, a gain in efficiency in this case leads to the drawback of a lower degree of robustness. Therefore we investigate the effect of small deviations from the optimal values of \( q \) on the efficiency of the estimators.

Panel i) of Figure 2 presents the efficiency of \( QPV_N(q, \lambda) \) relative to the maximum likelihood-based estimator of \( \sigma \) for a number of pairs up to \( p = 15 \). It is seen that for one pair the efficiency of the QPV estimator is around 65\% of that of the ML estimator. As we combine more sub-estimators, the value of the minimized variance approaches the lower bound of the likelihood-based estimator rapidly and consequently the efficiency approaches unity. Panel ii) plots the variance of \( QPV_N(q, \lambda) \) as a function of \( q_1 \), for \( p \in \{1, \ldots, 5\} \). The quantiles \( q_2, \ldots, q_p \) and weights \( \lambda \) have been reoptimized for this non-optimal value of \( q_1 \). It is seen that for \( q_1 \) increasing, the variance curve is relatively flat near the maximum efficiency point. This is very attractive from a practical viewpoint, as it means that increasing \( q_1 \) by e.g. 2\%-5\% leads to only a moderate loss of efficiency, while augmenting robustness. This property also extends to higher quantiles. In panel iii) we present the efficiency surface of the estimator combining \( p = 3 \) sub-estimators as a function of \( q_1 \) and \( q_2 \). Similarly, the efficiency surface is reasonably flat near the maximum value as \( q_1 \) and/or \( q_2 \) increase. Panels ii) and iii) therefore nicely illustrate that gaining additional robustness against a larger fraction of outlying observations can be obtained in exchange for a relatively small drop in efficiency of the quantile-based estimator.

### 2.6 Finite sample corrections

#### 2.6.1 Adapting the bias in the scaling term \( c(q) \)

The quantile-based estimator (14) depends on the scaling term \( c(q) = 2\Phi^{-1}(1 - q) \), to adapt the empirical distance between quantiles for the expected distance according
Table 1: Optimal values of $q$ and $\lambda$ for the minimum variance estimator of $\sigma^r$

<table>
<thead>
<tr>
<th>$p$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$q_5$</th>
<th>$q_6$</th>
<th>$q_7$</th>
<th>$q_8$</th>
<th>$q_9$</th>
<th>$q_{10}$</th>
<th>$q_{11}$</th>
<th>$q_{12}$</th>
<th>$q_{13}$</th>
<th>$q_{14}$</th>
<th>$q_{15}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0691</td>
<td>0.1271</td>
<td>0.1696</td>
<td>0.2017</td>
<td>0.2269</td>
<td>0.2472</td>
<td>0.2640</td>
<td>0.2782</td>
<td>0.3008</td>
<td>0.3205</td>
<td>0.3182</td>
<td>0.3182</td>
<td>0.3255</td>
<td>0.3321</td>
<td>0.3381</td>
</tr>
<tr>
<td>2</td>
<td>0.0230</td>
<td>0.0548</td>
<td>0.0851</td>
<td>0.1120</td>
<td>0.1354</td>
<td>0.1558</td>
<td>0.1737</td>
<td>0.1894</td>
<td>0.2033</td>
<td>0.2371</td>
<td>0.2371</td>
<td>0.2371</td>
<td>0.2464</td>
<td>0.2547</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0104</td>
<td>0.0287</td>
<td>0.0492</td>
<td>0.0695</td>
<td>0.1354</td>
<td>0.1558</td>
<td>0.1737</td>
<td>0.1894</td>
<td>0.2033</td>
<td>0.2371</td>
<td>0.2371</td>
<td>0.2371</td>
<td>0.2464</td>
<td>0.2547</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0033</td>
<td>0.0219</td>
<td>0.0311</td>
<td>0.0324</td>
<td>0.0615</td>
<td>0.0762</td>
<td>0.0851</td>
<td>0.0924</td>
<td>0.1006</td>
<td>0.1207</td>
<td>0.1207</td>
<td>0.1207</td>
<td>0.1207</td>
<td>0.1207</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.0021</td>
<td>0.1048</td>
<td>0.1031</td>
<td>0.1017</td>
<td>0.0815</td>
<td>0.0566</td>
<td>0.0492</td>
<td>0.0695</td>
<td>0.0924</td>
<td>0.1207</td>
<td>0.1207</td>
<td>0.1207</td>
<td>0.1207</td>
<td>0.1207</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.0014</td>
<td>0.0055</td>
<td>0.0097</td>
<td>0.0118</td>
<td>0.0209</td>
<td>0.0219</td>
<td>0.0173</td>
<td>0.0184</td>
<td>0.0236</td>
<td>0.0290</td>
<td>0.0290</td>
<td>0.0290</td>
<td>0.0290</td>
<td>0.0290</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.0010</td>
<td>0.0108</td>
<td>0.0148</td>
<td>0.0137</td>
<td>0.0137</td>
<td>0.0108</td>
<td>0.0097</td>
<td>0.0109</td>
<td>0.0150</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td>0.0160</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.0008</td>
<td>0.0073</td>
<td>0.0073</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td>0.0086</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.0004</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td>0.0052</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Efficiency of QPV$_N(q, \lambda)$ relative to the maximum likelihood estimator

- i) Efficiency curve against $p$
- ii) Efficiency curves against $q_1$
- iii) Efficiency surface against $q_1$ and $q_2$
to the standard normal distribution. For small samples it is preferable to replace the asymptotic quantiles $\Phi^{-1}(q) \equiv Q^N(q)$ by a term determined by the expected value of the quantile for the standard normal distribution. Using quantile definition (6), this would deliver

$$Q^N_N(q) = w\bar{Z}(l) + (1 - w)\bar{Z}(l+1),$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz,$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz,$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz,$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz,$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz,$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz,$$

with $l$ and $w$ as (6), and where $\bar{Z}(i)$ denotes the expected value of the $i$th order statistic of the independent standard normal variables $z_1, \ldots, z_N$. For a given finite $N$, $\bar{Z}(i)$ can be obtained as

$$\bar{Z}(i) = i\binom{N}{i} \int_{-\infty}^{\infty} z \left[1 - \Phi(z)\right]^{N-i} \left[\Phi(z)\right]^{i-1} \phi(z) dz.$$
The bias of the QPV\textsubscript{r} estimator due to the non-linear transformation of the first-order estimator is

\[ B_{rN}(q) = \int_{0}^{\infty} v^{r} f_{QPV_{N}(q)}(v) dv - \sigma^{r}, \]

where \( f_{QPV_{N}(q)}(v) \) is the (small sample) density of the first order QPV estimator.

Assuming that a truncated normal approximation to the small sample density of QPV\textsubscript{1N}(q) holds, the bias can be quantified as

\[ B_{N}(q) \approx \int_{0}^{\infty} v^{r} f_{\text{TrN}}(v; m, s^{2}) dv - \sigma^{r}, \]

where

\[ m = \hat{\sigma}, \quad s^{2} = N^{-1/2} \hat{\sigma}^{2} \xi(q). \]

For \( \hat{\sigma} \) we choose QPV\textsubscript{1N}(q, \lambda) (rather than e.g. MPV\textsuperscript{r}) as the most robust available estimate of the standard deviation before bias correction. Note that theoretically the normal approximation should be truncated at 0, as QPV\textsubscript{1N}(q) > 0 by definition. In practice it is found that the truncation is non-binding, as no appreciable mass of the normal approximating density is found below zero.

In the remainder, each QPV\textsubscript{rN}(q) estimator will be adapted for this bias \( B_{rN}(q) \).

### 2.6.3 Further bias due to non-normality

The asymptotically unbiased estimator of \( \sigma \) constructed from a linear combination of sub-estimators as in (17) relies on the assumption of the normal distribution of underlying observations. However, if the assumption of normality does not hold as a fraction of outliers is found in the data, then the ordering of the normal order statistics is altered, which in turn can also lead to a bias. If we know the fraction of outliers, then we are able to bias-correct the estimator by suitably adopting the scaling term \( c_{N}(q) \) further. We investigate this issue in the simulation study in Section 4, but will not adapt for this bias as in practice the fraction of outliers is not known. First, in the next section, we focus on the joint limiting distribution of the MPV and QPV estimators of \( \sigma^{r} \).

### 3 Derivation of the outlier test

In Section 3.1, we first provide the joint asymptotic distribution of the quantile- and moment-based measurements of \( \sigma^{r} \). This joint distribution of the two estimators facilitates testing for possible presence of outlying observations in the data. The testing procedure can be carried out through the three test statistics that we propose in Section 3.2.

### 3.1 Joint asymptotics of the two measurements of variation

Starting at the moment- and quantile-based measures of \( \sigma^{r} \), it is natural to derive their joint distribution with the aim to develop formal test statistics. Under normality of the underlying observations, the resulting joint limiting distribution is shown to be bivariate normal. The joint distribution facilitates useful practical diagnostics based on these two estimators. DasGupta and Haff (2006) were the first to present the joint
asymptotic distribution of the inter-quartile range and standard deviation for normally, uniformly and exponentially distributed underlying observations. Their focus is on the correlation value between these two measures, both for fixed samples and asymptotically, as both inter-quartile range and standard deviation are two well accepted measurements of data dispersion. Based on the joint asymptotic distribution, DasGupta and Haff (2006, Corollary 3) also provide a rule of thumb for a diagnostic to see whether the underlying data are normally distributed. Here however we focus on different power variations of the data measured by our two, robust and non-robust, estimators.

Proposition 2. Suppose Assumption 1 is satisfied. Let QPV\(_N^r(q, \lambda)\) be the quantile-based estimator of \(\sigma^r\) as in (19) and let MPV\(_N^r\) be the moment-based estimator of \(\sigma^r\) as in (1).

Then as \(N \to \infty\), we have

\[
N^{1/2} \left( \frac{\text{QPV}_N^r(q, \lambda)}{\text{MPV}_N^r} - \frac{\sigma^r}{\sigma^r} \right) \xrightarrow{d} \mathcal{N} \left( 0, \sigma^{2r} \Omega(q, \lambda, r) \right),
\]

where \(\Omega(q, \lambda, r) = G(r) \Lambda(\lambda)^\prime \tilde{\Xi}(q, r) \Lambda(\lambda) G(r)\),

where \(\Lambda(\lambda)\) weights the variances of the \(p\) individual QPV\(_N^r(q_i)\) estimators, and \(G(r)\) adapts for the change to the \(r\)th moment QPV\(_N^r\) estimator and the MPV\(_N^r\) instead of the pure moment estimator \(M_N\), as in

\[
\Lambda(\lambda) = \begin{bmatrix} \lambda & 0_{p \times 1} \\ 0 & 1 \end{bmatrix}, \quad G(r) = \begin{bmatrix} r & 0 \\ 0 & 1/M_r \end{bmatrix}.
\]

The \((p+1) \times (p+1)\) matrix \(\tilde{\Xi}(q, r)\) describes the covariance between the sample quantiles and the \(r\)th order moment of standardized data, with

\[
\tilde{\Xi}(q, r) = \begin{bmatrix} \Xi(q) & \xi_c(q, r) \\ \xi_c(q, r) & M(r) \end{bmatrix}.
\]

The scalars \(M^r\), \(M(r)\) and \(p \times p\) matrix \(\Xi(q)\) have been defined before in (2), (3), and (18), respectively. Covariances between quantile estimators and moment estimators are collected in the \(p\)-vector \(\xi_c(q, r)\), with typical element

\[
\xi_c(q, r) = \frac{M_{r-q}^r - M_{q}^r + (1 - 2q_i)M^r}{c(q_i)\phi(\Phi^{-1}(q_i))},
\]

where

\[
M_q^r \equiv \int_{\Phi^{-1}(q)}^{\infty} |z|^r \phi(z) \, dz.
\]

Proof. See Appendix A.1.

The result in Proposition 2 allows us to construct test statistics and their limiting distributions under the null of normality.

3.2 Test statistics

The joint distribution theory developed for QPV\(_N^r(q, \lambda)\) and MPV\(_N^r\) allows the construction of a formal test statistic designed to detect outlying observations. Our tests build on the insight that under Assumption 1 the underlying observations are normally
distributed, therefore both estimators measure the \( r \)th power variation of the data. In the presence of a fraction of outlying observations, the \( \text{QPV}_{N}^{r}(q, \lambda) \) estimator retains robustness, provided a suitable choice of \( q \) is made such that quantiles are sufficiently far away from the extreme tails, while the \( \text{MPV}_{N}^{r} \) estimator measures a combination of the variation attributable to the normal and outlying observations. As a corollary to Proposition 2, we provide three versions of our test statistic in the spirit of Barndorff-Nielsen et al. (2006). Note that we indicate our test statistics by the initials BJ, in order to distinguish them from two related families of tests proposed by Barndorff-Nielsen et al. (2006, BNS) and Jiang and Oomen (2008, JO).

**Corollary 3.1.** Under the setting of Proposition 2, we obtain the following test statistics:

i) the linear test (linear BJ\((p, r)\)):

\[
N^{1/2} \left( \text{QPV}_{N}^{r}(q, \lambda) - \text{MPV}_{N}^{r} \right) \frac{d}{\sqrt{\sigma_{2r}^{2}} \Omega_{QM}} \rightarrow N(0, 1),
\]

\( (26) \)

ii) the logarithmic test (log BJ\((p, r)\)):

\[
N^{1/2} \left( \ln \text{QPV}_{N}^{r}(q, \lambda) - \ln \text{MPV}_{N}^{r} \right) \frac{d}{\sqrt{\Omega_{QM}}} \rightarrow N(0, 1),
\]

\( (27) \)

iii) the ratio test (ratio BJ\((p, r)\)):

\[
N^{1/2} \left( 1 - \left[ \frac{\text{MPV}_{N}^{r}}{\text{QPV}_{N}^{r}(q, \lambda)} \right] \right) \frac{d}{\sqrt{\Omega_{QM}}} \rightarrow N(0, 1),
\]

\( (28) \)

where \( \Omega_{QM} = \psi' \Omega(q, \lambda, r) \psi, \psi = [1 - 1]' \) and \( \Omega(q, \lambda, r) \) defined in (24), Proposition 2.

Note that for application of the family of BJ tests, both the moment \( r \) and the number of pairs of quantiles \( p \) has to be pre-specified. Given \( p \), we use the optimal set of quantiles \( q \) with corresponding weights \( \lambda \) from Table 1.

The linear BJ test depends on the unknown quantity \( \sigma_{2r}^{2} \), therefore a feasible test needs to rely on an estimate of this quantity. Note that the possible gain in power by using a higher order \( r \) might be offset by a deterioration in the asymptotic variance of the test statistic, due to the estimation of \( \sigma_{2r}^{2} \). To ensure that the linear test retains power when outliers are present in the data under the alternative, we estimate \( \sigma_{2r}^{2} \) with the robust quantile-based estimator, i.e. \( \hat{\sigma}_{2r}^{2} = \text{QPV}_{N}^{2r}(q, \lambda) \).

The test statistics given in Corollary 3.1 effectively test for the validity of the normality assumption, with the power of the test concentrated in the direction of testing for outlying observations, in any moment of the data. In the financial context, these statistics allow testing for jumps as shown in Sections 4 and 5.

Alternatively, in this situation the jump tests of Barndorff-Nielsen et al. (2006) and Jiang and Oomen (2008) could be used. These alternative BNS and JO tests are reviewed in Appendix A.2. The tests of BNS relate realized variance and realized bipower variation, where the former measures the quadratic variation (integrated variance plus
jump component), while the latter is robust to jumps and hence measures the integrated variance. As such, the BNS tests exploit the second moment of the data. The JO tests relate swap variance to realized variance. Jiang and Oomen (2008) show that their tests primarily use the third moment of financial returns. Both the simulation study and the empirical exercise will compare the performance of our tests relative to the two sets of alternatives.

4 Investigating the properties of the tests in a simulated setting

In this part, we study the finite sample properties of the test statistics given in Corollary 3.1. We first describe the design of our simulation study. Then we discuss the performance of the quantile-based estimator in terms of the bias in small samples. We finally discuss the behavior of the testing procedure and relate it to results for the alternative approaches.

4.1 Simulation design

Our empirical illustration in Section 5 studies financial data to test for the presence of jumps. Therefore, the simulation study is set up around the jump diffusion model (Merton, 1976). The log price process \( X_t \) is assumed to follow a Brownian semi-martingale plus jumps defined as

\[
dX_t = \mu_t dt + \sigma_t dW_t + J_t dC_t, \quad t \in [0, 1],
\]

where \( \mu_t \) denotes the drift coefficient, \( \sigma_t > 0 \) specifies the spot volatility, \( W_t \) is a standard Brownian motion, \( J_t \) is a random-sized jump with mean \( \mu_J(t) \) and variance \( \sigma_J^2(t) \) and \( C_t \) is a process that counts the finite number of jumps in the price path up to time \( t \). Price observations are assumed to be available at normalized equidistant times \( 0 = t_0 < t_1 < \ldots < t_N = 1 \), where the interval \([0, 1]\) denotes a trading day. Since our theory applies only when the variance is constant, we assume \( \sigma_t = \sigma = 1 \) which corresponds to \( \sigma \sqrt{252} \approx 16\% \) annualized volatility and is a realistic level of financial volatility. The constant volatility model with jumps was proposed by Merton (1976) who stressed the necessity to distinguish between normal and abnormal price changes. The constant variance assumption is not necessarily restrictive and can be considered when data is sampled over a short horizon or on a suitably deformed time scale.

To simulate the price process in (29) we use an Euler discretization scheme. Without loss of generality, we assume \( \mu_t = 0 \). We generate one day of data at the highest frequency considered, setting \( \Delta t = \frac{1}{N_{\text{max}}} \). From each generated price path we sample price observations at different frequencies as determined by the choice of \( N \). We consider \( N \in \{50, 250, 1000, 5000\} \), to have situations of relatively low and high frequency. For each simulation, we use 100,000 replications to lower simulation variance. To keep output manageable, we first report results for \( p \in \{1, 2, 5\} \) and \( r \in \{1, 2, 3, 4, 6\} \) in tabular format, followed by a selected set of graphs concerning size and power of the BJ tests for a range of values of \( r \in \{0.1, 0.2, \ldots, 8\} \). The nominal size is set at 5%.

To examine the bias of the quantile-based measure and to study the power of our tests, we simulate the price process in (29) by adding random-sized jumps. The number of jumps \( J \) is set to be either one or three per day. The arrival times of the jumps are uniformly distributed over the day, and their sizes are drawn from a normal distribution.
with mean \( \mu_J(t) = 0 \) and standard deviation chosen as a multiple \( \kappa \) of the daily standard deviation \( \sigma \), in particular \( \sigma_J(t) = \kappa \sigma \) with \( \kappa \in \{0, 0.25, 0.50, 1.00\} \). The choice of \( \kappa \) determines the relative jump contribution \( (RJC) \) to the price variation, measured as

\[
RJC(J, \kappa) = E \left[ 100 \times \frac{\sum_{i=1}^{J} J_i^2}{\int_0^1 \sigma^2 dt + \sum_{i=1}^{J} J_i^2} \right] = 100 \int_0^\infty \frac{\kappa^2 \sigma^2 \xi}{\sigma^2 + \kappa^2 \sigma^2 \xi} \frac{2^{-J/2}}{\Gamma(J/2)} \xi^{J/2-1} \exp(-\xi/2) d\xi
\]

Here this contribution varies from 5.3% (one jump with \( \kappa = 0.25 \)) to 65.6% (three jumps with \( \kappa = 1.00 \)). The ability to detect jumps in asset prices naturally deteriorates with lower sampling frequency. This effect will be apparent in our simulation results as well, especially for combinations of both low \( \kappa \) and \( N \).

### 4.2 Remaining bias of the estimator

We start by studying the small sample performance of the quantile-based estimator of powers of volatility. Note that the estimate of \( QPV^r_N \) has been adapted for the scale and moment biases as described in Sections 2.6.1 and 2.6.2. Furthermore, as was discussed in Section 2.6.3, the quantile-based estimator can also experience a bias when jumps are added to the price process because the ordering of the normal order statistics (as under the null) is distorted. As a result, empirical quantiles used to construct the sub-estimator (14) might be biased. In general, this bias depends on the fraction of jumps and their variance.

Table 2 presents the simulation results for this setup. For the smallest sample size considered, \( N = 50 \), the estimator is indeed unbiased when \( r = 1 \), as the average estimator \( QPV_N \) differed no more than 0.02% from the true standard deviation when the data generating process (DGP) contained no jumps \( (\kappa = 0) \). For higher orders, a remaining bias of a maximum of 4.4% is found, for this small sample. Without jumps, the size of the bias quickly drops, to less than 0.5% for \( N = 5000 \) observations. If the bias corrections of Section 2.6 had not been used, biases of between 30% \( (N = 50) \) and 0.74% \( (N = 5000) \) would have been found.

Including one or more jumps in the DGP may lead to a more substantial bias, as the first quantile \( q_1 \) may be too extreme. In particular, in case we generate three jumps, then for all quantile measures we observe a substantial bias increasing rapidly with larger size of jumps \( \kappa \), when \( N = 50 \). Since the number of jumps in general is not known a-priori, and the jumps are randomly-sized, the changes in ordering are stochastic and no obvious bias correction is feasible.

When we increase the sample size to \( N = 250 \), the resulting bias diminishes, apart from the estimator combining \( p = 5 \) pairs which makes use of yet too extreme quantiles to retain robustness in this sample size. In general, the gain in efficiency by combining more pairs of quantiles can only be obtained at the cost of lowering robustness as more and more information is extracted from the tails. In such a case, one could always increase the value of \( q_1 \) as discussed in Section 2.4 and observe the behavior of the measure.

Increasing the sample size further to \( N = 1000 \), the estimator using \( p = 5 \) pairs retains robustness for the one jump case, while it still makes use of the 3rd and 998th order statistics, which may be affected by a jump if three jumps are randomly placed onto the price process. Consequently, we may still observe considerable bias in this scenario. For \( N = 5000 \), the bias is negligible in this setup, with no estimates deviating more than 2.05% from the true value of the volatility.
Table 2: Remaining bias of QPV$_N(q, \lambda)$, after using bias correction techniques

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$p$</th>
<th>$r = 1$</th>
<th>$J = 1$ jump</th>
<th>$J = 3$ jumps</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 50$</td>
<td></td>
<td></td>
<td>1 2 3 4 6</td>
<td>1 2 3 4 6</td>
</tr>
<tr>
<td>0</td>
<td>p=1</td>
<td>-0.026</td>
<td>-0.076</td>
<td>-0.238</td>
</tr>
<tr>
<td></td>
<td>p=2</td>
<td>-0.006</td>
<td>-0.026</td>
<td>-0.115</td>
</tr>
<tr>
<td></td>
<td>p=5</td>
<td>0.006</td>
<td>0.004</td>
<td>0.072</td>
</tr>
<tr>
<td>0.25</td>
<td>p=1</td>
<td>1.883</td>
<td>3.089</td>
<td>5.690</td>
</tr>
<tr>
<td>0.5</td>
<td>p=1</td>
<td>3.375</td>
<td>6.895</td>
<td>10.475</td>
</tr>
<tr>
<td></td>
<td>p=5</td>
<td>10.549</td>
<td>27.104</td>
<td>57.258</td>
</tr>
<tr>
<td>1</td>
<td>p=1</td>
<td>4.433</td>
<td>9.094</td>
<td>13.902</td>
</tr>
<tr>
<td></td>
<td>p=2</td>
<td>34.614</td>
<td>118.181</td>
<td>317.651</td>
</tr>
<tr>
<td></td>
<td>p=5</td>
<td>27.798</td>
<td>99.069</td>
<td>315.480</td>
</tr>
<tr>
<td>0.25</td>
<td>p=1</td>
<td>0.608</td>
<td>1.217</td>
<td>1.824</td>
</tr>
<tr>
<td></td>
<td>p=2</td>
<td>0.801</td>
<td>1.612</td>
<td>2.432</td>
</tr>
<tr>
<td></td>
<td>p=5</td>
<td>2.878</td>
<td>7.392</td>
<td>14.786</td>
</tr>
<tr>
<td>0.5</td>
<td>p=1</td>
<td>0.752</td>
<td>1.507</td>
<td>2.263</td>
</tr>
<tr>
<td></td>
<td>p=5</td>
<td>8.130</td>
<td>27.603</td>
<td>81.890</td>
</tr>
<tr>
<td>1</td>
<td>p=1</td>
<td>4.433</td>
<td>9.094</td>
<td>13.902</td>
</tr>
<tr>
<td></td>
<td>p=2</td>
<td>34.614</td>
<td>118.181</td>
<td>317.651</td>
</tr>
<tr>
<td></td>
<td>p=5</td>
<td>27.798</td>
<td>99.069</td>
<td>315.480</td>
</tr>
</tbody>
</table>

Note: The table reports the percentage bias of the estimator of $\sigma_r$ averaged over number of repetitions. In italics, the biases for cases where the quantile $q_1$, and hence the QPV estimator, may be contaminated by a jump, i.e. when $\kappa > 0$ and $q_1 < 1 + \frac{J}{N+1}$.
4.3 Size of the test: Distribution under the null

To study the size of our test statistics, we simulate the price process as discussed in Section 4.1 under the null of no jumps, i.e. with $J = 0$ (or $\kappa = 0$, which of course results in the same data generating process). Table 3 reports the sample statistics: standard deviation, skewness, kurtosis and empirical size of the proposed test statistics. We report analogous results for the BNS tests, and skip results for the JO tests as those are qualitatively similar.

The results in Table 3 show that in a small sample of $N = 50$ the densities of the BJ test statistics with higher order $r$ generally are asymmetric and have heavier tails than the standard normal density as judged by values of skewness and kurtosis respectively. However, the size properties of the tests using $p = 1$ set of quantiles are still decent, which is remarkable given the fact that the sample size is extremely limited. A detailed analysis of the simulation results shows that the more extreme skewness and kurtosis of the linear and ratio tests for $r = 6$ is caused by a single extreme BJ statistic, for a generated data series which indeed happens to contain an increment of size $4.4 \sigma$. The BJ test based on the logarithm is less influenced by this single extreme event, as taking logarithms results in a BJ test which is far less extreme. Indeed, even though skewness and kurtosis of the linear and ratio tests seem to indicate a larger difference with the Gaussian density, their size properties at $N = 50$ are better than the counterpart of the BJ test based on the logarithmic transformation. Below we will return to the relative size of the tests, in the discussion of Figure 4, as long as only a single set of quantiles is used ($p = 1$). Increasing $p$ to either 2 or 5 sets of quantiles leads to the most extreme quantile being too small to be estimated well from such a small sample, and the size of the tests deteriorates.

As we increase the sample size and look at the simulation results based on $N = 250$, we observe a noticeable improvement in performance. The values of variance, skewness and kurtosis are more consistent with the standard normal distribution. The size distortions are far less severe, as the empirical sizes match the nominal size of 5% closely. At this sampling frequency the linear and ratio BJ tests still performs worse than the log BJ test in terms of skewness and kurtosis, though the power of the latter test is considerably worse, especially for higher order $r$. When we increase the sample size to $N = 1000$ and $N = 5000$, then the empirical sizes are consistent with the nominal size of 5%.\(^1\)

Although the analysis of the size of the alternative tests on the basis of Table 3 is detailed, for overview Figure 4 is presented. Conceptually it could be easier to think of the BJ tests to test for certain integer orders $r$ of the volatility $\sigma$, but the theory was developed to also test non-integer orders $r$. Hence, in the first panel of Figure 4, a comparison is made between the sizes of the three versions of the BJ test, for a range of values of $r \in \{0.1, 0.2, \ldots, 8\}$, with $N = 250$ observations, applying the tests using only

\(^1\)The theory developed in this article is based on the constant volatility assumption, as the test effectively relates two measures of unconditional variation under normality. If this assumption is not met, i.e. if there is remaining deterministic or stochastic time-varying volatility, then the density of returns will have heavier tails than the normal density. Our test on such data will detect those tails, and hence it becomes oversized. A simulation study (results not reported here) indeed indicates that the size distortion is minor for approximately constant volatility processes. The size however increases up to 25% when volatility process has common GARCH persistence, or if there is a periodic variance pattern in returns such as for intraday data. However, as explained in the empirical section of this article, we propose to devolatilize the return data by suitably sampling the observations, before applying the jumps test.
Figure 4: Size characteristics of BJ tests

- (p =)1 set of quantiles. For values of r < 3, the three tests have similar size, close to the nominal level of α=5%. For r > 3, the logarithmic BJ test becomes size distorted, while both the linear and ratio tests retain a size close to the nominal level.

- Of these latter two tests, the ratio test had the advantage that no estimate of σ²r is needed (see (28)), and hence can be expected to be more robust in real-life situations. Therefore this ratio BJ test is the test of choice in the remainder of the article. Panel ii) of Figure 4 investigates the effect of correcting either the scale coefficient (see Section 2.6.1), or the effect of taking higher powers (Section 2.6.2), or both, for the small sample size. Using no corrections at all leads to a (ratio) BJ test which is more and more undersized for higher powers of r. Using both corrections indeed improves the size characteristics of this test.

- In Panel iii) the reaction of the size of the test to the sample size is depicted. For N = 50, the ratio BJ test can become rather severely undersized, especially around r = 2, or oversized for values of r > 5. For such a small sample size, estimating the q = 0.0691 quantile may be too extreme. For sample sizes N ≥ 250, the size properties quickly improve.

- The last panel displays a similar message as panel iii), as it compares using multiple sets of quantiles for estimating the QPV(p, r) statistics underlying the BJ test. Even though the variance of the estimators might improve, the size of the resulting test statistic becomes worse as more and more extreme quantiles of the data are taken into account.

4.4 Power of the test: Detection of jumps

To examine the power of our tests, we simulate the price process by adding random jumps as discussed in Section 4.1. The construction of the test would suggest that the power of the test will increase with the order r, as the moment-based measure becomes more heavily influenced by outliers. To study this effect, Figure 5 presents the power of the tests as a function of the order r, for a range of settings.
Panel i) of Figure 5 compares again the power of the three different BJ test specifications, when \( J = 1 \) jump of random size with standard deviation \( \kappa = 1 \) times the daily variation of the process is added to the DGP, using \( N = 250 \) observations. Only for \( r > 3 \), the logarithmic test seems to lose some power relative to the linear and ratio BJ specifications. The power of the BJ tests at \( r = 2 \) is fractionally higher than the BNS ratio test, as indicated by the symbol. Likewise, at \( r = 3 \) the BJ tests display slightly higher power than the JO test.\(^2\)

Continuing as before with the ratio test, panel ii) displays the power as a function of the jump size. For jumps with a standard deviation of only \( \kappa = 0.25 \) of the daily variation, the power levels off to around 40%: a higher jumpsize of \( \kappa = 1 \) is detected in up to 80% of the simulated data series.\(^3\) In all these situations, the ratio BJ test displays slightly higher power than the BNS and JO tests, as before. When \( J = 3 \) jumps are introduced to this DGP, the difference in power between BJ and BNS/JO tests increases, as will be shown in Table 4 below.

When comparing the effect of sample size on power, in Panel iii), a single jump is detected more easily with larger sample sizes, as expected. In the case of \( N = 50 \), the JO test attains slightly more power than the BJ(1,3) test, as does the BNS test vs the BJ(1,2) for \( N = 5000 \).

In Panel iv) the effect of the number of pairs \( p \) of quantiles on the power of the test is depicted, when \( N = 250 \). For this number of observations, and a single jump, only the BJ-tests with \( p \leq 3 \) are consistent. For higher number of quantiles the most extreme quantile used in the QPV estimator may already be contaminated by the jump (see also the discussion in Section 4.2). Indeed, with \( p \geq 4 \), the power signature of the BJ test is no longer monotonically increasing from the nominal size of \( \alpha = 5\% \) at \( r \approx 0 \) to higher levels of power, as the power now depends on the relative effect of the jump on both the (contaminated) QPV and MPV estimators.

Alternatively, Table 4 presents the rejection rates of our ratio test in numerical format, with analogous results reported for the (adjusted) BNS and JO ratio tests. Note that again cases where the BJ test itself may be contaminated by a jump are printed in italics, i.e. in cases where the most extreme quantile \( q_1 < (1+J)/(N+1) \). The simulation results can be summarized as follows. The use of the BJ tests built on higher order of \( r \) does improve the power to detect jumps considerably, also for relatively large sample sizes. This is fully in line with expectations. Indeed, apart for the exception of the JO test at \( N = 50 \), our BJ(\( \cdot, 6 \)) tests are uniformly more powerful than any other test considered here, regardless of the variance of jumps and of the number of jumps.

We find, as expected, that the BJ(\( \cdot, 2 \)) test performs similarly to the BNS test as both use the second moment of the data. However, unlike the BJ(\( \cdot, 2 \)) test, the BNS test can (substantially) lose power when jumps occur at adjacent locations, as a key requirement for the robustness of both bipower and quadpower measures is violated in such a case, see (36) and (37) in the appendix respectively. The BJ(\( \cdot, 3 \)) test is found to perform similarly in the single jump case to the JO test. As the JO test primarily uses the third order of the data (see Jiang and Oomen, 2008), this result is expected. However, unlike the BJ(\( \cdot, 3 \)) test, the JO test can (substantially) lose power when multiple jumps occur

\(^2\)For the JO ratio test (see Appendix A.2, Equation (40)), the variance is estimated using multi-power variation of order \( v = 6 \) in (42).

\(^3\)As the jumps are random, there is considerable probability that a jump of relatively small size is drawn which is not distinguishable from a normal increment. Those situations are not detectable with any test, hence a power of 100% should not be expected.
with different signs as the cubed jumps then offset each other.

If we decrease the sample size to $N = 1000$, then the advantage of the BJ($\cdot, 6$) test over the BJ($\cdot, 4$) version decreases slightly, but still both versions are more powerful than the BNS or JO test, and the difference in power can be substantial. For instance, with three jumps with variance determined by $\kappa = 0.25$, the BJ($2, 4$) has a power of 92.48% and the BJ($2, 6$) has a power of 93.84%, rejection rates considerably higher than the 78.13% of the JO test and 72.48% of the adjusted BNS. If we increase the variance of jumps to e.g. $\kappa = 1.00$, then the power of all tests is close to unity.

For the sample size $N = 250$, a sample size for which the size distortions are modest, the BJ tests still outperform the JO and BNS tests, at least as $r \geq 3$. Notice that in this case the BJ tests the restriction that $q_1 < (J + 1)/(N + 1)$ may become binding for e.g. $p = 3$: If $p = 3$, then $q_1 = 0.0104$ and the BJ test loses robustness if more than 1 jump is found in one tail of the distribution of returns. When $N = 50$, only a single set of quantiles should be used for detecting 1 jump. If the three jumps of the right-hand panel of Table 4 would occur in the same tail, the BJ test loses its ability to detect these deviations from the null. Hence the reported powers in the table should be interpreted with care in this case.

5 Testing for jumps in equity price data

5.1 Describing the data

The data we analyze includes fifteen components of the Dow Jones Industrial Average index. The data are consolidated trades extracted from the Trade and Quote (TAQ)
Table 4: Power of ratio tests

<table>
<thead>
<tr>
<th>( \kappa = 0.25 )</th>
<th>( N = 50 )</th>
<th>( J = 1 ) jump</th>
<th>( J = 3 ) jumps</th>
<th>( N = 250 )</th>
<th>( J = 1 ) jump</th>
<th>( J = 3 ) jumps</th>
<th>( N = 1000 )</th>
<th>( J = 1 ) jump</th>
<th>( J = 3 ) jumps</th>
<th>( N = 5000 )</th>
<th>( J = 1 ) jump</th>
<th>( J = 3 ) jumps</th>
</tr>
</thead>
<tbody>
<tr>
<td>BJ(1,.)</td>
<td>0.0369</td>
<td>0.0491</td>
<td>0.0876</td>
<td>0.1133</td>
<td>0.1352</td>
<td>0.0937</td>
<td>0.0643</td>
<td>0.1611</td>
<td>0.0438</td>
<td>0.0790</td>
<td>0.1708</td>
<td>0.2131</td>
</tr>
<tr>
<td>BJ(2,.)</td>
<td>0.0771</td>
<td>0.0124</td>
<td>0.0408</td>
<td>0.0192</td>
<td>0.0539</td>
<td>0.1515</td>
<td>0.0269</td>
<td>0.0100</td>
<td>0.0447</td>
<td>0.0770</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ(5,.)</td>
<td>0.1063</td>
<td>0.0269</td>
<td>0.0171</td>
<td>0.0380</td>
<td>0.0471</td>
<td>0.1660</td>
<td>0.0556</td>
<td>0.0146</td>
<td>0.0854</td>
<td>0.0991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa = 0.5 )</td>
<td>0.0685</td>
<td>0.2167</td>
<td>0.3022</td>
<td>0.3393</td>
<td>0.3681</td>
<td>0.2299</td>
<td>0.1918</td>
<td>0.3569</td>
<td>0.1389</td>
<td>0.4598</td>
<td>0.6002</td>
<td>0.6497</td>
</tr>
<tr>
<td>BJ(1,.)</td>
<td>0.2416</td>
<td>0.0418</td>
<td>0.0690</td>
<td>0.1723</td>
<td>0.2554</td>
<td>0.4941</td>
<td>0.1727</td>
<td>0.1393</td>
<td>0.3105</td>
<td>0.3761</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ(5,.)</td>
<td>0.2666</td>
<td>0.0611</td>
<td>0.1658</td>
<td>0.2390</td>
<td>0.2493</td>
<td>0.5530</td>
<td>0.2669</td>
<td>0.3970</td>
<td>0.4616</td>
<td>0.4163</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ(2,.)</td>
<td>0.2314</td>
<td>0.5097</td>
<td>0.5874</td>
<td>0.6165</td>
<td>0.6373</td>
<td>0.4989</td>
<td>0.4664</td>
<td>0.6189</td>
<td>0.4820</td>
<td>0.8480</td>
<td>0.8905</td>
<td>0.9244</td>
</tr>
<tr>
<td>BJ(5,.)</td>
<td>0.5413</td>
<td>0.0831</td>
<td>0.4691</td>
<td>0.5349</td>
<td>0.5483</td>
<td>0.8879</td>
<td>0.4780</td>
<td>0.5988</td>
<td>0.6880</td>
<td>0.6580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa = 1 )</td>
<td>0.0587</td>
<td>0.1823</td>
<td>0.2874</td>
<td>0.3381</td>
<td>0.3771</td>
<td>0.1727</td>
<td>0.1609</td>
<td>0.2771</td>
<td>0.0992</td>
<td>0.4489</td>
<td>0.6245</td>
<td>0.6880</td>
</tr>
<tr>
<td>BJ(1,.)</td>
<td>0.0627</td>
<td>0.2251</td>
<td>0.3105</td>
<td>0.3441</td>
<td>0.3708</td>
<td>0.1047</td>
<td>0.0520</td>
<td>0.6607</td>
<td>0.7011</td>
<td>0.7264</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ(5,.)</td>
<td>0.2121</td>
<td>0.1074</td>
<td>0.2110</td>
<td>0.2938</td>
<td>0.3342</td>
<td>0.4634</td>
<td>0.2923</td>
<td>0.4782</td>
<td>0.6431</td>
<td>0.6912</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \kappa = 0.5 )</td>
<td>0.1239</td>
<td>0.4633</td>
<td>0.5758</td>
<td>0.6163</td>
<td>0.6448</td>
<td>0.4438</td>
<td>0.4335</td>
<td>0.5588</td>
<td>0.3816</td>
<td>0.8574</td>
<td>0.9235</td>
<td>0.9403</td>
</tr>
<tr>
<td>BJ(1,.)</td>
<td>0.1572</td>
<td>0.5192</td>
<td>0.5969</td>
<td>0.6227</td>
<td>0.6420</td>
<td>0.5192</td>
<td>0.5111</td>
<td>0.6420</td>
<td>0.5192</td>
<td>0.5111</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ(5,.)</td>
<td>0.4943</td>
<td>0.2307</td>
<td>0.5141</td>
<td>0.5879</td>
<td>0.6181</td>
<td>0.6195</td>
<td>0.6127</td>
<td>0.6905</td>
<td>0.7668</td>
<td>0.7958</td>
<td>0.9777</td>
<td>0.9891</td>
</tr>
<tr>
<td>BJ(2,.)</td>
<td>0.4043</td>
<td>0.7439</td>
<td>0.7915</td>
<td>0.8066</td>
<td>0.8166</td>
<td>0.7958</td>
<td>0.9833</td>
<td>0.9996</td>
<td>0.9992</td>
<td>0.9930</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ(5,.)</td>
<td>0.7261</td>
<td>0.2725</td>
<td>0.7287</td>
<td>0.8070</td>
<td>0.8047</td>
<td>0.7901</td>
<td>0.8379</td>
<td>0.9394</td>
<td>0.9898</td>
<td>0.9919</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The table power of the ratio BJ test as the fraction of rejections over \( M = 100,000 \) simulated series of length \( N \) of the DGP, including either \( J = 1 \) or \( J = 3 \) jumps of a random size with standard deviation of \( \kappa \times \sigma \), where \( \sigma \) is the daily standard deviation of the process. In italics, the power for cases where the quantile \( q_1 \) (and hence the BJ test) may be contaminated by a jump, i.e. when \( q_1 < \frac{\kappa}{1+\kappa} \).
database through the Wharton Research Data Services (WRDS) system. The sample period spans almost five years, from January 3, 2006 to December 31, 2010, with a total of $T = 1259$ trading days for all equities.

Before we construct measures and compute tests, the data needs to be cleaned. The importance of tick-by-tick data cleaning is highlighted by Brownlees and Gallo (2006), Hansen and Lunde (2006) and Barndorff-Nielsen, Hansen, Lunde, and Shephard (2009) who provide a guideline on cleaning procedures based on the TAQ qualifiers that are included in the files and described in the TAQ User’s Guide available at the WRDS website. Following Barndorff-Nielsen et al. (2009) we consider five steps: 
P1. delete entries with a time stamp outside the 9:30am to 4:00pm Eastern Time window; 
P2. delete entries with transaction prices equal to zero; 
P3. retain entries only from the single (primary) exchange which is the NYSE (including NYSE Direct+) in our application; 
T1. delete incorrect trades as indicated by the correction indicator; 
T2. delete entries when the sale condition is not regular.

Table 5 provides statistics regarding the pre-processing of the data, reporting the number of trades per year before/after cleaning, and the average number of trades per day including minimum and maximum, over the years in the sample. The cleaning procedures lead to a substantial data reduction. For all equities the largest deletion of the raw data is due to step P3, which is implemented also to reduce the impact of time-delays in the reporting of trades updates, see Barndorff-Nielsen et al. (2009) for further discussion. The largest number of transactions for all equities was recorded over 2007 and 2008. The average number of clean transactions for all equities per day amounts to around 12,000.

Intraday returns can be constructed using different types of sampling schemes, see Zhou (1992), Hansen and Lunde (2006), Oomen (2006) and Griffin and Oomen (2008). Most common is the calendar time sampling scheme, where data is sampled at fixed time intervals. This scheme has a shortcoming that information can be insufficient in highly volatile intraday time intervals and redundant at other moments of the day. Alternatively, one can apply a transaction time sampling scheme, such that the observations are sampled every kth transaction. This sampling scheme adapts naturally to the trading activity, and thus estimates have lower variability relative to estimates based on data sampled in calendar time; see Oomen (2006). In our application however, we use a sampling scheme that forms a series of de-volatilized intraday returns, through a sampling Oomen (2006) refers to as business time sampling (BT). This scheme dates back to Zhou (1992) who proposes to sample data each time some pre-specified amount of variation has realized. The resulting series is therefore equally informative. This scheme requires an estimate of intraday cumulative volatility. Since volatility is latent, we follow the idea of Fukasawa (2010) by applying cumulative volume as a proxy for cumulative latent volatility.\footnote{Alternatively, we also experimented using estimators of integrated variance robust to microstructure noise and jumps to obtain an estimate of cumulative variance. This delivered very similar results that do not change our conclusions. However, since the high-frequency based estimators depend on tuning parameters, and in general are considerably more complicated to obtain than cumulative volume, we report results based on the latter proxy only.} Thus, our sampling times $t_{0,N}, t_{1,N}, \ldots, t_{N,N}$ are such that amount of realized volume in each interval $(t_{i-1,N}, t_{i,N}]$ equals $(\text{total volume})/N$, and we set $N \in \{250, 500\}$. Note that in this sampling scheme, we skip the first observation and volume of each day, as this observation contains all kind of overnight effects. On average, this corresponds to sampling every 48th and 24th transaction. Relative to calendar time sampling, we sample more frequently at the start and at the end of the trading day, while less fre-
<table>
<thead>
<tr>
<th>Symbol</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw</td>
<td>Clean</td>
<td>Avg</td>
<td>Raw</td>
<td>Clean</td>
</tr>
<tr>
<td>AA</td>
<td>2938194</td>
<td>1399359</td>
<td>5575</td>
<td>10484729</td>
<td>2730384</td>
</tr>
<tr>
<td>AXP</td>
<td>2131247</td>
<td>1149936</td>
<td>4581</td>
<td>6960172</td>
<td>2466466</td>
</tr>
<tr>
<td>BA</td>
<td>2329298</td>
<td>1297892</td>
<td>5171</td>
<td>6033728</td>
<td>2326756</td>
</tr>
<tr>
<td>CAT</td>
<td>2917482</td>
<td>1358294</td>
<td>5412</td>
<td>6273666</td>
<td>2387487</td>
</tr>
<tr>
<td>GE</td>
<td>7308481</td>
<td>1682671</td>
<td>6704</td>
<td>17890755</td>
<td>4073410</td>
</tr>
<tr>
<td>HD</td>
<td>4908720</td>
<td>1473846</td>
<td>5872</td>
<td>12053593</td>
<td>2940748</td>
</tr>
<tr>
<td>IBM</td>
<td>2811212</td>
<td>1533389</td>
<td>6109</td>
<td>7417523</td>
<td>3129273</td>
</tr>
<tr>
<td>JPM</td>
<td>4127533</td>
<td>1484066</td>
<td>5913</td>
<td>1423864</td>
<td>3937709</td>
</tr>
<tr>
<td>KO</td>
<td>2643482</td>
<td>1179259</td>
<td>4689</td>
<td>7068542</td>
<td>2313047</td>
</tr>
<tr>
<td>MCD</td>
<td>2543382</td>
<td>1169975</td>
<td>4661</td>
<td>6436406</td>
<td>2028862</td>
</tr>
<tr>
<td>PFE</td>
<td>9148562</td>
<td>1623740</td>
<td>6483</td>
<td>14623994</td>
<td>3259968</td>
</tr>
<tr>
<td>PG</td>
<td>3064038</td>
<td>1621277</td>
<td>6471</td>
<td>8667109</td>
<td>2863558</td>
</tr>
<tr>
<td>T</td>
<td>5183297</td>
<td>1663205</td>
<td>6626</td>
<td>13641001</td>
<td>3439970</td>
</tr>
<tr>
<td>WMT</td>
<td>5264919</td>
<td>1614599</td>
<td>6433</td>
<td>1245917</td>
<td>3209058</td>
</tr>
<tr>
<td>XOM</td>
<td>7873641</td>
<td>2948807</td>
<td>11740</td>
<td>20561820</td>
<td>6059941</td>
</tr>
</tbody>
</table>

Note: The table reports the yearly number of trades before and after cleaning, and the average daily activity together with the minimum and maximum of number of trades between parentheses. The sample period is January 3 2006 to December 31 2010. The stocks are AA- Alcoa; AXP- American Express; BA-Boeing Company; CAT- Caterpillar; GE- General Electric; HD- Home Depot; IBM- Int. Business Machines; JPM- JPMorgan Chase & Co; KO- Coca-Cola; MCD-McDonald’s; PFE- Pfizer; PG- Procter & Gamble; T- AT&T; WMT- Wal-Mart Stores; XOM- Exxon Mobil.
quent in the middle of the day. Our sample sizes also yield a reasonable compromise between potential microstructure effects and problems due to too small sample size. Actually, since the data is sampled sparsely, microstructure noise and price discreteness (as judged by first order serial correlation, volatility signature plots and histogram of price increments) are not expected to affect our results greatly.

5.2 Empirical results

We start by illustrating the time series of computed empirical quantiles. Panel i) of Figure 6 plots symmetric pairs of quantiles of intraday BT returns for the JPM equity. We observe a considerably larger spread of empirical quantiles around 2008 and 2009, the period corresponding to the subprime crisis. Panels ii) and iii) plot the volatility estimates of $\sigma_t$ resulting from the bipower and quantile-based variation measures for all days in series, and their difference. The two measures correspond closely, although a more detailed inspection indicates that for several days the bipower variation deviates from the quantile-based measure. We observe that for these days the requirement that large price increments are preceded and succeeded by very small returns is not satisfied. This may in turn lead to loss of power of the BNS tests for these days.

![Figure 6: Empirical quantiles and variation measures](image)

We compute the ratio tests using intraday data from the trading days. As such, each day and each equity is treated on its own. Table 6 reports the fraction of days where one or more significant jumps are detected using the 5% significance level. The results can be summarized as follows. Using only $N = 250$ returns per day the rejections of the null hypothesis of no jumps are less frequent than for the sample size $N = 500$, as was also expected from the Monte Carlo results. At $N = 250$, the fraction of days where the second moment is affected by the presence of jumps is around 20-50%, and it increases to 50-80% for the third, fourth and sixth moment as judged by the BJ test. At $N = 500$, we find that the fraction of days with the second moment significantly affected by jumps is roughly 47-75%, and it increases to 75-90% for the higher moment BJ tests. It is seen that the three cases of $p \in \{1, 2, 3\}$ in general lead to similar results. We do not report results when $p > 3$ sub-estimators are used in the quantile-based measure, as the optimal quantile $q_1$ may be too extreme in this case, cf. Table 1. Indeed, when $N = 250$, the BJ test with $p = 3$ already is only robust up to a single outlier in a tail, hence for such small sample sizes it would be advisable to use fewer sub-estimators in the construction of the BJ test statistic.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>AAX</th>
<th>AXP</th>
<th>BA</th>
<th>CAT</th>
<th>GE</th>
<th>HD</th>
<th>IBM</th>
<th>JPM</th>
<th>KO</th>
<th>MCD</th>
<th>PG</th>
<th>T</th>
<th>XOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>0.4138</td>
<td>0.3965</td>
<td>0.3040</td>
<td>0.3480</td>
<td>0.3577</td>
<td>0.3480</td>
<td>0.3457</td>
<td>0.3557</td>
<td>0.3577</td>
<td>0.3577</td>
<td>0.3577</td>
<td>0.3577</td>
<td>0.3577</td>
</tr>
<tr>
<td>BNS</td>
<td>0.0690</td>
<td>0.0725</td>
<td>0.0875</td>
<td>0.0925</td>
<td>0.0935</td>
<td>0.0945</td>
<td>0.0955</td>
<td>0.0965</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
</tr>
<tr>
<td>BNS adj.</td>
<td>0.0690</td>
<td>0.0725</td>
<td>0.0875</td>
<td>0.0925</td>
<td>0.0935</td>
<td>0.0945</td>
<td>0.0955</td>
<td>0.0965</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
<td>0.0975</td>
</tr>
<tr>
<td>N</td>
<td>0.1358</td>
<td>0.1328</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
</tr>
<tr>
<td>BNS</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
</tr>
<tr>
<td>BNS adj.</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
<td>0.0725</td>
</tr>
<tr>
<td>N</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
<td>0.2025</td>
</tr>
<tr>
<td>BNS</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
</tr>
<tr>
<td>BNS adj.</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
<td>0.1338</td>
</tr>
</tbody>
</table>

Note: Table reports the fraction of days where one or more jumps are found, at a significance level of 5%.
Contrasting the BJ(·, 2) and BNS test statistics reveals that the BJ test finds one or more significant jumps on around 20% more days, when \(N = 250\). For \(N = 500\), this difference becomes considerably smaller. Surprisingly, the JO test rejects the null less frequently than the BJ(·, 3) and BNS tests, which suggests that both positive and negative jumps occur on the same day, offsetting each other. Indeed, a more detailed inspection of the data suggests that abnormally large price increments appear in both directions. We find that the fraction of days with identified jumps is slightly higher than reported by Gilder (2009) in his extensive study (based on the approach proposed by Andersen, Bollerslev, and Dobrev (2007)), also using US equities but over the period 2002-2006. As our sample period spans the financial crisis of 2007-2010, the jump process can be expected to be more active than in the earlier period as studied by Gilder (2009).

Figure 7: Scatter plots of \(p\)-values for the JPM equity

We study a few cases in more detail, in a similar way as Jiang and Oomen (2008). Figure 7 presents the scatter plot of the \(p\)-values of the test statistics considered for the JPM equity. Dotted lines present the nominal size of 5%. The lower left quadrant indicates instances where both the BJ and the adjusted BNS respectively the JO detect presence of jumps. The bottom right quadrant indicates when the BJ detects outliers while the alternative does not, while the top left quadrant shows the reverse. There is a substantial number of instances where the testing results overlap, but there are also days when they lead to opposite decisions. It is of interest to have a closer look at these cases. Specifically, we look at the most extreme instances as measured by the distance between the \(p\)-values of the two competing tests, marked by circles in top-left and bottom-right corners of the panels of Figure 7.

Table 7 reports \(p\)-values for the (adjusted) ratio tests for these most extreme instances. We focus on the second moment of the data and contrast BJ and BNS tests. Let us consider the April 25, 2007 case. We observe that for \(r = 2\) and \(p \in \{1, 2\}\) the BJ ratio tests detect one or more outliers, while (adj)BNS but also JO do not. Only when \(p = 3\) (and using the quantiles prescribed by the asymptotic minimum variance criterion used throughout the article), the BJ test does not detect significant jumps. The smallest quantile used in this case is \(q_1 = 0.069\), implying a robustness of the BJ test to at most a single outlier. The top panel of Figure 8a zooms in on this date, April 25, 2007. We observe that there are indeed several large negative returns, often preceded and/or followed by other relatively large returns. In such a situation, the bi- and quad-power variation can lose robustness, leading to a lower value of the BNS test statistic. This can explain the advantage of the BJ test over the BNS test.
Figure 8: Case studies for the JPM equity

(a) The figure displays price levels in business time, log-returns, and histogram/density of log-returns for the JPM equity; top panel 2007-04-25, bottom panel 2006-6-29.

(b) The figure displays price levels in business time, log-returns, and histogram/density of log-returns for the JPM equity; top panel 2007-03-30, bottom panel 2010-06-07.
Table 7: Ratio tests for the selected case studies

<table>
<thead>
<tr>
<th>Date</th>
<th>BJ(·, 1)</th>
<th>BJ(·, 2)</th>
<th>BJ(·, 3)</th>
<th>BJ(·, 4)</th>
<th>BJ(·, 6)</th>
<th>BNS</th>
<th>adjBNS</th>
<th>JO</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007-04-25</td>
<td>p = 1</td>
<td>0.0731</td>
<td>0.0002</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.9950</td>
<td>0.6098</td>
<td></td>
</tr>
<tr>
<td></td>
<td>p = 2</td>
<td>0.0009</td>
<td>0.0189</td>
<td>0.4565</td>
<td>0.9995</td>
<td>0.7821</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p = 3</td>
<td>0.0774</td>
<td>0.8508</td>
<td>0.2686</td>
<td>0.1926</td>
<td>0.3524</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006-06-29</td>
<td>p = 1</td>
<td>0.0019</td>
<td>0.9853</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>p = 2</td>
<td>0.0179</td>
<td>0.0077</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p = 3</td>
<td>0.0634</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007-03-30</td>
<td>p = 1</td>
<td>0.0229</td>
<td>0.0012</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.1397</td>
<td>0.1447</td>
<td>0.9982</td>
</tr>
<tr>
<td></td>
<td>p = 2</td>
<td>0.2114</td>
<td>0.3220</td>
<td>0.8750</td>
<td>0.4038</td>
<td>0.2710</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p = 3</td>
<td>0.9233</td>
<td>0.6750</td>
<td>0.2191</td>
<td>0.1348</td>
<td>0.2177</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010-06-07</td>
<td>p = 1</td>
<td>0.0099</td>
<td>0.1759</td>
<td>0.9911</td>
<td>0.4191</td>
<td>0.1223</td>
<td>0.7910</td>
<td>0.0116</td>
</tr>
<tr>
<td></td>
<td>p = 2</td>
<td>0.2019</td>
<td>0.2612</td>
<td>0.0069</td>
<td>0.0013</td>
<td>0.0006</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p = 3</td>
<td>0.0261</td>
<td>0.6417</td>
<td>0.1512</td>
<td>0.0489</td>
<td>0.0432</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The table reports p-values for the indicated tests.

For the June 29, 2006 case, the BJ ratio test with p = 1 does not identify jumps for r = 2, whereas other choices of p (and r) do seem to clearly find jump(s), as do the (adj)BNS and JO tests. Looking at the bottom panel Figure 8a, focusing on this day, we notice one single very large outlier (which is easily detectable by BNS or JO tests), but also a large spike in the histogram indicating many zero-returns. For many periods, the price remains flat, resulting in the normality assumption of the non-jump returns underlying the BJ test being broken. Using a single quantile in this case doesn’t detect the outlier, combining multiple quantiles does detect the jump correctly.

We now focus on the case when the test is built on the third moment and we contrast the BJ and JO tests. On March 30, 2007, the ratio BJ(1,3) detects jumps, whereas the JO test sees no evidence at all. BJ tests using higher number of quantiles agree with the JO test, that no jumps are apparent on this date. The top panel of Figure 8b zooms in on the data. We observe that, apart from possibly the opening return of 0.3%, little is going on. The BJ(1,3) test seems to be confused by the relative lack of returns close to zero, hence the assumption of normality of the returns seems to be broken. Using the BJ(2,3) test robustifies against this effect.

On June 7, 2010 the JO test indicates the presence of jumps while the BJ(1,3) does not. The bottom panel of Figure 8b displays the returns for this date. There are two large negative returns, which show up in the left tail of the histogram in panel ii-c) of Figure 8b. On this particular day, the distribution of the returns (even excluding these two outliers) seems far from normal, leading to a bias on the QPV estimator. Notice that indeed that BJ tests do not agree among themselves, nor does the JO test agree with BNS, with a large variation in p-values for the tests. This is an indication that on such a day the JO/BNS and BJ tests should be used with care.

6 Conclusions

This article introduces the quantile-based measure of power variation of returns, which is robust against outlying (or abnormal) observations. We derive the joint asymptotic distribution of the quantile and moment-based measures of $\sigma^r$, for any positive value of $r$, under the assumption of normally distributed data. With the limiting distribution, we propose a new class of test statistics designed to detect outliers that lead to deviations
from normality. The test statistics exploit different powers $r$, and hence facilitated judging
the impact of outliers on different moments of the data. The tests are easy to implement
and can be applied in principle to any homoskedastic dataset where it is conjectured
that only the presence of a finite number of outliers leads to non-normality.

We apply our theory to test for the presence of jumps in equity data over a sequence of
trading days. In order to do so, we use the cumulative volume of the trades as a proxy for
cumulative volatility, allowing us to devolatilize the returns to a homoskedastic series.
Throughout the article, we compare the performance of our tests to widely applied
The simulation results show that for higher orders of $r$ our tests are more powerful than
the alternative testing approaches. The empirical illustration shows that jumps can
occur more frequent than judged by the second or third moment of the data only.

Our novel test has the additional advantage over existing tests that it can be applied
using a range of powers of $r$, and for different numbers $p$ of pairs of quantiles. If several
combinations of $p$ and $r$ arrive at the same conclusion of (non-)rejection of the null
hypothesis, then this could be considered a stronger signal than the (non-) rejection of
only a single (existing or novel) test. The possibility of combining BJ($p$, $r$) tests could be
explored in future work, to derive the joint distribution of a collection of BJ tests, and
to see if the test thus could be robustified against minor deviations from the underlying
Gaussianity assumption.

In the empirical study, we alleviate the presence of microstructure noise in the high-
frequency data by sampling the data more sparsely. On the one hand, the lower frequency
decreases the ability to detect jumps. On the other hand, problems related to price
discreteness and other microstructure effects can also adversely effect the quantile-based
and moment-based estimators of $\sigma^r$, and these problems are evaded here by sparse
sampling. Application of the same techniques on ultra high-frequency data, possibly
using noise-reduction techniques as the pre-averaging of price increments proposed by
Jacod et al. (2009), requires an extension of the asymptotic theory presented here, to
allow for the dependence in data introduced by the noise reduction techniques. We leave
this option for future research.
A Appendix

A.1 Proof of Proposition 2

In this proposition, it is the asymptotic covariance between the sample quantile power variation and sample absolute moment (or their powers) that is given. This asymptotic covariance term directly follows from the following theorem:

**Theorem A.1.** Let \( Y = \{Y_i\}_{i=1}^{N} \) be a series of iid random normal variables with mean \( \mu \), standard deviation \( \sigma \), probability density function \( f(y) = \frac{1}{\sigma} \phi \left( \frac{y-\mu}{\sigma} \right) \) and inverse cumulative distribution function \( F^{-1}(q) = \mu + \sigma \Phi^{-1}(q) \). Let \( Q_N(q) \) denote a \( p \)-vector of sample quantiles of \( Y \) and let \( M_N^r \) denote the estimator of the \( r \)th absolute sample moment \( Y \), i.e. \( M_N^r = N^{-1} \sum_{i=1}^{N} |Y_i - \mu|^r \). The joint asymptotic distribution of \( Q_N(q) \) and \( M_N^r \) is given by the bivariate normal distribution

\[
N^{1/2} \left( \begin{bmatrix} \Sigma(q) \\ s(q,r) \end{bmatrix} - \begin{bmatrix} \Sigma(q) \\ s(q,r) \end{bmatrix} \right) \xrightarrow{d} N \left( 0, S(\sigma, r, p) \Sigma(q, r) S(\sigma, r, p) \right), \tag{30}
\]

where

\[
\Sigma(q) = \begin{bmatrix} \Sigma(q) & s(q,r) \\ s(q,r) & M^2_r - (M^r)^2 \end{bmatrix}, \quad S(\sigma, r, p) = \begin{bmatrix} \sigma I_p & 0 \\ 0 & \sigma^r \end{bmatrix},
\]

with \( M^r_q = \int_{-\infty}^{\infty} z^r \phi(z)dz \), \( M^r_r = M^r_0 = \int_{-\infty}^{\infty} z^r \Phi(z)dz \), and \( s(q,r) \) has typical element \( s(q,r) = \frac{(M^r_q - (1-q)M^r)}{(\Phi^{-1}(q))^r} \). Here \( \phi(z) \) and \( \Phi(z) \) are the probability density and cumulative distribution function of a standard normally distributed random variable \( z \).

**Proof.** Our proof extends the results of Lin et al. (1980). Notice that the empirical quantile can be written as (see Bahadur, 1966)

\[
Q_N(q) = Q(q) + \frac{1 - F_N(Q(q)) - (1 - q)}{f(Q(q))} + R_{N,q},
\]

with \( F_N(y) \) the empirical distribution function of observations \( y \). Here \( R_{N,q} \) is a remainder term of order \( O(N^{-3/4} \log N) \). Hence, the asymptotic behavior of a single \( Q_N(q) \) can be related to the asymptotic behavior of the empirical density function, which is the average of a set of indicator functions as \( 1 - F_N(Q(q)) = \frac{1}{N} \sum I_{\{Y_i > Q(q)\}} \).

To look at the covariance between the indicator and summands of the absolute moment functions, notice that

\[
\begin{bmatrix} I_{\{Y_i > Q(q)\}} \\ Y_i - \mu \end{bmatrix} \sim \text{IID} \left( 0, I(q, r) \right),
\]

with

\[
I(q, r) = \begin{bmatrix} q(1-q) & M^r_r - (1-q)M^r \\ M^r_q - (1-q)M^r & M^2_r - (M^r)^2 \end{bmatrix},
\]

\[\text{and} \quad M^r_q = \int_{-\infty}^{\infty} z^r \phi(z)dz, \quad M^r_r = \int_{-\infty}^{\infty} z^r \Phi(z)dz.\]
The covariances in this last equation are found from
\[
\text{cov}(I_{[Y_i > q_j]}), \left| Y_i - \mu \right| = \text{cov}(I_{[z > \Phi^{-1}(q_j)]}, \left| z \right|) = E \left( I_{[z > \Phi^{-1}(q_j)]} - (1 - q) \right) \left( \left| z \right| - M^r \right)
\]
\[
= \int I_{[z > \Phi^{-1}(q_j)]} - (1 - q) \left( \left| z \right| - M^r \right) \phi(z) dz
\]
\[
= \int I_{[z > \Phi^{-1}(q_j)]} \left( \left| z \right| - M^r \right) \phi(z) dz - (1 - q) \int \left( \left| z \right| - M^r \right) \phi(z) dz
\]
\[
= \int I_{[z > \Phi^{-1}(q_j)]} \left| z \right| \phi(z) dz - M^r \int I_{[z > \Phi^{-1}(q_j)]} \phi(z) dz - (1 - q) \times 0
\]
\[
= M^r - (1 - q)M^r.
\]
Using the central limit theorem, this implies that
\[
N^{-1/2} \sum \left( \left( \frac{I_{[Y_i > q_j]}}{Y_i - \mu} \right) - \left( 1 - q \right) M^r \right) = N^{-1/2} \left( \left( 1 - F_N(q_j) \right) - \left( 1 - q \right) M^r \right) \overset{d}{\rightarrow} \mathcal{N}(0, I(q, r)).
\]
After premultiplying by \[
\begin{bmatrix}
\sigma_{\Phi^{-1}(q_j)} & 0 \\
0 & \sigma^r
\end{bmatrix},
\]
one finds that
\[
N^{-1/2} \left( \frac{Q_N(q_j) - Q(q_j) - R_{N,q}}{\frac{1}{N} \sum |Y_i - \mu|^r - \sigma^r M^r} \right) \overset{d}{\rightarrow} \mathcal{N} \left( 0, S(\sigma, r, p)\bar{\Sigma}(q, r)S(\sigma, r, p) \right).
\]
As \( R_{N,q} \) goes to zero at a quicker rate than the remaining terms (Ghosh, 1971), asymptotically it has no influence and one arrives at the asymptotic density given in Theorem A.1, both for the case of a univariate \( q \) and also (with the necessary generalization in notation) for the \( p \)-variate vector of quantiles \( q \).

The joint distribution of the QPV estimator and the moment-based estimator in Proposition 2 now follows directly from the representation of the estimators as functions of the vector of quantiles and moments in Theorem A.1, recognizing that indeed typical element \( \xi_c(q, r) \) in (25) is related to the above results by
\[
\xi_c(q, r) \equiv c^{-1}(q)D_1 s(q, r) = \frac{s(1 - q, r) - s(q, r)}{c(q)}.
\]

A.2 Review of alternative jump test statistics

This part reviews the tests of Barndorff-Nielsen et al. (2006) and Jiang and Oomen (2008). The presented test statistics are derived under the null of no jump in the price process. We first fix some notation. Let \( \{P_i\}_{i=0}^N \) denote the asset prices and let \( Y_i = \ln P_i \) denote the log price. Define \( R_i = P_i / P_{i-1} - 1 \) and \( r_i = Y_i - Y_{i-1} \) as the simple and log return respectively. Then,

**BNS tests:**

1) the linear test:

\[
N^{1/2} \left( \frac{BPV_N - RV_N}{\sqrt{\bar{Q} \cdot TV_N}} \right) \overset{d}{\rightarrow} \mathcal{N}(0, 1),
\]

(31)
ii) the logarithmic test:

\[
N^{1/2} \cdot BPV_N \left( \ln BPV_N - \ln RV_N \right) \xrightarrow{d} \mathcal{N}(0, 1),
\]

(32)

iii-a) the ratio test:

\[
N^{1/2} \cdot BPV_N \left( \frac{BPV_N}{RV_N} - 1 \right) \xrightarrow{d} \mathcal{N}(0, 1),
\]

(33)

iii-b) the adjusted ratio test:

\[
N^{1/2} \left( \frac{BPV_N}{RV_N} - 1 \right) \xrightarrow{d} \mathcal{N}(0, 1),
\]

(34)

where

\[
RV_N = \sum_{i=1}^{N} r_i^2,
\]

(35)

\[
BPV_N = \mu_1^{-2} \frac{N}{N-1} \sum_{i=1}^{N-1} |r_i||r_{i+1}|,
\]

(36)

\[
QV_N = \mu_1^{-4N} \sum_{i=0}^{N-4} \prod_{k=1}^{4} |r_{i+k}|,
\]

(37)

and \( \theta = (\pi^2/4) + \pi - 5 \), \( \mu_k = \mathbb{E}[|z|^k], z \sim \mathcal{N}(0, 1) \). The adjusted ratio test adapts for deviations from a intraday homoskedastic variance.

**JO tests:**

i) the linear test:

\[
N \left( SwV_N - RV_N \right) \xrightarrow{d} \mathcal{N}(0, 1),
\]

(38)

ii) the logarithmic test:

\[
N \cdot BPV_N \left( \ln SwV_N - \ln RV_N \right) \xrightarrow{d} \mathcal{N}(0, 1),
\]

(39)

iii) the ratio test:

\[
N \cdot BPV_N \left( 1 - \left[ RV_N/SwV_N \right] \right) \xrightarrow{d} \mathcal{N}(0, 1),
\]

(40)
where

\[ S_{wV_N} = 2 \sum_{i=1}^{N} (R_i - r_i), \quad (41) \]

\[ \Omega_{N}^{S_{wV}}(\nu) = \frac{\mu_6}{9} \frac{N^3 \mu_{6/\nu}^{\nu}}{N - \nu + 1} \sum_{i=0}^{N-\nu} \prod_{k=1}^{\nu} |r_{i+k}|^{6/\nu}, \quad (42) \]

with either \( \nu = 4 \) or \( \nu = 6 \) in the variance estimator (42). Throughout the article, the variance estimator \( \Omega_{N}^{S_{wV}}(6) \) is used.
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