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An Application to Residual Income Based Measures like EVA 
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ABSTRACT: Baker (2002) has demonstrated theoretically that the quality of performance measures 

used in compensation contracts hinges on two characteristics: noise and distortion. These criteria, 

though, will only be useful in practice as long as the noise and distortion of a performance measure 

can be measured. Courty and Marschke (2007) have recently developed an elegant empirical test to 

detect distortion, based on the degradation of a performance measure subsequent to increasing its 

weight in the remuneration contract. We apply their test to assess the distortion of the often used class 

of performance measures that are based on ‘Residual Income’ (RI), such as ‘Economic Value Added’ 

(EVA). Residual income is widely used to measure and reward the performance of management 

boards. We use a difference-in-difference approach to account for (a) changes in economic 

circumstances in the period studied and (b) the self-selection of firms into the treatment and the 

control groups. Our results show that RI has degraded and is, therefore, a distortionary performance 

measure that can be gamed.  

 

JEL-codes: D21, G35, J33, L21, M12, M41, M52 
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compensation, incentive compensation 
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1. Introduction 

 

Performance measurement is a crucial part of the design of any incentive system and is of strategic 

importance for most companies. Incentive systems may be an effective route to lower agency costs. 

Moreover, and most notably at the board level of publicly quoted companies, the required increased 

compliance to corporate governance codes and legislation have forced firms to tie pay to performance 

in increasingly transparent and measurable ways. This has put the measurement of the quality of 

performance measures high on the agenda of both practitioners and academics. This paper contributes 

to that item on the agenda.  

The classic principal agent model acknowledges that the suitability of performance measures 

for use in compensation contracts depends on their noise. The noisier the performance measure, the 

lower is the optimal incentive intensity. However, as Baker (2002) points out, the critical issue in 

most incentive contracts may not be the noisiness of the performance measure involved, but rather its 

“distortion”. Baker defines distortion inversely as the extent to which the effect of effort on the 

performance outcome is aligned with the effect of effort on the objective function of the firm. 

Distortionary performance measures do affect agents’ behavior, but in an unintended direction, due to 

the possibility of increasing the level of the performance measure by other actions than the ones 

intended. These other actions are easier or cheaper from the agent’s perspective, so that the activation 

of the performance measure in the contract will give incentives to put effort into these activities that 

increase measured performance but do not, or to a lesser extent, contribute to organizational value. In 

that case the performance measure has degraded due to its introduction into the reward function: The 

alignment between the measure and the value of the company has decreased. Distortion reflects the 

extent to which degradation may happen. 

An example of the effect of employing a distortionary performance measure is the 

introduction of the performance measure “client satisfaction” in the reward function of a sales 

employee. Before this introduction, the sales rep’s (perhaps suboptimal levels of) efforts to increase 

client satisfaction are likely to be aligned with the company’s objective. As soon as the measure is 

used as a basis for performance pay, however, the sales rep will put (the least costly) effort into all 

actions that possibly increase the performance measure. One such ‘cheap’ action is selling at low 

prices or even giving products away for free. The performance measure “Client satisfaction” has 

degraded and turns out less useful than expected as a basis for performance pay.1  

                                                 
1 Our theoretical understanding of distortion is mainly based on multi-tasking models, see Holmstrom and 
Milgrom (1991), Feltham and Xie (1994), Datar et al., (2001) and most recently Baker (2002).These models 
show an inverse relationship between the extent of distortion of the available performance measure and the 
efficient incentive intensity. 
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The distortion of a performance measure is, however, difficult to measure empirically and, so 

far, academics have not been of much help in developing empirical measures of distortion. Courty and 

Marschke (2007) are a recent exception. They have developed a general empirical test to detect 

distortion based on a simple theoretical framework. They apply this test to performance measures that 

have been introduced in the course of a natural experiment in a governmental program. They find 

weak support for the degradation of these specific measures upon introducing them into the reward 

function of agents who manage and execute the US Governmental Job Training Partnership Act. 

In this paper we apply the empirical test as developed by Courty and Marschke (2007) to test 

for distortions in the performance measure Residual Income (RI) that many firms have introduced in 

the late nineties to measure and reward the performance of management boards. More specifically, we 

collected a sample of firms that have introduced the residual income based performance measure EVA 

as developed by Stern Stewart and Company. The copyrighted EVA doctrine prescribes that if EVA is 

used for evaluating and rewarding management, it should be the only measure used (Stewart, 1991). 

This limitation to EVA adopters warrants that one of the necessary conditions of the test developed by 

Courty and Marschke is satisfied, i.e., that at a specific point in time, the weight in the performance 

contract that is attached to EVA has increased relative to the weight attached to any other performance 

measure used. Unlike RI, EVA cannot be measured solely on the basis of firms’ accounting data.2 The 

measurement of EVA is based on RI but differs from the accounting based measure due to some –for 

researchers intransparent- discretionary and standard adjustments. Biddle et al. (1997) find that the 

correlation between RI and EVA is 0.90. We measure RI for the firms in our sample and refer to this 

as the accounting based value of EVA.  

Contrary to the natural experiment application of Courty and Marschke, the introduction of 

EVA (or any other performance measure) is a deliberate strategic decision and not based on random 

assignment. Therefore, adapting the empirical test to address self-selection is required. Moreover, 

since EVA has been introduced by many firms in a particular period, viz. the late nineties, one should 

also account for possible changes in economic circumstances over the course of the period studied. 

For these two reasons we apply a difference-in-difference (DID) approach where we compare the 

outcomes before and after the adoption of EVA in the board’s rewards function of the treatment group 

with suitable control groups consisting of firms that have not adopted RI-based measures. We find 

that (i) the decision to introduce EVA into the board’s reward function is based on the correlation 

between the accounting based value of EVA and the assumed objective function of the company, i.e. 

Relative Total Shareholder Returns (RTSR), and (ii) that accounting based EVA is a distortionary 

performance measure that can be gamed.  

The contribution of our study is that, as far as we know, we are the first to assess empirically 

the distortion of a performance measure that is (widely) used in companies. This assessment requires 

                                                 
The use of EVA data obtained from Stern Stewart is not possible in our application, see Section 3. 
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a DID approach to cope with changing economic circumstances and self-selection. The DID approach 

to the test by Courty and Marschke (2007) is of general applicability. Tests of distortion that are 

applicable to real world incentive contracts –such as those based on RI- are valuable: the distortion of 

a performance measure is claimed to be a highly relevant (inverse) criterion of its quality and the 

application of high quality performance measures is imperative for setting intense incentives, which in 

turn is an important source of work motivation (and therefore organizational value).  

The remainder of this paper is structured as follows. The next section discusses the test of 

distortion developed by Courty and Marschke (CM) and our DID approach to it. In section 3 we 

introduce the widely used class of performance measures RI in general, and EVA in particular, and 

discuss our empirical measure of company value, i.e., RTSR. Section 4 discusses our sample of firms 

and their characteristics. Section 5 demonstrates the results from applying the CM test to assess the 

distortion of RI. Section 6 discusses the results and concludes. 

 

2 Detecting the presence of distortion  in a performance measure 

 

The empirical tests CM derive to detect distortion require multiple observations of agent performance 

under different contracts. These multiple performance outcomes per contract are assumed to be 

generated in different production environments, such that the marginal productivity of effort varies 

across observations. Courty and Marschke mention various environments where these assumptions 

are valid. One of these pertains to managerial compensation in which the researcher observes 

accounting performance in a sample of firms that use the same accounting measure. Each firm is then 

treated as a different production environment. Another example they give is when performance is 

measured on a periodic basis − e.g. monthly in case of sales reps, or yearly in case of CEOs − and the 

marginal productivity of effort varies periodically. In that case each period can be taken as a different 

production environment. Our environment is a mixture of these two; we consider a panel of firms 

observed over a time span of various years. 

 To introduce the empirical test of distortion more formally, we closely follow Courty and 

Marschke and conceptualize each firm as a principal-agent relationship. The agent’s actions influence 

two performance measures (pi for i=1,2) and the value of the firm (V) in the following way: 

 

ijtijtijtijtijtijtjtjtijt gweegep εηνν +⋅+⋅++⋅= )(),( 00    (2.1) 

 

Vjtjtjtjtjtjtjtjtjtjtjtjt ggeeegeV εζζννν +⋅+⋅−⋅+⋅+⋅= )(),( 2211221100  (2.2) 
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where subscripts j and t refer to firm j∈{1,..,n} at time t∈{t0−k,..,t0,..,t0+k}.3 

 In the above equations eijt (where i=0,1,2) and gijt reflect the agent’s productive and gaming 

efforts, respectively. Both are assumed to be costly, with effort costs equal to 2
2

1
ijte  and 2

2
1

ijtg  for all 

i, j and t. With respect to the marginal productivities it is assumed that 

0,0,0,0 ≥≥≥+≥ ijtijtijtijtijt w ζηνν  and 03 == ijtijt EE ηη . Moreover, all these marginals are 

assumed to be uncorrelated. Finally, εijt and εVjt reflect additive noise terms (with zero mean), 

capturing influences on performance and firm value that are unrelated to the agent’s efforts. These are 

also assumed to be orthogonal to the marginal productivities. 

Given (2.1) and (2.2), e0jt captures the dimension of effort common to the two performance 

measures and the firm’s objective function V. Both e1jt and e2jt represent measure specific effort 

dimensions. These effort dimensions are imperfectly captured by the respective performance 

measures, because the marginal productivity of effort in the performance measures may differ from 

the marginal productivity of effort in the firm’s objective function. For performance measure i=1,2 

this happens when 0≠ijtη  for some j,t. In that case the performance measure is distorted, because 

effort is imperfectly valued at the margin. As argued by Courty and Marschke, the random marginal 

productivity captures the idea that agents may have incentives to exert good effort but not in the 

correct quantities. 

A second, yet related channel of distortion occurs when wijt>0 for some i,j,t. In that case a 

gaming distortion arises. Gaming is defined as costly effort that increases the performance as 

measured (and rewarded) by the performance measure, but does not add at all to the firm’s objective 

function. This is reflected by the fact that the gaming efforts gijt enter the value function V negatively, 

see equation (2.2). The empirical tests developed by CM are able to detect both types of distortions, 

but are not always able to distinguish between the two. 

 Clearly, the extent to which the performance measures (and thus the potential distortions 

therein) affect the agent’s effort choices depends on the weights βi (for i=1,2) of these measures in the 

agent’s reward function. For given β1 and β2, Courty and Marschke derive the agent’s optimal effort 

response, the performance outcomes for each measure pijt as well as the outcome of the firm’s 

objective function Vijt. The general test for distortion in a performance measure they propose is based 

on how the association between the latter two changes upon a change in the incentive weights βi. 

Suppose therefore that at time t0 the incentive weights are changed from ),( 21
II ββ to ),( 2'1

IIII ββ . In 

particular, assume that at t0 the principal introduces performance measure 2 (i.e. 022 => III ββ ), 

instead of a different performance measure that was (possibly) used as a basis for remuneration before 

                                                 
3 This state-contingent action model with linear production technologies is taken from Courty and Marschke 
(2007, Section 2). We have only adapted the notation to our application where a ‘project’ (labelled α in CM) 
corresponds to a firm j at a particular time t. 
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t0 (i.e. 011 =≥ III ββ ). As a result, the relative weight β2/β1 on performance measure two increases. 

This corresponds to the situation we study in our empirical analysis, where sample firms introduced 

EVA (=p2) as performance measure to replace their existing performance measure(s) (=p1). 

Courty and Marschke show that, if the statistical association between p2 and V decreases upon 

an increase in the relative weight β2/β1, then p2 is distorted. Here statistical association can either be 

measured by the (Pearson) correlation coefficient or by the slope coefficient of regressing V on p2. If 

distortion is detected in this way, it can be of the two different kinds distinguished before. Thus both 

imperfect valuation of effort at the margin ( 02 ≠jtη  for some j,t) and explicit gaming distortions 

(w2jt>0 for some j,t) are possible. But if the additional assumption is made that overall incentives are 

not weakened over time, then a decrease in the covariance between p2 and V is conclusive evidence of 

gaming. Under the same assumption both the average value of p2 and the variance in p2 are predicted 

to increase. These last predictions can be used to establish that agents indeed respond to (changes in) 

incentives. 

 Let T=I denote the observed time span {t0-k,..,t0-1} before the introduction of performance 

measure p2 and T=II the observed time span {t0+1,..,t0+k} afterwards. The relevant predictions CM 

derive can then be stated formally as follows:  

 

Empirical CM tests. Suppose the relative weight β2/β1 increases when we move from T=I to T=II. 

Assuming that the joint distribution of the additive noise terms (εijt, εVjt) does not change with this 

change in performance weights,4 it then holds that: 

 
(Distortion): 

(D.1) Measure 2 is distorted if 0
)(

),(
)(

),(

2

2

2

2 <
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=Δ

== ITjt

jtjt

IITjt

jtjt

pVar
VpCov

pVar
VpCov

b ; 

(D.2) Measure 2 is distorted if 0),(),( 22 <−=Δ == ITjtjtIITjtjt VpCorrVpCorrCorr ; 

(D.3) If IIIIII
2121 ββββ +≥+ , then 0),(),( 22 <−=Δ == ITjtjtIITjtjt VpCovVpCovCov  

implies the presence of a gaming distortion in measure 2. 

 
(Incentives): 

(I.1) If IIIIII
2121 ββββ +≥+ , then 0)()()( 222 >−=Δ == ITjtIITjt pEpEpE ; 

(I.2) If IIIIII
2121 ββββ +≥+ , then 0)()()( 222 >−=Δ == ITjtIITjt pVarpVarpVar . 

 

                                                 
4 See Section 3.3 in Courty and Marschke (2007) where they make this assumption in their empirical model. 



 6

The CM tests for distortion thus require estimates of the level of association between p2 and V, both 

before and after this performance measure has been introduced. The stated assumption on the 

invariance of the joint distribution of the additive noise terms when we move from T=I to T=II 

ensures that, in the theoretical model, changes in the level of association are solely guided by changes 

in the agent’s effort choices. In practice, however, this may not be the case because for one reason or 

the other (see below) the invariance assumption may be violated. In that case, even when performance 

weights are unchanged, the estimated associations may change due to other factors when we move 

from T=I to T=II. 

 To address this issue in our empirical analysis, we compose suitable control groups to which 

the results of the treatment group of firms that did adopt EVA (=p2) are compared. In particular, the 

treatment group consists of firms that have adopted EVA in period T=II as the (sole) performance 

measure that determines the board’s remuneration, whereas it had not yet been in use before. To each 

firm in this treatment group we match a control firm that is ‘similar’ in a number of important 

respects, except that this control firm did not adopt an RI-based performance measure in the periods 

T=I and T=II studied.5 Changes in the level of association observed for the control firms thus cannot 

be attributed to changes in the performance weights and must be due to other factors. Thus, by 

comparing the changes in association in the treatment group with the changes in association in the 

control group, we identify changes due to changes in effort incentives. We thus use a difference-in-

differences approach (DID) to the empirical CM tests discussed above. For instance, to test (D.1) we 

look at whether Δ2b=[Δb]Treatment−[Δb]Control<0. The other CM tests are adapted similarly. 

Our first control group consists of firms that are similar to one of the treatment group firms in 

terms of size, industry and country (US).6 For instance, treatment firm Coca Cola, which introduced 

EVA already in the early eighties, is matched to Pepsico Inc (see Table A1 in the Appendix for all 

pairs and their characteristics). By doing so we address the possibility that the association between p2 

and V and the first and second moments of p2 may not only change after increasing its relative 

performance weight, but may also be affected by changes over time in economic circumstances and 

the like for the specific type of firm studied. 

A second control group is composed to cope with self-selection. Using the overall sample of 

treatment and control firms as described above, a probit regression is estimated from which the 

observable determinants of the adoption of EVA are derived. Subsequently new treatment-control 

pairs are formed and matched based on the pre-treatment values of these variables (in line with 

propensity score matching).7 There are two likely candidates that drive the adoption of a particular 

                                                 
5 For each control firm the year t0 that divides the two periods T=I and T=II equals the year in which the 
matched treatment firm adopted EVA as performance measure. 
6 Wallace (1997) uses the same set of criteria for selecting control firms. He studies the effect of introducing a 
residual income based performance measure on firm performance. 
7 Because control firms in this case are selected from the first control group, the second control group is a subset 
of the first. 
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performance measure, viz. noise and distortion. Noise is typically measured, by researchers and 

practitioners alike, as the (timeseries) variance in the performance measure due to factors beyond the 

agent’s control (cf. Prendergast 2002, Coles et al., 2006). As noted by Baker (2002) and Courty and 

Marschke (2007),8 distortion has so far wrongly been measured by the correlation between the value 

of the performance measure and the ‘true’ measure of the firm’s objective (cf. Biddle et al., 1997; 

Stark and Thomas, 1998; Feltham et al., 2004). The higher this correlation is, the more likely the 

measure is deemed to be useful. 

The most likely determinants of the use of a performance measure are thus intimately related 

to the statistical measures that CM propose to detect the distortiveness of the measure. If selection is 

based on the pre-treatment values of the variance of the performance measure and/or the correlation of 

this measure with the firm’s objective, one would expect that the mean pre-treatment values of these 

statistics in the treatment group deviate from the mean levels over the same period in the firm 

population. In particular, if firms adopt performance measures that are highly correlated with the 

firm’s objective in period T=I, as the evidence will show, one would expect, based on regression to 

the mean, a lower association between the performance measure and company value in period T=II 

for firms in the treatment sample. Therefore, decreasing correlation and regression coefficients are not 

necessarily indicators of distortion, but may as well reflect (self-selection induced) regression to the 

mean. The DID approach based on the second control group enables a distinction between regression 

to the mean and distortion. 

 

 

3 RI based performance measures, EVA, and the firm’s objective function RTSR 

 

In this section we discuss the RI based performance measure EVA and our empirical measure of firm 

value, viz. relative total shareholder return (RTSR). 

 

3.1 Residual Income (RI) and Economic Value Added (EVA) 

 

Economists have long acknowledged that an appropriate measure of value creation for firms should 

be based on the difference between their earnings and the cost of capital (cf. Hamilton, 1777; 

Marshall, 1890; Biddle et al., 1997). In the twentieth century, various such concepts have been 

operationalized, including residual income (RI). Residual income is generally defined as net operating 
                                                 
8 See e.g. Baker (2002, p. 736): “Consider first the large literature in accounting that has attempted to measure 
the correlation between various accounting measures and stock price. One objective of this research has been to 
determine whether incentive contracts should be based on accounting measures. […] measuring the correlation 
between accounting numbers and stock price is measuring the wrong thing. The correct measure (which is 
unfortunately much harder to assess) is whether accounting profits move with managers' actions in the same 
way that stock prices do.” Zimmerman (1997) also criticizes the common practice of using a measure’s 
correlation with stock returns as critical consideration in selecting an appropriate performance measure. 
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profits after-tax (NOPAT) minus a charge for invested capital (where operating profits are profits 

before deducting the after-tax costs of interest expenses). This capital charge equals the firm’s 

weighted average cost of all debt and equity capital employed. Hence: 

 

 RI = NOPAT – WACC · Capital Employed     (3.1) 

 

Positive levels of RI thus reflect profits in excess of what is required by capital suppliers and implies 

value creation for the residual claimants of the company (i.e., the shareholders), whereas negative 

levels of RI are consistent with decreasing shareholder wealth. 

More recently, in the 1980s, Stern Stewart & Company has developed and successfully 

advertized a trademarked version of residual income, labelled economic value added (EVA). Stern 

Stewart claims to have improved the measure by adjusting its elements, such that ‘distortions’ − like 

e.g. recording R&D as expenses rather than as capital investments − in the accounting model of 

performance measurement are taken away (Stewart, 1991, Chapter 2). Following the notation in 

Biddle et al. (1997, p. 306), EVA is operationalized as: 

 

 EVA = NOPAT + AccAdjOp – WACC · [Capital Employed + AccAdjCa]  (3.2) 

 

Here AccAdjOp reflects the Stern Stewart adjustments to accounting measures of operating profits and 

AccAdjCa their adjustments to accounting measures of capital employed.9 Some of these adjustments 

are standard and others are discretionary.  

Because the main goal of a for-profit organization is to add value to the owners’ wealth in 

excess of their opportunity cost, EVA has bee promoted since the early 1990s as a key management 

tool. Many companies, such as Eli Lilly and Polaroid, started using EVA measures in their executive 

bonus schemes. Its popularity is indicated in Figure 1, which shows that the number of citations of 

EVA in the US business press grew exponentially in the mid 1990s. The LexisNexis database returns 

only two results in 1989 as compared to 132 in 1999. After the apogee of press citations in 1999, the 

number of press reports plunged. The later reports also seem to be much more critical in nature and 

some reports are concerned with scandals involving excessive bonuses. As we will discuss in Section 

4, most of the companies in our treatment group introduced EVA in the mid 90s; the mean (median) 

year of introduction is 1995 (1996). 

                                                 
9 Biddle et al (1997, p. 306) provide a large list of examples of such adjustments. Among others these include: 
the capitalization and amortization of research and development costs and of certain marketing costs, adding the 
change in bad debt allowances, adding the change in the LIFO reserve, adding (cumulative) goodwill 
amortization, and subtracting marketable securities and construction in progress. 
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Figure 1: Number of citation of “Economic Value Added” per annum in US press 1989-2006.  
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Stewart (1991) and Stern et al. (1995) posit that an EVA-based bonus plan should be based on 

incremental increases or the improvement in EVA, such that mere company size does not determine 

bonus levels. Remuneration committees use various methods to tie the executive compensation 

scheme to the improvement in EVA (ΔEVA). Some common practices are: (i) basing bonuses on the 

amount of excess EVA in a linear relationship, i.e. the nominal improvement of EVA from one year to 

the other, (ii) basing bonuses on the surplus realized above a minimum expected ΔEVA (of say 5 

percent), or (iii) dictating ranges of ΔEVA and tie specific bonuses to them. Furthermore, although 

against the recommendations of the Stern & Stewart Company, many companies use upper limits to 

restrict bonus levels (typically to a maximum percentage of base salary). Finally, the copyrighted EVA 

doctrine prescribes that if EVA is used for evaluating and rewarding management, it should be the 

only measure used (Stewart, 1991). Section 4 will indeed show evidence that this recommendation 

has been widely followed in our sample of firms. 

 In our empirical analysis we perforce apply our tests to the accounting based value of EVA, 

i.e. the RI measure defined in equation (3.1). Annual EVA data covering the Russell 3000 US public 

companies are available from 1990 to 2007.10 However, since most EVA adoptions took place in the 

mid nineties and our analysis requires sufficiently long timeseries of data both before and after the 

introduction of the performance measure, this dataset obtained from Stern Stewart and Company is 

not suitable. We recognize that the adjusted EVA in equation (3.2) may differ from the accounting 

based EVA calculation in equation (3.1). Biddle et al. (1997, p. 314) show that the correlation between 

the values of EVA based on the publicized numbers by Stern Stewart, i.e. only subject to standard 

adjustments, and the accounting based value of EVA amounts to 0.90. 

                                                 
10 EVA in this dataset differs from RI only by the standard adjustments developed by Stern Stewart. As noted by 
Biddle et al., Stern Stewart makes additional custom adjustments for their corporate clients, which are not 
available to the public.  
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 The three ingredients of accounting based EVA are NOPAT, WACC and Capital Employed. 

NOPAT is the operating profit which accrues to shareholders and debt holders and can be calculated 

in the following two ways: 

 

 NOPAT = Operating Profit · (1 – Tax Rate)     (3.3a) 

 NOPAT = Operating Profit - Taxes paid (received)    (3.3b) 

 

While in theory both approaches would logically yield the same result, in practice they are slightly 

distinct. For example, negative tax rates are not revealed in the Thompson WorldScope database that 

we use to calculate NOPAT, thus rendering the reimbursement of taxes impossible if using equation 

(3.3a) but not if using equation (3.3b). This study takes the average of the two. 

The weighted average cost of capital (WACC) is defined as:  

 

WACC = E/(E+D) · re + D/(E+D) · rd · (1 – T)     (3.4) 

 

The WACC essentially weighs the required return on equity re and the required interest rate on debt rd 

according to the relative weight of equity level E and debt level D in the financial structure of the 

company. Because debt interest payments are tax deductible, an adjustment for the tax rate T is 

enforced. The required rate of return on equity re can be determined using the capital asset pricing 

model: 

 

 re  =  rf + β · (rm –  rf)         (3.5) 

 

Here rf  refers to the risk free interest rate and rm to the market rate. The extent to which the risk free 

interest rate should be increased to (or above) the market rate for a given company to arrive at the 

required return on equity, is determined by this company’s market β.11  

A couple of problems arise when calculating the WACC using annual financial data. Most 

importantly, judgmental decisions guide, for instance, the length and periodicity of the periods 

included in the calculation of β. Second, the required interest rate by debt holders is underestimated in 

case a company has suspended interest payments for one reason or the other (e.g., it may have 

obtained a head start from debt providers) and overestimated if a company has accelerated interest 

payments. Furthermore, various legitimate choices are at hand for the levels of the risk-free rate and 

the risk spread (rm –  rf) that affect the calculated WACC levels. Altogether, equation (3.4) may lead to 

                                                 
11 β is an indirect proxy for the level of non-diversifiable risk incorporated in a company’s projects and directly 
captures the extent to which a company’s stock returns are affected by changes in macroeconomic conditions. 
The higher β, the higher is the required rate of return on equity. For a firm with a market β higher than 1 (below 
1), the total stock return will react more strongly (less strongly) than the market to macro-economic changes. 
The effect on a firm’s total stock return will be equal to the average firm in the market if β = 1. 
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calculated WACC levels as low as 2.9%, which undoubtedly is a vast underestimation, and as high as 

93.4%, which is exceptionally high to say the least.12 Acknowledging these problems, remuneration 

committees of virtually all companies select predetermined or ‘pre-calculated’ levels for their WACC. 

We follow their practice and adopt a flat WACC for all companies in our study of 8, 10, 12, 14, and 16 

percent, thereby covering the various WACC levels used by remuneration committees when 

determining EVA (and include the predetermined WACC levels in Stark and Thomas, 1998).13 14 

We proxy the amount of Capital Employed by the book value of the total assets employed by 

the company based on accounting data (WorldScope database). More precisely, average annual levels 

of the book value of total assets employed in year t are calculated by taking the average of the year 

end book value and the book value at the beginning of the year. 

 The calculated value of accounting based EVA follows from the calculated values of NOPAT, 

WACC and Capital Employed by using equation (3.1). We define the performance measure actually 

studied, ΔEVA = EVAt - EVAt-1. 

 

3.2 Relative Total Shareholder Return (RTSR) 

 

The most widely accepted goal of for-profit organizations is maximization of value creation (cf. 

Holström, 1979; Kaplan & Norton, 1996; Baker 1992). In general, value creation is measured in terms 

of shareholder value creation since shareholders are the residual claimants of the company. 

Shareholder value creation can be quantified either in dollar terms by means of Market Value Added 

(MVA), or in percentages by means of Total Shareholder Return (TSR). Both can be measured relative 

to a peer group of companies, or in absolute terms. We have selected Relative Total Shareholder 

Return (RTSR) as the relevant measure for the firms’ objective function. There are three reasons for 

doing so. 

First, contrary to MVA, (R)TSR includes dividend payments to shareholders and is therefore 

independent of whether, and to what extent, firms decide to pay out dividends. Second, absolute 

measures of value creation such as MVA are sensitive to differences in company size, whereas (R)TSR 

is not. Third, due to the inclusion of firms in the treatment group that have introduced ΔEVA in 

various years with possibly different economic market conditions, we use RTSR instead of TSR to 

control for these variations in economic conditions. The RTSR of firm j in year t (RTSRj,t) is obtained 

by normalizing the Total Shareholder Return of this firm in year t with the TSR of the S&P500 index 

in that year: 
                                                 
12 See e.g. the DEF14A statements of Lyondell, ADC Telecommunications and Whirlpool. 
13 We use a variety of flat WACC levels because the WACC level may influence the correlation between EVA 
and the firm’s objective in the case of varying levels of capital invested over time due to (de-)investments.  
14 The results shown in what follows have been obtained with a flat WACC level of 10%. The results are almost 
identical when using any other flat WACC level in the range 8-16 percent or when applying equations 3.4 and 
3.5 (where rf  is the 5 year federal rate, rd = rf +2, and the risk spread is 6.2%). These results are available upon 
request from the authors.  
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Here I denotes the stock index provided by the Thompson Datastream database and is calculated as 

the return on a company’s stock, including price changes, dividends payouts, the effects of stock 

splits, stock shares et cetera.15 Subscript m refers to the market, j to a firm and t is a year index. The 

latter refers to the fiscal year that includes the month in which the performance measure has been 

implemented in the (matched) treatment firm has been adopted as the year t0.16 

 

4 The treatment and control samples 

 

4.1 Firms in the treatment sample 

 

The sample of treated firms consists of 67 NYSE listed companies that have adopted ΔEVA to 

measure and reward (!) the performance of the company’s board, see the first column of Table A1. 

Three sources have been used to identify the population of publicly listed US companies that have 

adopted ΔEVA: (i) a list composed by Stern & Stewart as provided in their company report “The 

comparative stock market performance of Stern Stewart Clients”, (ii) the sample of treatment firms in 

Wallace (1997),17 and (iii) a search through the EDGAR database of the US Securities and Exchange 

Commission (SEC) using keywords “EVA” and “Economic Value Added”.18 The combined lists 

provide 149 companies that have adopted ΔEVA for performance measurement. An analysis of the 

individual proxy statements of these firms revealed that 74 of them have explicitly adopted ΔEVA as a 

basis for their board members’ remuneration. For seven of these companies crucial accounting or 

market data were lacking, such that a sample of 67 treatment firms resulted. The largest share of 

treatment firms is active in manufacturing (around 40%; see the SIC codes with the first digit equal to 

2 or 3 in Table A1).19  

                                                 
15 Stock indices are evaluated over periods of 1, 3, 5 and 7 months such that the influence of the day-by-day 
volatility of the stock market is smoothened. The results reported in Section 5 pertain to averages over three 
months, as this is in accordance with general practice (cf. Towers Perrin). Moreover, results appear to be robust 
to the choice of the number of months.  
16 Because accounting data are annual, they are based on fiscal years that differ between companies. More than 
half of the companies in our study end their fiscal years in December (57%). The second favorite month is June 
(18%), the rest is more or less equally distributed. 
17 Wallace (1997) focuses on residual income-based compensation plans. A company by company proxy 
statement assessment revealed whether or not the residual income measure implemented was EVA. 
18 EDGAR, the Electronic Data Gathering, Analysis, and Retrieval system, performs automated collection, 
validation, indexing, acceptance, and forwarding of submissions by companies and others who are required by 
law to file forms with the U.S. Securities and Exchange Commission (SEC).  
19 All major SIC division structures are represented, except for ‘Construction’ and ‘Public Administration’. 
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The year of first adopting ΔEVA into the board’s incentive plan is also retrieved from the 

proxy statements, see Table A1 in the Appendix and Figure 2 below. In most cases, the proxy 

statements explicitly mention the date of the decision and the date of implementation. For example: 

“In July 1996, the Committee approved modifications to the Executive Incentive Plan effective for the 

fiscal year beginning October 1, 1996.” (taken from Becton Dickinson & Co, DEF14A statement 

Fiscal Year 2007). Figure 2 shows that almost all companies that have adopted ΔEVA did so in the 

nineties, especially in the period 1994-1999.20 The mean year of implementation is 1995, the median 

year is 1996. 

 

Figure 2: Distribution of the first adoption of EVA over time 
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In addition, the proxy statements revealed that 73 percent of the companies in the treatment 

group use ΔEVA as the sole measure in the (short term) incentive plan, as is strongly recommended by 

Stern Stewart (Stewart, 1991).21 22 23  

 

4.2 Firms in the control sample 

 

Two control groups are used in our analysis, the second being a subset of the first. The composition of 

the second (smaller) control group is explained in the next subsection. The first and larger control 

sample is composed as follows. To each treatment firm we match a control company that has not used 
                                                 
20 One company, Coca Cola, adopted ΔEVA already in the early 1980s; two sampled companies adopted ΔEVA 
in 1989 and one in the year 2001, see Table A1 in the Appendix. 
21 Proxy statements mention the use of ΔEVA in short term and long term incentive plans. 94 [91] procent of the 
ΔEVA adopting companies use the measure [only] in their short term incentive plan (STI), whereas nine [six] 
percent use EVA (only) in their long term incentive plan (LTI), in which case ΔEVA then determines, for 
instance, the extent of participation in the company’s stock option plan.  
22 The results shown below do not control for the weight attached to ΔEVA. The analyses shown have also been 
performed on the subset of firms that use ΔEVA as the sole measure in the board’s incentive plan. The results 
are not any different and available from the authors upon request.  
23  For the 27% of the firms that did not use ΔEVA as their sole measure, “implementation of the measure 
ΔEVA” is defined as an increase of the weighting of ΔEVA to at least 10% (as stated in the remuneration 
committee’s report in the proxy statement), where ΔEVA should not have been used before. 
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an RI-based performance measure in both the period of ten years before (T=I) and after the treatment 

company has adopted ΔEVA (T=II). Matching takes place based on four digit SIC codes and company 

size. As in Wallace (1997) (see also Kleiman, 1999), firms are first matched on the four-digit SIC 

code. Next, the firm that is closest in size, as measured by sales volume in the year prior to the 

treatment firm’s adoption of ΔEVA (i.e. year t0−1), is selected as control. In some cases this matching 

procedure fails to allocate a suitable control firm, for instance due to an insufficient number of years 

of data available, large temporal disparities in the fiscal year ending, or large size differences.24 In 

these cases, matching takes place on three-digit SIC codes or, at a minimum, on two-digit SIC codes. 

The full list of matched control companies is shown in Table A1 in the Appendix.25  

 

4.3 Descriptive statistics before treatment 

 

Table 1 shows the descriptive statistics of the treatment and (the larger) control sample in terms of the 

mean values of ΔEVA and RTSR before the year t0 in which the treatment companies have adopted 

ΔEVA as a performance measure. The differences between the treatment and control firms in terms of 

RTSR are insignificant. The values of ΔEVA are (significantly) lower in the treatment group than in 

the control group. The table further shows that the usable sample of matched treatment and control 

pairs is far below 67 due to the unavailability of pre-treatment time series (mostly in the control 

sample). 

 

Table 1: Mean values before treatment of RTSR and ΔEVA in the treatment and control samples 

RTSR  ΔEVA # of 
years Treatm Control Paired t-test  Treatm Control Paired t-test 
 Mean Mean Diff n  Mean Mean Diff N 
k=1 -.037 -.089 n.s. 46  1.76 10.00 n.s. 56 
k=2 -.049 -.063 n.s. 52  1.40 5.73 n.s. 56 
k=3 -.069 -.062 n.s. 32  0.39 7.12 n.s. 42 
k=4 -.041 -.053 n.s. 28  -2.63 4.13 n.s. 38 
k=5 -.039 -.031 n.s. 32  -2.44 2.79 * 38 
k=6 -.039 -.036 n.s. 34  -1.75 4.35 * 38 
k=7 -.042 -.032 n.s. 37  -1.67 4.11 * 38 
k=8 -.044 -.031 n.s. 37  -3.17 2.88 ** 38 
k=9 -.041 -.030 n.s. 37  -3.02 2.96 ** 38 
k=10 -.041 -.033 n.s. 37  -2.26 1.87 ** 38 

 

The first column denotes the number of years k included in the calculation of the average values of 
RTSR and ΔEVA in period T=I (pre-treatment) and period T=II (post-treatment). The minimum 
number of available firm-year observations per firm is 1 in the first row, 2 in the second and third 
row and 3 in all other rows. Each row shows the significance of the difference of the average value 
of RTSR and ΔEVA in the treatment and control sample based on a double-sided paired t-test. 

                                                 
24 The longitudinal nature of the study disqualifies firms that enter and exit the stock market, go bankrupt, are 
taken over or split up in the period of the study. 
25 Two firms have been used twice as a control firm. Since this number is relatively low we treat these 
companies as independent observations in the analyses. 
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“n.s.” means that the difference is not significant. A significant difference at the 10% (5%) [1%] 
level is denoted by * (**) [***]. 

 
In order to further evaluate to what extent the treatment and control group differ before treatment with 

respect to the quantities discussed in Section 2, Table 2 below shows the average values across firms 

of the before treatment time-series correlation between ΔEVA and RTSR (Panel A), the average value 

of the time-series variance of ΔEVA (Panel B) and the covariance of ΔEVA and RTSR before treatment 

(Panel C). It further shows the results from three one-sided t-tests on a pairwise basis, making use of 

our matching into treatment-control pairs. The three tests evaluate whether the correlation between 

ΔEVA and RTSR before treatment is higher in the treatment sample than in the control sample (Panel 

A), the variance of ΔEVA is lower in the treatment sample than in the control sample (Panel B), and 

the covariance of ΔEVA and RTSR before treatment is higher in the treatment sample than in the 

control sample (Panel C).  

Table 2 paints a clear picture in line with the prediction that firms select performance 

measures based on the pre-treatment level of correlation between the performance measure and the 

firm’s objective. Moreover, the table shows that the before treatment time series variance of the 

performance measure is indeed lower, on average, for the firms in the treatment group than for the 

firms in the control group. These differences are insignificant though. The average level of the 

covariance between ΔEVA and RTSR is higher in the treatment than in the control group. This is in 

accordance with the higher mean correlation levels and the (insignificantly) lower variance of ΔEVA 

in the treatment sample. 
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Table 2: Mean values before treatment of Corr(ΔEVA,RTSR,), Var(ΔEVA), and 

Cov(ΔEVA,RTSR) in the matched treatment and control samples 

# of years Panel A: Corr(ΔEVA,RTSR) before treatment (T=I) 
 Treatment Control Paired t-test: Corr_tr > Corr_contr 
 Mean Mean Diff N 
K=5 0.29 -0.02 ** 33 
K=6 0.31 -0.08 *** 33 
K=7 0.32 -0.04 *** 33 
K=8 0.33 -0.04 *** 33 
K=9 0.31 -0.02 *** 33 
K=10 0.29 -0.03 *** 33 
# of years Panel B: Var(ΔEVA) before treatment (T=I) 
 Treatment Control Paired t-test: Var_tr < Var_contr  
 Mean Mean Diff N 
K=5 1704.83 2195.55 n.s. 33 
K=6 1706.89 2213.65 n.s. 33 
K=7 1524.92 2187.35 n.s. 33 
K=8 1557.48 2180.64 n.s. 33 
K=9 1520.55 2128.02 n.s. 33 
K=10 1505.32 2096.45 n.s. 33 
# of years Panel C: Cov(ΔEVA,RTSR) before treatment (T=I) 
 Treatment Control Paired t-test: Cov_tr > Cov_contr 
 Mean Mean Diff N 
K=5 2.13 0.72 * 33 
K=6 2.03 0.22 ** 33 
K=7 1.91 0.53 ** 33 
K=8 1.77 0.43 ** 33 
K=9 1.50 0.64 * 33 
K=10 1.50 0.57 * 33 

 

The first column denotes the number of years that has been included in the calculations of the 
average values in the table. Because the correlations, variances and covariances are based on time-
series per company, we use series of at least five years in which a minimum of three non-missing 
values is observed. Each row shows the significance of the difference of the average values of the 
correlation, variance and covariance in the respective panels in the treatment and control sample 
based on a one-sided paired t-test. The alternative hypothesis is that treatment firms have higher 
values of the correlation and the covariance and lower values of the variance, see Section 2. “n.s.” 
means that the difference is insignificant. A significant difference at the 10% (5%) [1%] level is 
denoted by * (**) [***]. 

 

Table 3 shows the results from a probit analysis that studies the drivers of selection into the treatment 

sample in a multivariate context. The dependent variable is a dummy variable equal to one for 

treatment firms and equal to zero for control firms. As potential determinants are included the pre-

treatment values of RTSR,  ΔEVA, the time-series correlation between ΔEVA and RTSR, the time-

series variance of ΔEVA and the time-series variance of RTSR. The latter is included such that all the 

ingredients of the covariance of ΔEVA and RTSR are considered as potential determinants. Please note 

that the detection of distortion does not require that the treatment and control sample are similar with 
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respect to all other possible dimensions.26 The potential determinants considered here are exactly the 

ones that may bias the results from the empirical CM tests, see Section 2. 

 

Table 3: Determinants of selection into the treatment sample 

Dependent variable = 1 for treatment firms and 0 for control firms 

Variable Coefficient Standard error 
ΔEVAt0−1 -0.00315 0.00375 
RTSRt0-1  0.90096 0.75310 
Var(ΔEVA) -0.00004 0.00004 
Var(RTSR) -6.05837 5.13541 
Corr(ΔEVA,RTSR) 0.75294** 0.32900 
Constant 0.38116 0.26973 
 
Obs. 83 
Log pseudolikelihood -52.19 
Wald χ2 (5) 8.74 
Prob > χ2 0.12 
Pseudo R2 0.088 

 

The t0−1 values of the independent variables RTSR and ΔEVA are included, whereas Var(RTSR), 
Var(ΔEVA) and Corr(ΔEVA,RTSR) are based on the ten years time series t0−1 to t0−10. We have 
performed the same analysis with shorter time series and upon the inclusion of more lags of 
RTSR and ΔEVA and found qualitatively the same results. The statistical significance of the 
coefficients is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) [***] 
respectively. Robust standard errors are calculated. 

 

The only observed significant determinant of selection into the treatment sample (given a control 

sample that is similar in terms of industry activity and company size) is the correlation between ΔEVA 

and RTSR, whereas var(ΔEVA) or the level of ΔEVA play no significant role. The higher is the pre-

treatment correlation between the performance measure and the company’s (presumed) objective 

function, the more likely the performance measure is used for measurement and reward purposes. 

This observation indirectly supports the claims by Baker (2002) and Courty and Marschke (2007) that 

distortion has so far wrongly been measured by the correlation between the value of the performance 

measure and the ‘true’ measure of the firm’s objective. Table 3 shows that this has not only been the 

case in empirical research, but also in corporate practice. 

 The above analysis reveals that self-selection into treatment is strongly related to the 

measures of association that forms the core of the CM tests of distortion (cf. Section 2); The pre-

treatment values of the relevant statistical associations are significantly higher in the treatment group 

than in the general population of firms. As discussed in Section 2 one could therefore expect 

regression to the mean, i.e., a decrease in the relevant associations in period T=II vis-à-vis period T=I. 

                                                 
26 Lovata and Costigan (2002) study some of the characteristics of firms that adopted EVA as a performance 
measure in their compensation plans. They find that firms with a lower R&D/sales ratio, less insider ownership, 
and a higher percentage of shares owned by institutional investors are more likely to adopt EVA. Unlike we do, 
they do not incorporate the observed characteristics of ΔEVA in their empirical analysis. 
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Put differently, decreasing correlation and regression coefficients may not necessarily indicate 

distortion, but may alternatively point at regression to the mean. 

We therefore compose a second control group (taken from the list of firms in the right hand 

part of Table A1 in the Appendix), that is matched pairwise to the treatment group on the sole basis of 

the pre-treatment value of the correlation between ΔEVA and RTSR..27 The algorithm used is that each 

pair should consist of a treatment and a control firm whose pre-treatment levels of correlation between 

ΔEVA and RTSR. do not differ by more than 0.1 in absolute terms and (for low values) by not more 

than a factor of 1.5. The resulting sample size reduces to 32 pairs because, given the different 

distributions of the correlation between ΔEVA and RTSR in the two initial samples, not all firms can 

be matched. In particular, a number of observations with very high correlations in the treatment group 

cannot be included. The same holds for some observations with a very low correlation in the control 

group.28 

Matching takes place using the pre-treatment levels of the correlations measured over the 

period t0−10 to t0−1. The correlations based on this time span are very similar to the ones based on the 

periods starting in t0−9 to t0−7. The correlation between these correlations ranges from 0.98 to 0.94. 

However, time series correlations based on shorter time spans have a lower correlation with those 

based on the full time span of t0−10 to t0−1 (0.89 and 0.83 for the periods starting in t0−6 and t0−5, 

respectively). Therefore, the subsequent analyses are only based on pre- and post-measurement 

periods ranging from seven to ten years. Tables A2 and A3 in the Appendix show the pre-

measurement values for the new sample of matched pairs. (These tables are comparable to Tables 1 

and 2.) Differences between the treatment and the second control group appear to be negligible. 

In the next section we present the results of the empirical CM tests based on a comparison of 

the second set of treatment and control firm pairs. Tables A4 to A8 in the Appendix show the 

comparable results for the pairwise comparison between the treatment and control group where 

pairing is based on company sizes and SIC codes (i.e. the first control group). 

 

 

5 Results 

 

In this section we first test for the presence of distortions in ΔEVA, using the main components (D.1) 

through (D.3) of these tests (see Section 2). We then assess whether there is other evidence for agents 

responding to incentives, based on the remaining components (I.1) and (I.2). 

 

                                                 
27 Exact propensity score matching is unnecessary here because matching is based on one explanatory variable 
only. 
28 The usable sample size hardly decreases as compared to the sample sizes reported in Table 2. The 
observations that are deleted happen to be the ones that pertain to incomplete data series. 
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5.1 Evidence of distortions and gaming 

 

A first test of distortion is whether the slope coefficient from regressing RTSR on (the accounting 

based measure of) ΔEVA decreases upon activation of ΔEVA as performance measure in the board’s 

compensation plan. For that purpose we run regressions with RTSR as dependent variable and include 

as regressors (besides a constant): ΔEVA, an activation dummy ACT, which equals 1 if the company-

year observation pertains to a year in which ΔEVA has been activated for rewarding the board in the 

(matched) treatment firm and 0 otherwise, and the multiplication ΔEVA_ACT of these two. The 

coefficient pertaining to this last interaction term is the one of interest, with a significant negative 

coefficient indicating the presence of distortions in ΔEVA. The first column in Table 4 shows the 

estimated values of this coefficient for the treatment group and the second column the one for the 

control group. Several different estimates are reported, based on both fixed effects (FE) and random 

effects (RE-GLS) and on different lengths of the pre-treatment and post treatment periods ranging 

from seven to ten years (see the different rows). The two columns paint a consistent picture. In the 

treatment group the interaction term is always significantly negative whereas in the control group it is 

always insignificantly positive. 

To verify whether the coefficient of the interaction term significantly differs between the 

treatment and the control group we estimate pooled regressions using the observations from the 

treatment and control group together. As additional regressors we include a dummy variable TREAT, 

equal to one for firms in the treatment group and 0 for those in the control group, and interaction 

terms of TREAT and all other regressors. Here, the coefficient of interest is the one pertaining to the 

three way interaction term ΔEVA_ACT_TREAT and is reported in the third column of Table 4. Again, 

the result is consistent with ΔEVA being a distortionary performance measure: all estimates are 

significantly negative. In other words, the running down of ΔEVA in the treatment group after 

adopting this measure into the board’s compensation plan follows a steeper path than in the control 

group over the same period. 

Although the pooled regressions compare the treatment firms with the control firms, they do 

not do so on a pairwise basis. The fourth column therefore reports the aggregate results from a more 

careful difference-in-differences comparison based on matched pairs. First, the same pooled 

regressions as in the third column are estimated, but now for each pair separately. This results in a 

series of estimates γi for the three-way interaction term ΔEVA_ACT_TREAT, with subscript i indexing 

matched pairs. In a second step these estimates are weighted by wi such that one average estimate γ = 

Σi wiγi results. Following e.g. Cramer (1973) and Leuven and Oosterbeek (2006), the weights wi are 

chosen to minimize the variance of the overall estimate γ.29 The resulting estimate γ is reported in the 

                                                 
29 In particular, the weights are equal to: 
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fourth column of Table 4, together with the results from a (one-sided) t-test testing whether γ < 0. 

This more careful comparison leads to the same conclusion as before. The slope coefficient of 

regressing RTSR on ΔEVA decreases to a larger extent for the treatment firms than for the control 

firms. This provides evidence for the degradation of ΔEVA and thus for the distortion of this 

performance measure. Table A4 in the Appendix shows comparable results when the other control 

group is used, where matching is based on company size and SIC codes. 

 

Table 4: Testing for the degradation of the regression slope coefficient (test (D.1)) 

Dependent variable = k years RSTR before and after activation 
 Treatment group Control group Pooled regression Diff-in-diff 

 Coeff Δb |t-val| Coeff. Δb |t-val| Coeff Δ2b |t-val| Coeff Δ2b |t-val| 
FE, k=7 -.001396** 2.05 .000222 0.45 -.001682* 1.91 -.0000623** 2.41 
RE, k=7 -.001290** 2.03 .000330 0.70 -.001578** 1.98 -.000046** 1.73 
FE, k=8 -.001263** 1.97 .000340 0.72 -.001603** 2.00 -.0000664** 2.21 
RE, k=8 -.001190** 1.96 .000347 0.77 -.001495** 1.96 -.0000545** 2.00 
FE, k=9 -.001351** 2.25 .000257 0.57 -.001606** 2.13 -.0000642** 2.22 
RE, k=9 -.001155** 2.03 .000204 0.47 -.001333* 1.85 -.0000533** 2.03 
FE, k=10 -.001394** 2.45 .000158 0.37 -.002961** 2.16 -.0000514** 1.84 
RE, k=10 -.001195** 2.19 .000130 0.31 -.001309* 1.90 -.0000436* 1.63 
# firms 32 32 64 64 

 

Δb refers to the two-way interaction ΔEVA_ACT in the regressions for the treatment and control group 
separately, Δ2b refers to the three-way interaction ΔEVA_ACT_TREAT in the pooled regressions. Statistical 
significance is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) [***] respectively. The number 
of stars is sometimes larger than expected based on the t-value due to small sample corrections. 
 

The second test of distortion looks at how the correlation between ΔEVA and RTSR changes upon the 

introduction of ΔEVA in the board’s remuneration function (see (D.2) in Section 2). Table 5 reports 

the correlation levels between ΔEVA and RTSR for the treatment and control group separately, both 

before and after activation of the performance measure. This table also reports the difference between 

the correlations after and before treatment  (i.e. ΔCorr) and the difference-in-differences between the 

treatment and the control group (i.e. Δ2Corr). Table A5 in the Appendix shows the results for the 

treatment and control pairs, where matching is based on firm size and SIC codes.  
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Table 5: Testing for the degradation of the correlation coefficient (test (D.2)) 

Corr(ΔEVA,RTSR) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔCorr  T=I T=II ΔCorr  Δ2Corr 

k=7  .302 -.039 -.341***  .240 .150 -.090  -.251** 
k=8  .270 .013 -.257**  .230 .123 -.107  -.149* 
k=9  .251 -.032 -.284***  .252 .150 -.102  -.181** 
k=10  .229 -.019 -.248**  .245 .113 -.132*  -.117 
# firms    32    32  64 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) [***] 
respectively. Significance levels are based on a one-sided paired t-test conform the expectation that the 
correlations are decreasing and more so for the treatment firms than the control firms, see Section 2. 
 

The results shown in Table 5 (and A5) are supportive of the distortion of the performance measure 

ΔEVA and thus consistent with Table 4. The correlation between ΔEVA and RTSR decreases 

significantly in the treatment group, but not in the matched control group. The differences in 

differences as reported in the final column are large and (marginally) significant. A comparison of 

Tables 5 and A5 reveals that part of the decrease in the correlation in Table A5 is evidence of 

regression to the mean, as the differences are slightly smaller in Table 5. However, Table 5 as such 

clearly supports the distortion of ΔEVA. 

As discussed in Section 2 distortion can be of two different kinds. First, the performance 

measure may induce the agent to supply (more) productive effort but in the wrong quantities, because 

effort is imperfectly valued at the margin. Second, the agent may be motivated to undertake actions 

that increase the value of the performance measure, but are detrimental to firm value (gaming). To 

identify whether the distortions are partly of the second kind, the changes in the covariance between 

ΔEVA and RTSR upon activation of the performance measure for reward purposes (cf. test (D.3) in 

Section 2) are calculated. Table 6 (and A6) shows the results.  

 

Table 6: Testing for the degradation of the covariance (test (D.3)) 

Cov(ΔEVA,RTSR) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔCov  T=I T=II ΔCov  Δ2Cov 

k=7  1.337 -.866 -2.203*  1.017 2.222 1.205  -3.408** 
k=8  1.254 -.142 -1.396  .910 2.828 1.919#  -3.315** 
k=9  .949 -.545 -1.495*  1.224 2.916 1.692#  -3.186** 
k=10  .897 -.574 -1.471*  1.111 2.624 1.514#  -2.985** 
# firms    32    32  64 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) 
[***] respectively. Significance levels are based on a one-sided paired t-test conform the expectation that 
the covariances are decreasing and more so for the treatment firms than the control firms, see Section 2. 
Significant differences opposite to the expected direction are denoted by #  (# #) [# # #]. 
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The results in Table 6 display a clear pattern in support of gaming: the covariances in the treatment 

group decrease marginally significantly (third column) and these decreases are significantly larger 

than those in the control group (final column). Table A6 in the Appendix shows qualitatively similar 

but less significant results. One caveat applies here, which renders the result in support of gaming 

somewhat suggestive. Using a decrease in the covariance to detect gaming assumes that overall 

incentives are not weakened over time, see the formal description of CM test (D.3) in Section 2. 

Although there is some evidence that this has been the case in general for the time period we are 

studying (cf. Hall and Liebman, 1998), we are unable to test this assumption for the specific sample of 

firms considered.  

All in all, we conclude that the performance measure ΔEVA is distortionary. We find some 

suggestive evidence that part of this distortion is due to gaming by board members. 

 

5.2 Evidence of responses to incentives 

 

Another intuitive prediction Courty and Marschke derive is that the activation of a performance 

measure in an agent’s compensation plan leads to increased average levels and variances of the 

performance measure; see predictions (I.1) and (I.2) in Section 2. The driving force is that agents 

respond to the newly provided incentives (and as with (D.3) the assumption is made that incentives 

are not weakened over time). Tables 7 and 8 show the results. (Tables A7 and A8 in the Appendix 

display the results when the other control group is used.) 

 

 Table 7: Testing for the increase in average performance (test (I.1)) 

E(ΔEVA) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔE  T=I T=II ΔE  Δ2E 

k=7  1.35 -1.75 -3.10  5.36 -.59 -5.94  2.84 
k=8  1.37 -.35 -1.72  3.37 .03 -3.34  1.61 
k=9  .96 .40 -.56  3.28 .46 -2.83  2.27 
k=10  1.16 1.45 -.28  2.00 .21 -1.79  2.07 
# firms    32    32  64 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) 
[***] respectively. Significance levels are based on a one-sided paired t-test conform the expectation that 
the expected (i.e. mean) values are increasing and more so for the treatment firms than the control firms, 
see Section 2.  
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Table 8: Testing for the increase in the variance of performance (test (I.2)) 

Var(ΔEVA) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔVar  T=I T=II ΔVar  Δ2Var 

k=7  1202 1974 772*  2356 3544 1188  -416 
k=8  1142 1907 765*  2349 3604 1256  -490 
k=9  1087 1959 872*  2313 3475 1162  -290 
k=10  1075 1922 847*  2279 3597 1318  -470 
# firms    32    32  64 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) 
[***] respectively. Significance levels are based on a one-sided paired t-test conform the expectation that 
the variances are increasing and more so for the treatment firms than the control firms, see Section 2.  

 

The third column in Table 7 reveals that (the average of the) mean value of ΔEVA over the various 

numbers of years after adoption of ΔEVA is not significantly higher than before. Contrary to 

expectations, the sign is even negative in all rows. However, the result pertaining to the control group 

shows that economic circumstances have probably worsened. The final column shows that the 

decrease in the mean value of ΔEVA is consistently larger for the control group than for the treatment 

group. This DID comparison supports prediction (I.1) of the empirical CM test, although the positive 

differences are not statistically significant, probably due to the small sample size. The results show the 

importance of using a control group to correct for (changes in) economic circumstances. 

 Somewhat ambiguous results are obtained for changes in the variance over time. Table 8 

shows that the variance of ΔEVA increases (marginally) significantly over time in the treatment group, 

but not so in the control group. This suggests that activation ΔEVA in the board’s remuneration 

package indeed leads to a larger variance in measured performance. In absolute terms the increase in 

the variance is larger in the control group, however, such that a DID comparison leads to insignificant 

results of the wrong sign. Table A8 in the Appendix reveals that when the other control group is used, 

the DID comparisons have the expected positive signs (but remain insignificant). 

 Overall, we find some additional, but weak evidence that agents indeed respond to incentives. 

Average performance and its variance are likely to increase upon activation of ΔEVA. 
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6. Discussion and conclusion 

 

Accounting research has traditionally assessed the quality of performance measures based on the 

association between the measured value of the performance measure and some indicator of the firm’s 

objective function. Residual income based performance measures − and EVA in particular − have been 

subject to such evaluations, leading to mixed results (e.g. Bacidore et al, 1997; Biddle et al., 1997, 

1999; Chen and Dodd, 1997; Feltham et al, 2004; Ismail, 2006; Kyriaris and Anastassis, 2007; 

O’Byrne, 1996, 1997; Stark and Thomas, 1998; Wallace 1997). More recently, however, it has been 

shown theoretically that this association is not a relevant criterion to consider for measuring the 

quality of a performance measure. In particular, Baker (2002) argues that it is not the association 

between the levels of the performance measure and the company’s objective function that matters, but 

rather the association between the marginal effects of effort on these two metrics. Unfortunately, the 

association between these margins as a (inverse) measure of the distortiveness of a performance 

measure is much harder to assess in practice. 

 In an important recent contribution Courty and Marschke (2007; CM) have been able to 

develop a suitable empirical test to detect the presence of distortion in performance measures. 

Basically this test verifies whether the performance measure ‘degrades’ upon introducing it into the 

performance contract. This happens to be the case when the statistical association between the 

performance measure and the firm’s objective decreases. The original CM test does not control for 

self-selection and changes in economic circumstances over time, which is also not required in their 

particular empirical application. But in more general applications, for instance when assessing the 

distortion in performance measures that are selected by companies to evaluate and remunerate their 

board members, one should take selection and timing into account. From a theoretical perspective the 

most probable drivers of the decision to use a performance measure are related to the association of 

this measure with the company’s objective and/or the variance of the measure. This follows because 

these quantities are typically viewed as being indicators of distortion and noise, respectively. As a 

result, the most likely drivers of the adoption of a performance measure are closely related to the 

statistical measures that CM propose to detect distortion. If these drivers are indeed observed in 

practice, taking account of self-selection is required to obtain unbiased tests of distortion in 

performance measures. 

 In this paper we apply the CM test to the performance measure EVA, a Residual Income based 

performance measure widely used in corporate practice. We adapt the test to cope with self-selection 

and timing decisions. In particular, we employ a difference-in-differences approach, where the control 

group consists of a matched sample of suitably selected firms. By comparing the changes in test 

outcomes before and after adopting the performance measure (by treatment firms) across the 

treatment and control groups we account for timing issues. 
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Overall, our test results indicate that EVA is a distortionary performance measure. Both the 

slope coefficient of regressing RTSR on ΔEVA and the correlation coefficient between these two 

quantities decrease to a larger extent in the treatment group than in the control group. Our finding that 

the covariance between RTSR and ΔEVA decreases to a significantly larger extent for the treatment 

firms, supports gaming. This suggests that the distortions detected are partly due to gaming. Our 

results are less conclusive here, however, because the covariance test requires that overall incentives 

have not weakened over time, on which we have no hard data. 

Given the theoretical results of Rogerson (1997) and Reichelstein (1997, 2000) that, under 

certain assumptions, rewarding managers on the basis of a residual income based performance 

measure like EVA will give them correct investment incentives,30 our empirical finding that EVA is a 

distortionary performance measure that can be gamed is (perhaps) somewhat surprising. It 

immediately raises the question what kind of decisions and/or activities board members can undertake 

that are consistent with maximizing the value of EVA, but are misaligned with shareholder value 

creation. Existing research is of little help in clearly identifying such distortionary actions, but does 

provide some tentative indications. Using a matched pair approach, Wallace (1997) compares the 

behavior of managers in firms that introduce residual income-based performance rewards like EVA to 

firms that use more traditional earnings-based performance rewards. He finds (among other things) 

that relative to non-adopters, EVA adopters dispose of more assets and decrease their new 

investments. As noted by Wallace (1997, p. 287), it is difficult to establish whether the observed 

reduction in net investments is value-increasing; it may well be the case that due to the EVA-based 

rewards managers actually under-invest in projects that render a positive Net Present Value (NPV). 

Similar remarks apply to the two other main findings of Wallace, viz. managers who are rewarded on 

the basis of EVA increase their share repurchases and dividend payouts and use their assets more 

intensely. Misalignment with value creation might be the result if dividend payment and share 

repurchase levels are increased beyond the optimal amount, or if assets are used too intensively. This 

could be the underlying cause of the distortionary behavior induced by EVA-based rewards that our 

study reveals. 

The other potential causes of the distortiveness of EVA relate to ‘short termism’. Because 

EVA is a single period performance measure it has the potential drawback that it induces managers to 

take improper account of the long-term (Bromwich and Walker, 1998). The Stern Stewart EVA 
                                                 
30 The intuition behind the theoretical optimality of rewarding managers on the basis of residual income is that, 
by choosing an appropriate depreciation schedule, investment costs can be spread out over the investment’s life 
time exactly proportional to the benefits. Residual income then reflects the value created by the manager at any 
given point in time, providing her with the same (optimal) incentive to invest in every period. The Rogerson 
(1997) and Reichelstein (1997) models focus on investment incentives and effectively ignore the moral hazard 
problem, i.e. managers need not be induced to take appropriate effort. (Bromwich and Walker (1998, p. 412ff.) 
provide an insightful discussion of the properties of EVA like reward systems these two models do not explore.) 
Reichelstein (2000) extends the earlier models with an effort dimension and shows that the agency costs of 
inducing both efficient investment and efficient effort are lower for residual income than for performance 
measures based on realized cash flows only (i.e. that do not incorporate a capital charge). 
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approach tries to address the various problems that this may lead to in three different ways (cf. 

O’Hanlon and Peasnell, 1998): (i) by making adjustments to the accounting based elements of 

Residual Income (cf. equation (3.2)), (ii) by using non-zero EVA benchmarks in performance 

evaluation and (iii) by separating the award and payment of bonuses. Concerning the first, one 

important purpose of the adjustments is to discourage earnings management, i.e. to limit the 

opportunities managers have to allocate EVA across different periods. But as O’Hanlon and Peasnell 

(1998, p. 432) argue, it is unclear whether the adjustments made will solve this gaming problem.31 

More generally they note that, even after all adjustments are made, a positive (negative) level of EVA 

not necessarily indicates value creation (destruction). This necessitates the second adaptation of using 

a non-zero EVA benchmark, which in turn leads to the difficult issue of how this benchmark is set. If 

set inappropriately, dysfunctional behavior may be induced. 

The third element of using a ‘bonus bank’ entails that bonuses are not immediately paid out in 

cash, but smoothed out over a period of three years. The main reason for doing so is again to avoid 

potentially dysfunctional short-term behavior of managers − like engaging in EVA accelerating 

activities − which may be induced even after all the recommended adjustments to EVA have been 

made. Although the bonus bank scheme is likely to reduce the worst of such ‘short termism’ effects, it 

may not eliminate all dysfunctional effects (cf. Otley, 1999, p. 373). In particular, managers with 

short-term horizons may have an incentive to avoid negative EVA projects even if these projects are 

profitable in the long run (cf. Brickley et al, 2004). 

Although suggestive, in the absence of conclusive empirical data the above discussion of 

potentially distortionary actions is mere speculation. Therefore, more research is required to identify 

exactly what ingredient of EVA causes the distortiveness of this measure that is widely used as a basis 

for performance pay of managing board members. Nevertheless and in the mean time, our empirical 

results indicate that the incentives provided by the performance measure EVA are suboptimal. 

                                                 
31 As Zimmerman (1997, p. 107) notes, the adjustments themselves may also induce gaming. One example he 
provides concerns the reliance of EVA on managers’ estimates of bad debt expenses. By underestimating these 
expenses, managers can overstate their performance and thereby boost their bonuses. Other examples include 
delaying inventory writedowns or using long lives for estimating depreciation schedules. 
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Appendix Table A1 Companies in the treatment and control group  
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Table A2: Mean values before treatment of RTSR and ΔEVA in the treatment and the 

second matched control sample (based on Corr(ΔEVA,RTSR) 

RTSR  ΔEVA # of 
years Treatm Control Paired t-test  Treatm Control Paired t-test 
 Mean Mean Diff N  Mean Mean Diff n 
k=7 -0.050 -0.022 n.s. 31  -1.340 5.226 * 30 
k=8 -0.052 -0.019 n.s. 31  -1.316 3.165 n.s. 30 
k=9 -0.046 -0.021 n.s. 31  -1.753 3.192 n.s. 30 
k=10 -0.047 -0.022 n.s. 31  -1.540 1.861 n.s. 30 

 

The first column denotes the number of years k that has been included in the calculation of the 
average values of RTSR and ΔEVA in period T=I (pre-treatment) and period T=II (post-treatment). 
The minimum number of available firm-year observations per firm is 3 in all rows. Each row 
shows the significance of the difference of the average value of RTSR and ΔEVA in the treatment 
and control sample based on a double-sided paired t-test. “n.s.” means that the difference is not 
significant. A significant difference at the 10% (5%) [1%] level is denoted by * (**) [***]. 

 

 

Table A3: Mean values before treatment of Corr(ΔEVA,RTSR,), Var(ΔEVA), and Cov(ΔEVA,RTSR) 

in the second matched treatment and control samples (based on Corr(ΔEVA,RTSR,)) 

# of years Panel A: Corr(ΔEVA,RTSR) before treatment (T=I) 
 Treatment Control Paired t-test: Corr_tr > Corr_contr 
 Mean Mean Diff n 
K=7 0.30 0.24 n.s. 32 
K=8 0.27 0.23 n.s. 32 
K=9 0.25 0.25 n.s. 32 
K=10 0.23 0.24 n.s. 32 
# of years Panel B: Var(ΔEVA) before treatment (T=I) 
 Treatment Control Paired t-test: Var_tr < Var_contr  
 Mean Mean Diff n 
K=7 1201.61 2356.09 n.s. 32 
K=8 1141.92 2348.74 n.s. 32 
K=9 1086.85 2313.08 * 32 
K=10 1074.53 2279.40 * 32 
# of years Panel C: Cov(ΔEVA,RTSR) before treatment (T=I) 
 Treatment Control Paired t-test: Cov_tr > Cov_contr 
 Mean Mean Diff n 
K=7 1.34 1.01 n.s. 32 
K=8 1.25 0.91 n.s. 32 
K=9 0.95 1.22 n.s. 32 
K=10 0.90 1.11 n.s. 32 

 

The first column denotes the number of years that has been included in the calculations of the 
average values in the table. Each row shows the significance of the difference of the average 
values of the correlation, variance and covariance in the respective panels in the treatment and 
control sample based on a one-sided paired t-test. Here the alternative hypothesis is that treatment 
firms have higher values of the correlation and the covariance, and lower values of the variance, 
see Section 2. “n.s.” means that the difference is insignificant. A significant difference at the 10% 
(5%) [1%] level is denoted by * (**) [***]. 
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Table A4: Testing for the degradation of the regression slope coefficient (test (D.1)); matching based 

on company size and SIC codes 

Dependent variable = k years RSTR before and after activation 
 Treatment group Control group Pooled regression Diff-in-diff 

 Coeff Δb |t-val| Coeff. Δb |t-val| Coeff Δ2b |t-val| Coeff Δ2b |t-val| 
FE, k=7 -.000982* 1.92 .000408 0.83 -.001391** 1.96 .0000040 0.12 
RE, k=7 -.000934* 1.92 .000485 1.02 -.001412** 2.08 .0000289 0.10 
FE, k=8 -.000827* 1.73 .000500 1.09 -.001328** 2.00 -.0000076 0.25 
RE, k=8 -.000776* 1.69 .000485 1.08 -.001250* 1.94 -.0000083 0.33 
FE, k=9 -.000866* 1.94 .000445 1.02 -.001303** 2.09 .0000080 0.26 
RE, k=9 -.000866* 1.92 .000421 0.98 -.001232** 2.03 .0000029 0.12 
FE, k=10 -.000818* 1.93 .021693 0.71 -.001109* 1.87 .0000051 0.18 
RE, k=10 -.000819** 2.00 .000275 0.68 -.001085* 1.88 .0000021 0.08 
# firms 66 66 132 132 

 

Δb refers to the two-way interaction ΔEVA_ACT in the regressions for the treatment and control group 
separately, Δ2b refers to the three-way interaction ΔEVA_ACT_TREAT in the pooled regressions. Statistical 
significance is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) [***] respectively. The number 
of stars is sometimes larger than expected based on the t-value due to small sample corrections. 
 

 

Table A5: Testing for the degradation of the correlation coefficient (test (D.2)); matching based on 

company size and SIC codes 

Corr(ΔEVA,RTSR) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔCorr  T=I T=II ΔCorr  Δ2Corr 

k=7  .323 .140 -.184**  .028 .039 .011  -.231* 
k=8  .310 .152 -.158**  .023 .043 .020  -.229* 
k=9  .295 .135 -.161**  .063 .063 -.001  -.205* 
k=10  .282 .155 -.127*  .059 .032 -.026  -.190* 
# firms    50    41  33 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) 
[***] respectively. Significance levels are based on a one-sided paired t-test conform the expectation that 
the correlations are decreasing and more so for the treatment firms than the control firms, see Section 2. 
Since the numbers in columns 1-3 and 4-6 are based on larger sample sizes than the matched comparison in 
column 7, the difference in column 7 cannot be derived from the numbers in columns 1-6. 
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Table A6: Testing for the degradation of the covariance (test (D.3)); matching based on company size 

and SIC codes 

Cov(ΔEVA,RTSR) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔCov  T=I T=II ΔCov  Δ2Cov 

k=7  1.759 1.632 -.126  -.043 1.509 1.552#  -.104 
k=8  1.600 1.758 .158  -.126 2.049 2.175# #  -.698 
k=9  1.386 1.513 .126  .107 2.135 2.028# #  -.676 
k=10  1.332 2.101 .769  .032 1.785 1.753#  -.471 
# firms    50    41  33 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) [***] 
respectively. Significance levels are based on a one-sided paired t-test conform the expectation that the 
covariances are decreasing and more so for the treatment firms than the control firms, see Section 2. Significant 
differences opposite to the expected direction are denoted by #  (# #) [# # #]. Since the numbers in columns 1-3 and 
4-6 are based on larger sample sizes than the matched comparison in column 7, the difference in column 7 
cannot be derived from the numbers in columns 1-6. 
 

Table A7: Testing for the increase in average performance (test (I.1)); matching based on company 

size and SIC codes 

E(ΔEVA) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔE  T=I T=II ΔE  Δ2E 

k=7  1.32 -1.31 -2.63  3.85 -.03 -3.88#  2.31 
k=8  .53 -.05 -.58  2.78 -.07 -2.85  3.09 
k=9  .57 1.19 .62  2.70 .73 -1.97  3.65 
k=10  .98 2.34 1.36  1.98 .67 -1.31  2.98 
# firms    62    ??  ?? 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) 
[***] respectively. Significance levels are based on a one-sided paired t-test conform the expectation that 
the expected (i.e. mean) values are increasing and more so for the treatment firms than the control firms, 
see Section 2. Significant differences opposite to the expected direction are denoted by #  (# #) [# # #]. Since 
the numbers in columns 1-3 and 4-6 are based on larger sample sizes than the matched comparison in 
column 7, the difference in column 7 cannot be derived from the numbers in columns 1-6. 

 

Table A8: Testing for the increase in the variance of performance (test (I.2)); matching based on 

company size and SIC codes 

Var(ΔEVA) Treatment  Control  DID 
  1 2 3 (=2-1)  4 5 6 (=5-4)  7 (=3-6) 
  T=I T=II ΔVar  T=I T=II ΔVar  Δ2Var 

k=7  1279 2595 1315**  2400 2866 467  848 
k=8  1252 2364 1113***  2394 2955 561  594 
k=9  1205 2585 1380***  2367 2876 509  1071 
k=10  1168 2683 1514***  2340 2963 623  1003 
# firms    50    42  33 

 

Statistical significance of differences is denoted by stars: the 10% (5%) [1%] levels are indicated * (**) 
[***] respectively. Significance levels are based on a one-sided paired t-test conform the expectation that 
the variances are increasing and more so for the treatment firms than the control firms, see Section 2. Since 
the numbers in columns 1-3 and 4-6 are based on larger sample sizes than the matched comparison in 
column 7, the difference in column 7 cannot be derived from the numbers in columns 1-6. 

 


