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1 Introduction

The ‘forward premium puzzle’ (FPP) is the subject of a large theoretical and empirical literature. It was first described by Fama (1984), who regressed the monthly return on exchange rates on the one month forward premium. According the uncovered interest parity (UIP) condition the coefficient on the forward premium in such regressions should be unity. However, Fama (1984) reported that the estimated slope coefficient is negative instead. Successive studies confirmed this puzzle for a large number of different exchange rates and time periods (compare e.g. Froot and Frankel (1990) and Engel (1996) for an overview). Froot and Frankel (1990) find that the average estimate in over 75 published articles is $-0.88$. Taken at face value, it suggests that market participants are not able to correctly predict the direction of exchange-rate changes. In other words, a country with a high interest rate tends to appreciate, instead of depreciate as it would be suggested by the UIP condition.

The literature so far failed to reach a consensus on the reasons for this puzzle. Several explanations have been offered. One branch of the literature argues that the forward premium contains a time-varying risk premium which is negatively correlated with the expected change in the exchange rate (compare e.g. Fama, 1984; Hodrick and Srivastava, 1986; and Hsieh, 1984). Another explanation is that the forward premium contains a systematic forecast error due to e.g. learning about regime shifts, Peso problem or irrational information processing (see e.g. Bilson, 1981; Mark and Wu, 1998; Krasker, 1980; Rogoff, 1985; Evans and Lewis, 1995; Lewis, 1989; Gourinchas and Tornell, 2004.). McCallum (1994) argues that the negative bias appears due to monetary policy interventions in the sense that monetary authorities counter large shocks in exchange rates by changing the interest rate to offset the original shock. In two recent papers, Bacchetta and Wincoop (2006, 2007) argue that infrequent FX portfolio revisions and incomplete information processing explain the FPP.

An important aspect of the majority of published studies on the FPP is that they test the expectations hypothesis with medium term data covering maturity horizons ranging from one to twelve months. The reason is that a relatively liquid forward exchange markets exist only for these maturities. Some recent evidence shows that the appearance of this puzzle depends significantly on the observed maturity horizon of financial products. Alexius (2001), Chinn and Meredith (2004) and Chinn (2006) focus on the related UIP condition (UIP) at the multi year maturity level. Using five and ten year zero-coupon yields, they find that the rejection of the UIP becomes less decisive if the maturity horizon increases.\(^1\) Chaboud and Wright (2005)

\(^1\)Similarly, Fama and Bliss (1987) and Fama (2006) test the expectations hypothesis for the forward interest rate market and also confirm that longer-term forward rates have more power to forecast spot interest rates.
reconsider the UIP hypothesis for the shortest maturity horizon possible at the intra day level. They find results that are supportive for the expectations hypothesis over very short maturity horizons up to a day.

Conventionally the expectations hypothesis is tested by using forward exchange rates. The forward rates come only in maturities of one, two, three, six and twelve months. Thus, one is restricted to using monthly horizons and multiples thereof. For foreign exchange futures, however, the shortest time to maturity is a single day. To fill the gap at the (multi-) day maturity level, this paper tests the expectations hypothesis by using foreign exchange futures data. The maturity horizons we consider run from one day, two days, etc., up to three months. We find that the slope coefficient is decreasing with the maturity horizon of the foreign exchange futures. For maturity horizons shorter than one month, the estimated slope coefficient is generally positive, with only a few exceptions. Up to the three weeks maturity horizon the expectations hypothesis is not rejected. Only for maturity horizons longer than one month, we mostly confirm the FPP of a negative slope coefficient. Thus, combining our findings with that of Alexius (2001), Chinn and Meredith (2004), Chaboud and Wright (2005) and Chinn (2006), it appears that the market in the beginning follows the predictions of the expectations hypothesis, but reverses itself, only to come back to this once again after a period of years. All in all we conclude that the typical shape of the premium correlation with regard to the forward maturity length appears to be V-shaped. This finding is new to the existing literature.

We further exploit the information in futures data by investigating the relation between forex returns and forward premium when the horizon of the forex return and the maturity length overlap only partially. Pope and Peel (1991) and McCallum (1994) ran regressions of the change in the (log) exchange rate between \( t \) and \( t-2 \) on the difference between the forward rate at \( t-1 \) for time \( t \) delivery and the spot rate at \( t-2 \). We interpret these regressions as providing information on the relative importance of news versus forecasts. The slope estimates in such regressions with futures turn out to be close to one, confirming the news dominance feature.

The futures data also allow one to do the reverse and investigate how the forex returns between \( t \) and \( t-1 \) correlate with the difference between the futures rate at \( t-2 \) for time \( t \) delivery and the exchange rate at \( t-1 \). This in a way asks whether forex returns during the later part of the maturity horizon are moving as predicted by the futures contract signed much earlier. We find that the latter procedure provides some information about the innovations that are responsible for the futures premium puzzle at the monthly horizon. But we also show that this information can be obtained more clearly and directly. Doing just this shows that the daily forex returns start at the beginning of the maturity period by moving in line with the expectations hypothesis, only to move in the opposite direction during the later part of the maturity period.
The paper proceeds as follows. Section 2 states the FPP and describes the data. Section 3 reconsiders the evidence in terms of the futures premium puzzle. Sections 4 and 5 elicit further evidence from the futures contracts. Section 6 concludes.

2 The Expectations Hypothesis and Futures Data

Let $s_t$ denote the log of the spot exchange rate at time $t$ and $f_{t-m}^t$ be the log of the futures exchange rate at time $t - m$ with delivery for time $t$ and maturity $m$. Following the expectations hypothesis, a futures rate is regarded as an efficient predictor of the spot exchange rate at the maturity date of the futures contract, $t$. To test this hypothesis, realized spot rates are regressed on futures. In view of the non-stationarity of spot and futures exchange rate, one typically does not regress the level of spot exchange rates on the level of futures exchange rate, but transforms the data by subtracting a lagged spot exchange rate from both variables.\footnote{Evidence for a unit root contained in spot and forward exchange rates is given in e.g. Meese and Singleton (1982), Baillie and Bollerslev (1987) or Clarida and Taylor (1997).} If the expectations hypothesis holds, one can write the regression equation as follows:

$$s_t - s_{t-m-k} = \phi + \beta_{(m,k)}(f_{t-m}^t - s_{t-m-k}) + \eta_{t-m}. \tag{1}$$

The null hypothesis of efficiency is $H_0$: $\phi = 0$ and $\beta_{(m,k)} = 1$.

The existing literature concentrates almost entirely on using forward exchange rates in estimating equation (1). Moreover, given the modului one month data, the literature with two exceptions sets $k = 0$. Therefore in the next section we first present regressions of the forward premium $f_{t-m}^t - s_{t-m}$ on the corresponding change of exchange rate return $s_t - s_{t-m}$. Let $y_{t-m}^t$ be short notation for the exchange rate innovation $s_t - s_{t-m}$ and $p_{t-m}^t$ for the forward premium $f_{t-m}^t - s_{t-m}$. Then the conventional expectations hypothesis regression, often denoted as the ‘Fama regression’, is as follows:

$$y_{t-m}^t = \phi + \beta_{(m,0)}p_{t-m}^t + \eta_{t-m}. \tag{2}$$

where the slope coefficient is

$$\beta_{(m,0)} = \frac{Cov[y_{t-m}^t, p_{t-m}^t]}{Var[p_{t-m}^t]} \tag{3}.$$

Given the characteristics of forward exchange rate contracts, most empirical studies estimate equation (2) for maturity horizons ranging between one and 12 months. The general finding is that the estimated slope coefficient for these maturity horizons is significantly negative and suggests that market participants do not even get the direction of exchange rate changes.
correct. Thus, the null hypothesis for efficiency is mostly rejected. The negative slope coefficient is the central feature of the so called FPP.

To our knowledge, no study has used futures contracts instead of forward contracts to test the expectations hypothesis. While forward contracts are available only for fixed maturity lengths, i.e. one, two, three, six and twelve months, futures contracts have a fixed maturity date, which is e.g. the third Wednesday of a month. Accordingly, the maturity length is determined by the date, when the futures contract is traded and the maturity spectrum can be measured in daily units. Thus, futures data embody a much finer set of information.

A necessary condition for the comparability of estimation results based on forward contract and futures contracts is that there is no significant difference between forward and futures prices. However, futures and forward contracts differ in the way that futures contracts are traded on official exchanges and require a margin while forwards contracts are usually created by individual parties operating in the decentralized OTC (over the counter) markets. Whether these differences result in a distinguishable spread between forward and futures prices is subject of several studies (as e.g. Cornell and Reinganum, 1981; Polakoff and Grier, 1991; Chang and Chang, 1990 and Hull, 2006). The general finding is that those factors which might cause forward and futures prices to differ, e.g. differences in default risk or liquidity premia, can be ignored and that the two prices are the same. We therefore feel confident using futures data as an alternative to forward data to test the expectation hypothesis. Moreover, at he monthly maturities our futures data generate the same results as the forward data.

Our estimates are based on daily closing spot and 3-month futures exchange rate data for four currencies, i.e. US$/DM, US$/Franc, US$/Pound, and US$/Yen. The futures contracts have four delivery dates during a year, namely the third Wednesday of May, June, March, and December. We regard futures rates \( f_{t-m} \) with a time to delivery of up to three months, thus, the forecast horizon of the futures rates range between one and 65 working days, thus, \( m = 1, \ldots, 65 \).

Our data set covers US$/DM futures rates that are priced between 6 September 1990 and 17 December 2001. Thus, we observe 44 different US$/DM futures contracts, which settle between March 1991 and December 2001. The data set contains 32 different US$/Franc futures contracts with delivery between March 1994 and December 2001, and the futures rates are priced between 2 September 1993 and 17 December 2001. The US$/Pound futures rates are observed between 2 December 1992 to 15 December 2003 for 43 different futures contracts maturing between June 1993 and December 2003. Our data set includes 52 US$/Yen futures contracts, which settle

\(^3\)Compare e.g. Froot (1990), Bekaert and Hodrick (1993), Mark, Wu and Hai (1993), Engel (1996), and Mark and Wu (1998).

3 The Expectations Hypothesis at the (multi-) Day Level

Before estimating equation (2) we test whether we can pool our data of the US$/DM, US$/Franc, US$/Pound, and US$/Yen futures contracts into one data set in order to increase the number of observations. That means that we test whether the constant terms $\phi$ and also the slope coefficients $\beta_{m,0}$ are the same for all four currencies. We find that the null hypothesis for poolability cannot not be rejected for all $m = 1, \ldots, 65$. As a result, we run our estimations the pooled data set, which consists of 171 observations in total. Further, Dickey-Fuller tests show that the futures premium and the change of exchange rates satisfy the stationarity condition, so that consistent estimation of equation (2) is feasible.

The estimates show that in all 65 regressions the constant term $\phi$ is not statistically different from zero. The estimates for the slope coefficient $\beta_{(m,0)}$ and its moving average are plotted in Figure 1 with respect to the maturity length $m$ in days. We highlight the slope coefficients for the maturity horizons available for forward exchange rates covered by our observed forecast period, i.e. for $m = \{22, 43, 65\}$, by encircling these particular estimates. This highlights the extra information provided by the futures data.

We observe that the slope coefficient of the conventional test regression for the expectations hypothesis is decreasing with the length of maturity horizon $m$. For futures rates with a time to maturity shorter than one month (less than 22 working days) the estimated slope coefficient is positive with only two exceptions, which is in favor of the expectations hypothesis. Only for maturity horizons longer than one month, we mostly confirm the FPP of a negative slope coefficient. Thus, the expectations hypothesis holds for shorter but not for the medium term maturities. More specifically, if one focusses attention on the maturity horizons that would be available for forward exchange rates (encircled spots in the Figure), one is tempted to reject the expectations hypothesis and to support the FPP. For a maturity length of one month, the slope coefficient is close to zero. For the two- and three-month maturity, however, $\beta_{(m,0)}$ is negative and close to the value of $-1$.

---

4The estimation results for the individual currencies are available on request.

5In Figure 3 we plot only the maximum and minimum value across $m = 1, \ldots, 65$ for every value of $k$. Here, we plot all estimated slope coefficients with fixing $k$ to zero for $m = 1, \ldots, 65$. 
Figure 1: $\beta_{m,0}$ for $m = 1, \ldots, 65$

Figure 2: $R^2$ of ‘Fama regression’ for $m = 1, \ldots, 65$
Figure 2 shows the $R^2$ values of the ‘Fama regression’ for $m = 1, \ldots, 65$. Consistent with the finding in the previous literature, the moving average $R^2$ values are quite small and do not exceed the value of 0.06. But an interesting feature is that the $R^2$-‘s are largest for maturities shorter than a month, which as noted earlier, is the maturity range not covered by conventional forward rate data. For maturities longer than 20 working days, the $R^2$ value shrinks almost to zero. However, for maturities at the end of the maturity spectrum covered by our estimations, we see that the $R^2$ tends to slightly rise again.

Table 1: Relationship between ‘Fama coefficient’ and maturity length

<table>
<thead>
<tr>
<th>$\beta_{(m,0)}$</th>
<th>Constant</th>
<th>Maturity</th>
<th>$R^2$</th>
<th>N</th>
<th>Ramsey test (p-value)</th>
<th>Link test (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.885***</td>
<td>-0.028***</td>
<td>0.41</td>
<td>65</td>
<td>0.05</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>(0.171)</td>
<td>(0.004)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses. ***, ** and * indicates significance at the 1%, 5% and 10% level.

To summarize the information which is in the futures data at the daily level, we fit a line through the slope coefficients $\beta_{(m,0)}$ when plotted against the maturity horizon in days. Table 3 shows the results for the regression of the slope coefficients $\beta_{(m,0)}$ estimates against a constant and the maturity length $m$. The Ramsey test and the link test are simple methods to assess whether the overall model specification suffers from a wrong functional form. Both tests indicate that the simple linear model assumed here is well specified and that it explains around 35% of the variation of the slope coefficients. The estimated constant is highly significant and positive. A $t$-test shows that this constant is not significantly different from the value of one. This suggests that we would indeed not reject the expectations hypothesis for futures rates with a very short maturity. Further, we confirm that there exists a significant negative relationship between the maturity horizon of the futures contract and the estimated value for $\beta_{(m,0)}$. If the time to maturity increases by one (working) day, the estimated slope coefficient decreases by a value of around 0.03. This implies that the futures premium puzzle (if interpreted as $\beta_{(m,0)} < 0$) only shows up for maturity horizons longer than 31 days. Thus, our estimated threshold of the maturity length above which the forward/futures premium puzzle shows up is much longer compared to the one estimated by Chaboud and Wright (2006), who argue that already for a maturity horizon beyond one day, the slope coefficient turns negative. But our results agree with their evidence that at the short end the expectations hypothesis, or equivalently UIP, is not rejected.

To summarize, our estimation results confirm negative estimated slope coefficients when testing the expectations hypothesis for maturity horizons usually covered by forward exchange rate contracts. However, we find that
there exists a significant negative relationship between the slope coefficients and the maturity horizon of the futures contracts. If the time to maturity $m$ is small, the rejection of the expectations hypothesis is less decisive and slope coefficients hover around the predicted value. For very long maturities the evidence reported in other research is also in line with the expectations hypothesis. This leads us to conclude that the typical form of the premium correlation when plotted against the maturity horizon is V-shaped. Why this is the case remains an open issue. But we throw some more light on the issue, by further exploiting the other information in the futures data in the next section.

4 Outside and Inside Regressions

The usual argument for differencing the spot and forward rate are their unit root feature and cointegration properties. Instead of differencing with $s_{t-m}$ in equation (1), Pope and Peel (1991) and McCallum (1994) have estimated equation (1) using $s_{t-m-k}$ with $k > 0$. For later reference we call this the ‘outside regression’. This procedure indeed also ensures that the dependent variable and regressor become stationary as the Dickey-Fuller test confirms. What other merit could this procedure have? By estimating the ‘outside regression’ one investigates, whether the forward rate at time $t - m$ is able to predict the change of exchange rates between the maturity date $t$ and a date that lies $k$ time periods to the past of the pricing date of that forward rate, $t - m - k$. Thus, the futures market at $t - m$ incorporates the past innovations of the exchange rate. This relationship is also illustrated in the upper panel of Figure 3.

To give an alternative interpretation of the meaning of the ‘outside regression’, note that equation (1) for $k > 0$ can be rewritten as follows:

$$(s_t - s_{t-m}) + (s_{t-m} - s_{t-m-k}) = \phi + \beta(m,k) \left[(f_{t-m}^t - s_{t-m}) + (s_{t-m} - s_{t-m-k})\right] + \eta_{t-m}.$$ 

Thus, the ‘outside regression’ differs from the conventional ‘Fama regression’ ($k = 0$) in the way that we subtract from both sides of the regression the realized spot exchange rate return between $t - m$ and $t - m - k$. To the time $t - m$, when the futures rate is priced, this exchange rate return is already common knowledge. We call this the ‘news part’ in the outside regression. A regression of the total return $s_t - s_{t-m-k}$ on $f_{t-m}^t - s_{t-m-k}$ thus provides information regarding the relative importance of the news part $s_{t-m} - s_{t-m-k}$ versus the forecast part $f_{t-m}^t - s_{t-m}$. The lag length $k$ can

---

6In this sense, our estimation results shown in Figure 1 illustrate the left wing of the V.
be seen as the 'news advantage' of the forward rate at \( t - m \) relative to the spot rate at \( t - m - k \). Even though we will show later that the Pope-Peel-McCallum regression has limited value, it nevertheless suggest us a novel take at the data.

The futures data also allow one to do the opposite and move inside the maturity horizon, by taking \( k < 0 \). Note that this is not possible with forward rate data. Thus we also consider a regression of \( s_t - s_{t-m+q} \) on \( f_{t-m} - s_{t-m+q} \) for \( q = -k > 0 \) and \( m > q > 0 \). For reference this regression is dubbed the 'inside regression'. To our knowledge there is no published work which has estimated such regressions. Potentially this regression generates some interesting information since it asks whether forex returns during the later part of the maturity horizon are moving as predicted by the futures contract signed much earlier. This becomes clear by regarding the lower part of Figure 3, where the relationship between the dependent and independent variables of the 'inside regression' is described. We can decompose equation

\[
\begin{align*}
 & f_{t-m} \\
 & s_{t-m-k} \quad s_{t-m} \quad s_t \\
 & s_t - s_{t-m-k}
\end{align*}
\]

‘Outside Regression’, \( k>0 \)

\[
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Figure 3: Outside and Inside Regressions
(1) for \( q = -k > 0 \) as follows:

\[
{s_t - s_{t-m+q}} = \phi + \beta_{(m,q)}[(f^t_{t-m} - s_{t-m}) - (s_{t-m+q} - s_{t-m})] + \eta_{t-m}.
\]

Thus we can potentially deduce whether the futures contract has more to say regarding the earlier or the later day-to-day forex returns over the maturity period.

We run regression (1) for \( m = 1, \ldots, 65, k = -65, \ldots, 65 \) and \( m + k > 0 \) for the pooled data set.\(^7\) Figure 4 summarizes our estimates of \( \beta_{(m,k)} \).\(^8\) Thus, we end up with 65 estimated slope coefficients for every value of \( k > 0 \) and with \( m - q \) slope coefficients for \( k = -q \), since \( q < m \). For illustrative reasons, we show only the smallest and largest estimated slope coefficient (the dashed lines) and the mean (the solid line) for every length of the ‘news advantage’ \( k \). Additionally, the vertical bars highlight the time to maturity for which the ‘outside regression’ can be estimated with conventionally used forward exchange rate data, as it is done by McCallum (1994) and Pope and Peel (1991).

Our estimation results for the outside regressions, to the right of \( k = 0 \), show that the estimated slope coefficient rapidly increases when the news advantage \( (k > 0) \) increases. With a news advantage of only three days, the mean of the slope coefficients turns to a significantly positive value and converges to the value of one. We also estimated the inside regression equations (1) for \( m = 1, \ldots, 65 \) and \( q = 64, \ldots, 1 \) with \( m > q \). The estimation results are plotted to the left of \( k = 0 \) in Figure 4. One sees that close to \( k = 0 \) there is quite a wide range of different slope values, but the range of the slope coefficients \( \beta_{(m,q)} \) rapidly converges towards zero as \( q \) gets larger.

In Figure 5 we summarize the estimated \( R^2 \) values of the ‘inside’ and ‘outside regressions’. The dashed lines describe the smallest and largest \( R^2 \) values and the solid line represents the mean \( R^2 \) across the maturity horizons \( m \) for every length of the news advantage \( k \). We see that for \( k \leq 0 \), the \( R^2 \) value is very low and does not exceed the value of 0.03. That means that our ‘inside regression’ and also the conventional ‘Fama regression’ explain on average less than three percent of the variation of the exchange rate return \( y^t_{t-m+q} \), where \( m > q \geq 0 \). However, for positive ‘news advantages’ \( (k > 0) \) we find that the \( R^2 \) value rises substantially. Already for \( k = 1 \), our regression explains on average 10% of the variation of the exchange rate return \( y^t_{t-m-k} \). For \( k = 65 \), the maximum \( R^2 \)-value is close to one and the mean is about 0.65.

It is interesting to provide some further interpretation of these results. By running this ‘outside regression’, one assumes that the market has a ‘news

---

\(^7\) The poolability test could not reject in any case the equality of the regressors for all individual currency pairs included in our data set.

\(^8\) A t-test confirms that the intercept \( \phi \) is not significantly different from zero in all regressions.
Figure 4: Minimum, maximum and mean of $\beta_{(m,k)}$

Figure 5: Minimum, maximum and mean $R^2$ of in- and outside regressions
advantage’ relative to the spot rate $s_{t-m-k}$. Using monthly and quarterly forward rate data, respectively, McCallum (1994) and Pope and Peel (1991) show that the slope coefficient of the regression, $\beta_{(m,k)}$, is close to unity if the market has a news advantage of one or three months, just as we see with our daily data beyond the horizon of a fortnight. This, however, cannot be taken as evidence that the FPP has disappeared. To show this, note that the slope coefficient for the ‘outside regression’ can be rewritten as follows:

$$
\beta_{(m,k)} = \frac{\text{Cov}[y_{t-m-k}^l, p_{t-m}^l + y_{t-m-k}^l]}{\text{Var}[p_{t-m}^l + y_{t-m-k}^l]}
= \frac{\text{Cov}[y_{t-m-k}^l, p_{t-m}^l + y_{t-m-k}^l]}{\text{Var}[p_{t-m}^l] + k\sigma^2 + \text{Cov}[p_{t-m}^l, y_{t-m-k}^l]}
= \frac{\beta_{(m,0)} \text{Var}[p_{t-m}^l] + k\sigma^2 + \text{Cov}[p_{t-m}^l, y_{t-m-k}^l]}{\text{Var}[p_{t-m}^l] + k\sigma^2 + \text{Cov}[p_{t-m}^l, y_{t-m-k}^l]}
+ \frac{\text{Cov}[y_{t-m-k}^l, p_{t-m}^l] + k\sigma^2 + \text{Cov}[p_{t-m}^l, y_{t-m-k}^l]}{\text{Var}[p_{t-m}^l] + k\sigma^2 + \text{Cov}[p_{t-m}^l, y_{t-m-k}^l]} + \frac{k\sigma^2}{\text{Var}[p_{t-m}^l] + k\sigma^2 + \text{Cov}[p_{t-m}^l, y_{t-m-k}^l]},
$$

(4)

where we use the constant volatility assumption

$$
\text{Var}[y_{t-m-k}^l] = k\text{Var}[y_{t-m-1}^l] = k\sigma^2.
$$

(5)

Suppose in addition that the following market efficiency condition applies:

**Condition 1** Weak form (level) efficiency assumption holds if the exchange rate innovations and premia from non-overlapping time intervals are uncorrelated:

$$
\text{Cov}[y_{t-m-k}^l, y_{t-m-k}^l] = \text{Cov}[p_{t-m}^l, y_{t-m-k}^l] = 0.
$$

(6)

This near random walk behavior of the log exchange rate is a reasonable reflection of the empirical reality (compare e.g. Meese and Rogoff, 1983). Under (6) the expression for the slope estimate $\beta_{(m,k)}$ in (4) simplifies to

$$
\beta_{(m,k)} = \frac{\beta_{(m,0)} + k\sigma^2/\text{Var}[p_{t-m}^l]}{1 + k\sigma^2/\text{Var}[p_{t-m}^l]}.
$$

(7)

It is now easy to see what happens in the regressions. The variance in the innovations $\sigma^2$ is large relative to the variance of the premium $\text{Var}[p_{t-m}^l]$, so when $k$ increases the $k\sigma^2/\text{Var}[p_{t-m}^l]$ terms in the numerator and denominator quickly start to dominate and pull the value of $\beta_{(m,k)}$ towards 1.\(^9\) This

\(^9\)Note that $\partial \beta_{(m,k)}/\partial k > 0$ and $\partial^2 \beta_{(m,k)}/(\partial k)^2 < 0$. 

shows that the relative sizes of the two covariance terms $\text{Cov}[y_{t-m}^l, y_{t-m-k}^l]$ and $\text{Cov}[y_{t-m-k}^l, p_{t-m}^l]$ in (4) are indeed unimportant. \footnote{McCallum explains the estimation result as follows. He notes that the ‘outside regression’ ($k > 0$) differs from the conventional regression ($k = 0$) in the way that the exchange rate innovation $y_{t-m-k}^l$ is added to both sides of the regression. If the variance of $y_{t-m-k}^l$ is large, the estimated slope coefficient is driven to unity.} What one learns from these regressions is that there is news dominance as $\sigma^2/\text{Var}[p_{t-m}^l]$ is relatively large, and the market is efficient in the sense that $\text{Cov}[y_{t-m}^l, y_{t-m-k}^l]$ and $\text{Cov}[y_{t-m-k}^l, p_{t-m}^l]$ are small. But note that this is not incompatible with $\beta_{(m,0)} < 0$, so that the premium puzzle is still present in the background.

Similarly, we can interpret the inside regressions. By running this ‘inside regression’ one investigates, whether the forward rate at time $t - m$ is able to predict the change of exchange rates between the maturity date $t$ and a date that lies $q$ days into the future of the pricing date $t$ of the futures contract, $t - m + q$. The estimated slope coefficient of the ‘inside regression’ is:

\[
\beta_{(m,q)} = \frac{\text{Cov}[y_{t-m+q}^l, f_{t-m}^l - s_{t-m+q}]}{\text{Var}[f_{t-m}^l - s_{t-m+q}]}
\]

\[
= \frac{\text{Cov}[y_{t-m}^l - y_{t-m+q}^l, p_{t-m}^l - y_{t-m}^l]}{\text{Var}[p_{t-m}^l - y_{t-m}^l]}
\]

\[
= \frac{\beta_{(m,0)} \text{Var}[p_{t-m}^l] - \text{Cov}[y_{t-m}^l, y_{t-m+q}^l] - \text{Cov}[y_{t-m+q}^l, p_{t-m}^l] + \text{Var}[y_{t-m+q}^l]}{\text{Var}[p_{t-m}^l] + q\sigma^2 - 2\text{Cov}[y_{t-m+q}^l, p_{t-m}^l]},
\]

(8)

where again we made use of the constant volatility assumption (5). Simplifying further on the basis of efficient market condition (6), gives

\[
\beta_{(m,q)} = \frac{\beta_{(m,0)} \text{Var}[p_{t-m}^l] - \text{Cov}[y_{t-m+q}^l, p_{t-m}^l]}{\text{Var}[p_{t-m}^l] + q\sigma^2 - 2\text{Cov}[y_{t-m+q}^l, p_{t-m}^l]}
\]

\[
= \frac{\beta_{(m,0)} - \text{Cov}[y_{t-m+q}^l, p_{t-m}^l]/\text{Var}[p_{t-m}^l]}{1 + q\sigma^2/\text{Var}[p_{t-m}^l] - 2\text{Cov}[y_{t-m+q}^l, p_{t-m}^l]/\text{Var}[p_{t-m}^l]},
\]

(9)

Equation (9) reveals two interesting facts.

First, we see that independent of whether the expectations hypothesis holds ($\beta_{(m,0)} = 1$), the slope coefficient $\beta_{(m,q)}$ is pulled towards 0 as $q$ becomes larger. As is the case for the outside regression, this effect depends on the magnitude of the news dominance feature $q\sigma^2/\text{Var}[p_{t-m}^l]$. But in addition $\beta_{(m,q)}$ now depends on magnitude of another term

\[
\text{Cov}[y_{t-m+q}^l, p_{t-m}^l]/\text{Var}[p_{t-m}^l].
\]
Nevertheless, as the Figure 4 for the inside regression show, this second term is also relatively small as $\beta(m,q)$ rapidly converges towards zero for larger values of $q$.

Second, in contrast to the expression (7) for the outside regression, we see that (9) contains an extra term $\text{Cov}[y_{t-m+q}, p_{t-m}^t]$ in the numerator and denominator. Thus for small values of $q$ this slope estimate provides extra information. In fact, by using the definition of $\beta(m,0)$ one can write (9) differently, to isolate the extra information more clearly

$$
\beta(m,q) = \frac{\text{Cov}[y_{t-m+q}, p_{t-m}^t]}{\text{Var}[p_{t-m}^t] + q\sigma^2 - 2\text{Cov}[y_{t-m+q}, p_{t-m}^t]},
$$

Writing $\beta(m,q)$ in this way shows that it contains the covariance of the daily forex returns with the premium over the early part of the maturity horizon in the denominator, and the covariance of the daily forex returns with the premium over the later part of the maturity horizon in the numerator. Thus $\beta(m,q)$ is indeed of interest as it contains information on the question whether some of the daily forex returns during the early or the later parts of the maturity horizon are moving as predicted by the futures contract. Since we already know that the $\beta(m,0)$ is negative for larger horizons $m$, it is of interest to know which parts of the daily forex returns are driving this result. This makes $\beta(m,q)$ of interest in principle, but it is not the most effective way of reporting this information since it is a combination of these two correlations and the other two moments $\sigma^2$ and $\text{Var}[p_{t-m}^t]$.

### 5 A Decomposition and its Information

The two covariances from (10) are also part of the standard premium regression coefficient $\beta(m,0)$. The $\beta(m,0)$ coefficient can be simply decomposed as follows

$$
\beta(m,0) = \frac{\text{Cov}[y_{t-m+q}, p_{t-m}^t]}{\text{Var}[p_{t-m}^t] + q\sigma^2 - 2\text{Cov}[y_{t-m+q}, p_{t-m}^t]},
$$

which shows that the two covariances are not independent from $\beta(m,0)$. But since we have an interest in both covariances separately, it is more expedient to directly calculate these covariances with the help of the futures rates. A plot of these covariances scaled by $\text{Var}[p_{t-m}^t]$ for $m = 65$ and $q = 1, \ldots, 64$ is given in Figure 6. Note that the two scaled covariances add up to $\beta(m,0)$. The graphs show that $\text{Cov}[y_{t-m+q}, p_{t-m}^t]/\text{Var}[p_{t-m}^t]$ is positive for $q$ close to 1. This indicates that the daily exchange rate returns during the
early parts of the maturity horizon move in line with the premium prediction, but that they go in reverse during the second half. Thus, not only the ability of the futures rate priced at time \( t - m \), \( f_{t-m}^t \), to predict the forex innovation between \( t \) and \( t - m \), \( y_{t-m}^t \), increases if \( m \) becomes small, as was shown previously. But within a given fixed maturity period \( t - m \), the earlier (daily) exchange rate returns \( y_{t-m}^{t-m+q} \) move in line with the premium \( p_{t-m}^t \), while the later forex returns \( y_{t-m}^{t-m+q} \) have the tendency to move in the opposite direction of \( p_{t-m}^t \). Hence, the negativity in \( \beta_{(m,0)} \) is caused by the later moves in the forex returns. In other words, let \( x \) be a subset of the time period between \( t - m \) and \( t \) and \( y_x \) be the the exchange rate change during the subperiod \( x \). Our estimation results suggest that the larger \( x \), the more negative becomes the covariance between \( y_x \) and the futures premium \( p_{t-m}^t \). This seems to be a novel finding and adds to our previous finding that the expectations hypothesis holds for shorter maturities.

6 Conclusion

The FPP is the medium term (mostly) negative correlation between the forward premium and the realized exchange rate return at maturities of a month and beyond. This paper contributes by using futures data instead of forwards to complete the maturity spectrum at the shorter term (multi-) day level. Our estimation results confirm negative slope coefficients when testing the expectations hypothesis for maturity horizons usually covered by forward exchange rate contracts at the monthly frequency. However, we
find that there exists a significant negative relationship between the slope coefficients and the maturity horizon of the futures contracts. If the time to maturity \( m \) is short, the rejection of the expectations hypothesis is less decisive and slope coefficients hover around the predicted value of one. This extends the recent intra-day evidence. For a maturity of a month, say, the daily exchange rate returns at the beginning of the month behave in line with the predictions of the expectations hypothesis, while the later day-to-day forex changes run in the opposite direction. In the end the latter dominate the total exchange rate return over the entire month. For very long maturities the evidence reported in other recent research is also in line with the expectations hypothesis. Thus it appears that the market in the beginning follows the predictions of the expectations hypothesis, but reverses itself, only to come back to this once again after a period of years. This leads us to conclude that the typical form of the premium correlation when plotted against the maturity horizon is V-shaped. The V-shape is reminiscent of similar mean reversion behavior of stock market returns. Why these reversals take place is less clear. Popular explanations like irrationality and learning hypothesis and the (time-varying) risk premium hypothesis do not square well with this evidence.

The empirical evidence presented here thus poses a challenge for economic theory. The attempts to reconcile the differences in the estimation results at very short, short (this paper), medium term and long maturity horizons are scarce. Furthermore, these reconciliations are incomplete in the sense that they either focus on explaining the difference between the estimation results at the very short and medium term maturity horizons or at the medium term and long maturity horizons. But as of today these theories do not explain the results found for the complete maturity spectrum. Chinn and Meredith (2004) use a macroeconomic model which enriches the framework of McCallum (1994) by incorporating a reaction function that causes interest rates to respond to innovations in output and inflation. Their simulations show that estimates of the UIP regression generate a forward bias at medium term horizons but not at long horizons, which is consistent with one part of the empirical findings described above. They conclude that in the long-run the model’s fundamentals play a more important role, while in the short term interest differentials are biased predictors of exchange rate movements due to monetary policy interventions, which gives rise to such poorly understood phenomena like the carry trade.

Bacchetta and Wincoop (2007) show that the FPP can be explained by the fact that investors revise their FX portfolio positions infrequently. Since portfolio adjustments become more frequent with an increase in the maturity horizon, this explains why FPP shows up for shorter but not for longer maturities. However, the recent results of Chaboud and Wright (2005), who report that UIP holds for very short maturities but not for longer maturities, and our short term results pose a challenge to the latter explana-
tions. Chaboud and Wright (2005) interpret their finding as evidence for the existence of a risk premium, which shrinks to zero for sufficiently short maturities. However, this interpretation seems to be challenged by the finding of Chinn and Meredith (2004), who find that UIP holds in the long run. Clearly the V-shape requires further empirical scrutiny and theoretical analysis.
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