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Abstract
This paper presents results of a meta-regression analysis on empirical estimates of capital-energy substitution. Theoretically it is clear that a distinction should be made between Morishima substitution elasticities and cross-price elasticities. The former represent purely technical substitution possibilities while the latter include an income effect and therefore represent economic substitution potential. We estimate a meta-regression model with separate coefficients for the two elasticity samples. Our findings suggest that primary model assumptions on returns to scale, technological change and separability of input factors matter for the outcome of a primary study. Aggregation of variables and the type of data used in empirical research are also relevant sources of systematic effect-size variation. Taking these factors into consideration, we compute ideal-typical elasticities for the short, medium and long run. The resulting figures clearly show that substitution elasticities are substantially higher than cross price elasticities. Therefore, despite considerable technical opportunities for capital-energy substitution, they are almost entirely outweighed by the negative income effect brought about by energy price increases; the short and medium run cross price elasticities are not statistically different from zero. In the long run this pattern does not hold. Our findings therefore suggest that actual changes in the demand for capital due to energy price increases take time.
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1. Background

The two oil crises in the 1970s and a growing environmental awareness of societies and governments have induced a steady growth in the availability and performance of energy-saving technologies. The uptake of these technologies is an important means to mitigate greenhouse gas emissions and the depletion of fossil fuels. Moreover, it may reduce an economy’s sensitivity to energy-price fluctuations and increase overall efficiency of production. Within the context of production functions, the adoption of an energy-saving technology can be represented by a substitution of capital for energy. Empirical studies differ widely in their substitution estimates, and ultimately provide different answers to the question whether capital and energy are substitutable in a production process, and if so, to what extent. The principal aim of this paper is to investigate the existing heterogeneity in study outcomes, and to provide a more robust estimate of the elasticity of substitution.

The original concept for measuring substitution is the elasticity of substitution, developed by Hicks in 1932. In his words “the elasticity of substitution is a measure of the ease with which the varying factor can be substituted for others” (Hicks, 1932).¹ Further elaboration reveals that a substitution elasticity between two input factors involves changes in relative factor demand due to changes in relative factor prices, and as such is a two-price-two-factor measure. The economic and econometric evidence supporting capital-energy substitutability is in line with engineering analyses of energy-conservation potential. Early studies have shown that average realised energy savings of existing plant and equipment are only a small fraction of the maximum possible energy-saving potential (see Berndt, 1978, for an overview). In contrast, many studies suggest that capital and energy are complements in production, implying that energy-saving potential is purely an engineering, not an economic potential (see also Section 3). Given the fact that the elasticity of substitution between capital and energy is a key parameter in energy demand models and general equilibrium models, and it is highly relevant for various policy questions related to the management of demand and supply of energy, understanding the variation in empirical substitution estimates is crucial. We therefore analyse the available empirical evidence by means of meta-analysis. By using a statistically well-defined framework, this method allows us to quantitatively analyse and synthesise the heterogeneous empirical insights. Although meta-analysis may not be able to provide decisive insights on the empirical correctness of certain theories, assumptions and model specifications, it may contribute to understanding which factors are relevant in explaining the variation in empirical estimates of substitution potential.

The remainder of this paper is organised as follows. In the next section we discuss the translog production function that is used in most primary studies on substitution potential. The parameter estimates provided by estimation of this function are used to derive several elasticity measures. These

¹ Reprinted in Hicks (1966, p. 117).
measures are discussed in Section 3. Section 4 describes the study and sample characteristics, while Section 5 discusses the operationalisation of potential sources of systematic effect-size variation. Section 6 continues with the full blown meta-analysis. By estimating meta-models for several elasticity measures, a clear picture arises on the sources of variation, allowing us to assess whether energy and capital can be considered complements or substitutes. Ultimately, clear inferences can be drawn on the potential consequences of different specifications of the production function in primary studies, on separability of input factors, and on the differences between short-run and long-run elasticities. Finally, Section 7 rounds off with a discussion.

2. Production and cost functions in empirical research

Empirical studies on capital-energy substitution either apply a nested CES production function or they use a flexible production framework. The nested CES function is rather restrictive, because when energy and capital are not together in a separate nest, no pure substitution estimate between capital and energy can be derived. Moreover, when capital and energy are together in a separate nest, capital and labour are by construction assumed to be separable in production. This is a rather unrealistic assumption. Therefore, this paper focuses on empirical studies that apply a flexible production framework. Such a framework makes no unnecessary restrictive assumptions on the flexibility of the estimated substitution elasticities and on the optimal path of factor adjustments in reaction to factor price changes.

There are several flexible production functions, but the most popular specification, mainly because it is relatively easy to estimate, is the translog production function introduced by Christensen et al. (1973). A general problem in estimating a production function is that input factors are likely to be endogenous, thereby violating a basic necessary condition for ordinary least squares to be unbiased. Because factor prices in a cost function most likely do not pose this particular problem, most empirical studies apply the duality theory of production and costs to estimate a translog cost function instead of a translog production function. An extensive discussion of the characteristics and specification of the translog cost function and the derivation of the system of cost-minimising cost-share equations is given in Koetse (2006, pp. 35-40). In this paper a concise discussion of the system estimated in empirical production studies suffices. The cost-minimising cost shares for a capital, labour, energy and materials ($K,L,E,M$) translog cost function are given by:

---


3 Examples of other flexible functional forms are the Generalised Leontief function (Diewert, 1971) and the Generalised Cobb Douglas function (Diewert, 1973).
\[ s_i = \frac{\partial \ln c(p)}{\partial \ln p_i} = \beta_i + \sum_j \beta_{ij} \ln(p_j), \quad (1) \]

for \( i, j \in \{K, L, E, M\} \). In this equation, \( s_i \) represent the cost-minimising cost shares, \( p_i \) and \( p_j \) factor prices, and \( c(p) \) total production costs which are dependent on factor prices \( p \). The parameters to be estimated by the model are the \( \beta_i \) and \( \beta_{ij} \), where the former are referred to as the distribution parameters and the latter represent Slutsky substitution elasticities. Since Slutsky elasticities are symmetric by definition, we have to impose:

\[ \beta_{ij} = \beta_{ji}, \quad (2) \]

for \( i, j \in \{K, L, E, M\} \) and \( i \neq j \). Furthermore, because the cost shares must sum to one, we have to impose two additional restrictions, given by:

\[ \sum_i \beta_i = 1, \quad (3) \]

and

\[ \sum_j \beta_{ij} = 0 \quad \text{and} \quad \sum_i \beta_{ij} = 0, \quad (4) \]

for \( i, j \in \{K, L, E, M\} \). These restrictions are derived in Christensen et al. (1973), and can be described as identifiability of the distribution parameters and Cournot aggregation, respectively (see Hanoch, 1975). The two restrictions are imposed in empirical research by dividing the first \( N-1 \) input prices by the price of the \( N^{th} \) input, the choice for the latter being arbitrary. This system of share equations is a system of seemingly unrelated demand equations that is singular in its disturbances, which is solved by dropping the \( N^{th} \) share equation. The resulting system of \( N-1 \) share equations is non-singular and can be estimated linearly. As an example we use a \( KLEM \) production function, where \( s_M \) is the omitted share equation. The system to be estimated in this case looks as:

\[ s_i = \beta_i + \sum_j \beta_{ij} \ln\left(\frac{p_j}{p_M}\right), \quad (5) \]

for \( i, j \in \{K, L, E\} \). In most of the empirical literature either a SURE or an (iterative) 3SLS model is applied for estimation. The latter method is used to circumvent problems due to the possible endogeneity of input prices. Although the parameters that are obtained by estimating this system are usually not of much interest in themselves, they can be used to derive several substitution elasticity measures. This is the subject of the next section.
3. Cross-price and Morishima substitution elasticities

Two generalisations of the original elasticity of substitution by Hicks (1932) are discussed in Allen and Hicks (1934). The first is Hicks’ elasticity of substitution and consists of applying the two input formulae to each pair of inputs, holding other inputs constant. Obviously, this measure is biased because it does not allow for an optimal adjustment of all input factors to a change in a price ratio. The second concept was originally coined the partial elasticity of substitution, but is now generally known as the Allen elasticity of substitution (AES). It can be calculated from the system of translog cost share equations discussed in the previous section by (see Uzawa, 1962):

\[
AES_{_{KE}} = \left( \hat{\beta}_{_{KE}} + s_k s_E \right) / s_k s_E, \tag{6}
\]

where \( \hat{\beta}_{_{KE}} \) is an estimate obtained by estimating the system in equation (5). Specifically, it is an estimate of the Slutsky substitution elasticity. Furthermore, Allen (1938) has shown that the cross-price elasticity (CPE) and the Allen elasticity of substitution are related according to \( CPE_{_{KE}} = s_E AES_{_{KE}} \), which shows that the AES and CPE are always of the same sign, since \( s_E \) is strictly positive. The cross-price elasticity can be now be derived from the estimated translog parameters by:\(^4\)

\[
CPE_{_{KE}} = \left( \hat{\beta}_{_{KE}} + s_k s_E \right) / s_k. \tag{7}
\]

Although the AES and CPE are relevant in their own right, they are one-input-one-price elasticities. Therefore, they do not measure changes in factor ratios as is the case in the original elasticity notion brought forward by Hicks (1932). Furthermore, although the CPE and AES appear to be similar measures, the CPE is to be preferred to the AES for several reasons. A first difference between the two measures is that the AES’s are symmetric, implying \( AES_{_{KE}} = AES_{_{EK}} \), while the CPE’s are not. Since substitution potential between capital and labour is most likely not identical to the substitution potential between energy and labour, resulting in a different adjustment mechanism for the respective price changes, symmetry of the cross-price elasticities of capital and energy is unrealistic. Second, the AES is more sensitive to factor shares than the CPE (see Berndt and Wood, 1981). In contrast to the AES, the CPE is a scale-free elasticity measure, which is preferable when we want to compare the magnitude of the estimated elasticities between different studies. Finally, the CPE exactly measures the percentage change in demand for factor \( K \) due to a percentage change in the price of factor \( E \). Therefore, the only possible function of the AES is to make the CPE estimates symmetric; as discussed above, this is neither necessary nor preferable. Given these drawbacks and because each study that provides

\(^4\) The own price elasticities are derived in a similar vein (see Uzawa, 1962).
an AES estimate also provides a CPE estimate (see also Blackorby and Russell, 1989), we pay no further attention to AES estimates in the remainder of this paper.⁵

In this paper we are also interested in measuring the purely technical potential for substitution between capital and energy. A measure first developed by Morishima (1967), later on independently discovered by Blackorby and Russell (1975), is what is now called the Morishima elasticity of substitution (MES). Assuming a change in \( p_E \), while holding \( p_K \) constant, the MES between \( K \) and \( E \) is given by (see Blackorby and Russell, 1989):

\[
MES_{KE} = CPE_{KE} - PE_E,
\]

where \( PE_E \) is the own price elasticity of energy. A clear difference between the CPE on the one hand and the MES on the other, is that the latter is a one-price-two-factor elasticity and, as such, measures exactly the curvature of the production isoquant, assuming a change in the price of one factor while keeping other prices constant. In mathematical terms it is easy to see that the MES is closely related to the original elasticity notion of Hicks. Note that we can write equation (8) as:

\[
MES_{KE} = \frac{d \ln(K)}{d \ln(p_E)} - \frac{d \ln(E)}{d \ln(p_E)} = \frac{d \ln(K/E)}{d \ln(p_E)},
\]

which is the required two-factor-two-price measure because \( p_K \) is constant, implying that a percentage change in the \( p_E/p_K \) price ratio reduces to a percentage change in \( p_E \) only. The differences between the two elasticity measures notwithstanding, both the CPE and the MES allow for a natural asymmetry in the elasticity of substitution of an input combination.⁶

Since \( PE_E \) should be negative, note from equation (8) that the CPE and the MES differ in sign when \( CPE_{KE} \) is negative and \( |PE_E| > |CPE_{KE}| \). These conditions are by no means unlikely and the difference between the two elasticity measures is therefore not trivial. In addition, whereas the CPE can be negative since demand for \( K \) may actually decline when the price of \( E \) increases, the MES cannot be negative. To see this, remember that the MES unit of measurement is a percentage change in the \( K/E \) ratio instead of a percentage change in demand for \( K \). A negative MES would therefore mean that an increase in the price of energy causes a decline in demand for capital that is larger than the decline in

---

⁵ Either the CPE estimate is given in the study itself, or we were able to derive it from the AES estimate. In the latter case the necessary information on factor shares was always given or could be derived from the study.

⁶ An alternative measure is the shadow elasticity of substitution, which is simply a weighted average – with factor shares as weights – of the two Morishima substitution elasticities (see Nguyen and Streitwieser, 1999). This measure is excluded from our analysis since it imposes symmetry of the substitution elasticities.
demand for energy. This would imply a substitution away from capital despite the fact that the relative price of capital has decreased.

As already mentioned, the MES is close to the original notion of a substitution elasticity in that it measures the percentage change in a factor ratio. In contrast, a CPE measures solely the actual percentage change in demand for $K$ due to a change in $p_E$. Note that this actual change consists of two separate effects, i.e., a substitution and an income effect. The substitution effect measures a direct change in demand for $K$ due to a change in $p_E$, while the income effect measures a change in demand for $K$ due to a change in income brought about by a change in $p_E$. The difference between the cross price elasticity and the Morishima elasticity of substitution is exactly this income effect. Since the income effect is most likely negative, the cross price elasticity is lower than the substitution elasticity. Moreover, the two measures may also differ in sign. This is the case when the substitution effect is positive but the income effect dominates the substitution effect in absolute terms. Which measure to prefer depends primarily on the research question. Investigations on energy policy plans require information on actual changes, while academic studies on for instance engineering substitution potential in different sectors of the economy are likely to be more interested in Morishima measures. In conclusion, in this paper we focus on cross price elasticities and Morishima substitution elasticities, and exclude Allen elasticities, Shadow elasticities, and nested CES estimates from our analysis.

4. Sample and study characteristics

This section describes our sampling procedure and the database underlying our meta-analysis. Our method of searching for and sampling empirical studies on capital-energy substitution is fairly straightforward. We first looked for relevant studies by making use of standard online search engines, such as Econlit and Picarta. We subsequently searched for relevant studies in the reference lists of the articles that were collected in the first step. We excluded studies for developing countries from the database for two reasons. First, production processes and available energy saving technologies in these countries can be expected to be very different from those in more modernised parts of the world. A second and more pragmatic reason is that many of the existing studies for these countries could not be attained.

It is important to note that many studies do not report MES estimates. In order to increase the number of observations in our dataset we calculated MES estimates for many studies ourselves, using the own and cross price elasticities and the relation in equation (8). Standard errors for these estimates were calculated using the Delta method (see Greene, 2000, pp. 357-360). In Appendix A we pay de-

---

7 The distinction between cross price and Morishima substitution elasticities is sometimes also referred to as the difference between engineering and economic measures of substitution (see Berndt and Wood, 1979; Prywes, 1986).
tailed attention to the specific procedure. If standard errors are not available and could not be calculated because the information provided in a study was insufficient, the elasticity is excluded from the dataset.\(^8\) Given these sampling restrictions, we ultimately arrive at two different samples with the following characteristics:

(I) A sample with \(MES\) elasticities on substitution of capital for energy, consisting of 156 observations from 21 different studies (\(MES_{KE}\));

(II) A sample with \(CPE\) elasticities on the change in the demand for capital, consisting of 155 observations from 20 different studies (\(CPE_{KE}\)).

In Appendix B we give a detailed description of each study included in the meta-analysis. Except for the study by Falk and Koebel (1999), which applies a quadratic cost function, all primary studies in the sample apply a translog production function. Studies that use other flexible functional forms, such as the Generalised Leontief and the Generalised Cobb Douglas specifications, provide too little information to calculate standard errors of the elasticity estimates. There is also wide variation in other production function characteristics, such as the inclusion of labour and materials in the model specification and the inclusion of returns to scale and non-neutral technological change parameters. Although most studies use data for the USA, other data characteristics, such as the level of data aggregation and the use of cross section, time series or panel data, differ widely between studies.

In order to get a good overall picture of the distribution of estimates we present \(MES\) and \(CPE\) elasticities and their 95% confidence intervals in Figure 1 and Figure 2, respectively. The substitution or Morishima elasticities display more variation than the cross price elasticities, ranging from 0 to approximately 4. In the \(MES\) sample a substantial proportion of estimates is larger than one, implying elastic technical substitution. Because we excluded negative estimates that are statistically different from zero at 5%, the few negative elasticity estimates that are present in the \(MES\) sample are statistically indistinguishable from zero. The figures reveal to a certain extent why the discussion on capital-energy substitution has become so confusing over the years. Around 35% of the \(CPE\) estimates is negative and all estimates are between –1 and 1. Interpreting \(CPE\) estimates as measures of technical substitution potential therefore gives a diffuse answer to the question whether capital and energy are substitutes or complements.

\(^8\) Furthermore, although a negative cross price elasticities is theoretically valid, a negative Morishima elasticity is not (see Section 3). Therefore we exclude \(MES\) elasticities that are negative and statistically different from zero. The \(CPE\) elasticities that are used to calculate these particular \(MES\) estimates are also excluded, simply because these estimates are not reliable. We furthermore excluded elasticities for which it is clear that they hold for working capital only, since we are interested in substitution between actual machinery and energy.
Figure 1: $MES_{kk}$ elasticities and their 95% confidence intervals (elasticity values on the vertical axis and sample size deciles on the horizontal axis)

Figure 2: $CPE_{kk}$ elasticities and their 95% confidence intervals (elasticity values on the vertical axis and sample size deciles on the horizontal axis)
For an overall statistical estimate for the two elasticities we may revert to fixed and random effects models (see Sutton et al., 2000). A potential disadvantage of these models is that they are univariate and do not account for possible systematic variation in elasticity estimates, for instance due to differences in primary study characteristics. In order to test for this we use the $Q$-statistic, which measures whether primary study estimates in a meta-analysis represent a single population effect size. It is given by (see Sutton et al., 2000, p. 38):

$$Q = \sum_{i=1}^{I} \frac{1}{\sigma_i^2} (\eta_i - \eta)^2$$

(10)

where $\eta_i$ are the estimated elasticities (either substitution or cross price elasticities), $\sigma_i^2$ represent the variances of the elasticities, $\eta$ is the fixed effect as estimated by the fixed effects meta-model, which is given by (Hedges, 1994):

$$\eta = \sum_{i=1}^{I} \eta_i (\sigma_i^2)^{-1} / \sum_{i=1}^{I} (\sigma_i^2)^{-1},$$

(11)

and $i = 1, 2, \ldots, I$ is an elasticity index. The $Q$–statistic is $\chi^2$ distributed with $I-1$ degrees of freedom.

In both samples most primary studies provide more than one effect size for our meta-analysis; this poses a problem that is generally referred to as multiple sampling. One way to account for this is to weight each effect size by the total number of effect sizes drawn from the same study. This approach ensures that each study instead of each observation gets an equal weight. An alternative to solve the multiple sampling problem is to use a single sampling set-up, e.g., by including only the median of the effect sizes from a single study. This approach prevents sampling issues driving the results – as is the case when we sample a single effect size randomly from the sample – and has the advantage that the standard error is readily available – in contrast to the situation in which we use the average of the effect sizes from a single study. We calculate the Q-statistic using the three approaches mentioned above, i.e., the multiple sampling model with both equal weight per observation and equal weight per study, and the single sampling model. The calculated $Q$-statistics are statistically significant at 5% in all cases, implying that the effect sizes in each sample do not represent a single underlying population effect size. The fixed and random effects estimates are therefore unreliable and probably biased estimates of substitution potential between capital and energy. In the next section we therefore discuss possible sources of systematic effect size variation. In our meta-regression model we subsequently account for these factors in order to uncover which of them are indeed empirically relevant.

---

9 When the amount of effect sizes obtained from a study is an even number, we take the effect size with the lowest absolute value to make sure we do not overestimate the meta effects.
5. **Sources of systematic effect size variation**

In this section we discuss differences between primary studies on capital-energy substitution may cause systematic variation estimated substitution elasticities. The differences between primary studies are manifold. For instance, a discussion in the 1970s on the differences in empirical substitution estimates between Berndt and Wood (1979) and Griffin and Gregory (1976, 1981) revolves around two central issues. Griffin and Gregory claim that the prevailing differences are related to differences between short run measures from time series data and long run measures from cross section data. The argument here is that time series data do not incorporate long run factor adjustments, and that elasticity measures from time series studies should therefore be considered short run elasticities. In contrast, it is likely that cross section data do incorporate these long run adjustments. In a reaction to this claim, Berndt and Wood (1979) state that it is more likely that differences between gross and net substitution measures cause the observed variation in empirical substitution estimates. Their argument revolves around the issue of separability of production factors. In many production studies using flexible functional forms, materials are excluded as an input factor. Implicitly or explicitly, this is equivalent to the assumption that capital, labour and energy are separable from materials in a production process. However, when separability does not hold in reality, the estimated production function parameters are most likely biased. Our meta-analysis includes a distinction between different types of data used in primary studies, and between studies that include and do not include materials as an input factor in production.

Other important issues in estimating a production function are assumptions with respect to returns to scale and neutral or non-neutral technological change. In estimating a translog cost function many empirical studies assume a homothetic, constant returns to scale production technology and absence of non-neutral technological change. This may be problematic since parameter estimates may be biased when these assumptions do not hold in reality. Some studies therefore explicitly use a translog cost function incorporating returns to scale and technological change parameters. The system of equations in this case looks as:

\[
\begin{align*}
\ln \ln y_i - \ln M_i = & \beta_i + \sum_j \beta_{ij} \ln \left(p_j / p_M\right) + \beta_{y} \ln y + \beta_{t} t, \\
\sum_i \beta_{ij} = & \sum_i \beta_{lj} = 0,
\end{align*}
\]

for \(i, j \in \{K, L, E\}\), where \(y\) is output, \(t\) is a time index, and \(\beta_{ij}\) and \(\beta_{y}\) are parameters to be estimated. In addition we need the parameter restrictions:

\[
\sum_i \beta_{ij} = \sum_i \beta_{lj} = 0, \tag{13}
\]
for the cost function to be homogeneous in input prices. Homotheticity implies that relative factor shares are independent of the level of output. A necessary and sufficient condition for a production technology to be homothetic is that $\beta_i = 0$ for all $i$.

Differences in production function estimates may be caused by differences in data aggregation, which may take several forms. First, many studies use industry wide data, which potentially disguises the fact that capital-energy substitution potential differs between sectors. Another problem with using aggregate data is that substitution patterns obtained from these studies may be caused by changes in the composition of production at the sectoral level. For instance, the composition of production in a certain sector may shift over time towards the production of more capital- or more energy-intensive products. Although driving forces of substitution may be identical, factor substitution due to shifts in sectoral production composition is clearly not the same as substitution along the production isoquant of an individual firm. Moreover, in extreme cases, substitution at higher levels of data aggregation may disguise actual factor complementarity at the firm level. A fortiori, since changes in a production process at the firm level are limited when input factors are complements, changes in relative factor prices may in fact induce changes in the composition of production at the sectoral level. Especially when relative price changes are permanent, the production of products that use less of the more expensive input factor has become more attractive. Therefore, complementarity at the firm level may induce substitution at the sectoral level. Although we can distinguish between studies that use disaggregate data and studies that use aggregate data, the potential trade-off between firm level factor complementarity on the one hand, and factor substitution at the sectoral level on the other, cannot be identified in our empirical analysis.

Second, other aggregation issues revolve around the potentially important distinction between different kinds of labour and different types of energy sources. Similar to aggregation of different types of capital, aggregation of energy sources may disguise substitution patterns that take place at lower levels of aggregation. Most studies use aggregate energy data, but some studies distinguish between oil, gas and electricity. Compared to aggregate energy elasticity measures, our analysis allows us to analyse whether the relation between capital and energy is different for different types of energy. Furthermore, labour may be subdivided into skilled and unskilled labour (see, among others, Halvorsen and Ford, 1979; Falk and Koebel, 1999), a possible hypothesis being that the substitution potential between capital and skilled labour is smaller than the substitution potential between capital and unskilled labour. Obviously, when such a distinction does not affect the estimated production function parameter estimates we do not have a problem. However, a priori there is no reason to suspect that erroneous aggregation of labour does not lead to biased or otherwise flawed production function estimates.
Third, although primary studies differ slightly with respect to the measurement of labour and energy, differences in the measurement of capital are of special interest. As argued in Field and Grebenstein (1980), differentiation between physical capital and working capital is a potentially important source of variation in empirical estimates of capital-energy substitution. Physical capital refers to actual machinery, while working capital refers to other types of capital, such as buildings and structures, land, and monetary assets. Some studies distinguish explicitly between physical capital and working capital. As discussed in Section 4, we exclude elasticities for which it is clear that they hold for working capital only, since we are interested in substitution between actual machinery and energy. We explicitly distinguish empirical estimates that are estimated for physical capital only, as opposed to estimates that hold for an aggregate capital measure.\footnote{Another potential source of variation in study outcomes is related to the fact that some studies allow for substitution between different types of energy (see Fuss, 1977; Pindyck, 1979; Turnovsky and Donnelly, 1984). However, the energy sub-model is always estimated separately from the aggregate production function, implying that substitution between different types of energy should not (substantially) affect the estimated substitution elasticities between capital and energy. Since the ‘energy subsystem dummy variable’ is highly correlated with the returns to scale dummy, we exclude the former from our analysis.}

Finally, there are a number of remaining issues. For instance, as the energy saving capacity of technologies has evolved over time, we may observe a temporal shift in capital-energy substitutability. As an example, Ilmakunnas and Törnä (1989) estimate a model with a change in the structural parameters. They find a shift from capital-energy complementarity in the period 1960–1973 to capital-energy substitutability in the period 1974–1981. Although most primary studies do not explicitly test for structural shifts in the elasticity measure, including a time trend parameter in our empirical analysis may reveal a temporal pattern in estimated substitution potential. Furthermore, factor prices may be endogenous. We therefore create a dummy variable for studies that control for possible endogeneity by using instrumental variables in their model estimations. Finally, although most primary studies use aggregate manufacturing data, a fairly substantial number of estimates is available for the chemical and the metal industry.

With the exception of the time trend parameter, we create dummy variables for each specific primary study characteristic. These dummy variables are included as explanatory variables in our meta-model specification in order to analyse whether they represent relevant sources of effect size variation. They can be subdivided into four main categories, i.e., omitted variables, data characteristics, aggregation of explanatory variables, and remaining issues. A description of the variables included in the meta-model is given in Table 1.
Table 1: Description and operationalisation of explanatory variables in the meta-model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description and operationalisation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Omitted variables</strong></td>
<td></td>
</tr>
<tr>
<td>Materials excluded</td>
<td>Dummy variable equal to one when materials are not included among the explanatory variables in a primary model.</td>
</tr>
<tr>
<td>Returns to scale</td>
<td>Dummy variable equal to one when the primary model allows for non-constant returns to scale, i.e., includes returns to scale parameters.</td>
</tr>
<tr>
<td>Non-neutral technological change</td>
<td>Dummy variable equal to one when the primary model includes non-neutral technological change parameters.</td>
</tr>
<tr>
<td><strong>Data characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>2- or 4-digit data</td>
<td>Dummy variable equal to one when a study uses 2- or 4-digit manufacturing data, opposed to 1-digit manufacturing data.</td>
</tr>
<tr>
<td>Cross section data</td>
<td>Dummy variable equal to one when a primary study uses cross section data.</td>
</tr>
<tr>
<td>Panel data</td>
<td>Dummy variable equal to one when a primary study uses panel data.</td>
</tr>
<tr>
<td><strong>Aggregation of explanatory variables</strong></td>
<td></td>
</tr>
<tr>
<td>Fuel energy</td>
<td>Dummy variable equal to one when substitution between capital and fuel energy (opposed to aggregate energy) is estimated.</td>
</tr>
<tr>
<td>Electric energy</td>
<td>Dummy variable equal to one when substitution between capital and electric energy (opposed to aggregate energy) is estimated.</td>
</tr>
<tr>
<td>Labour disaggregated</td>
<td>Dummy variable equal to one when a primary study makes a distinction between different types of labour, usually between skilled and unskilled labour.</td>
</tr>
<tr>
<td>Machinery</td>
<td>Dummy variable equal to one when an elasticity between energy and machinery (opposed to aggregate capital) is estimated.</td>
</tr>
<tr>
<td><strong>Remaining issues</strong></td>
<td></td>
</tr>
<tr>
<td>Instrumental variables</td>
<td>Dummy variable equal to one when the primary model is not estimated with instrumental variables (3SLS).</td>
</tr>
<tr>
<td>Chemical industry</td>
<td>Dummy variable equal to one when the elasticity was specifically estimated for the chemical industry.</td>
</tr>
<tr>
<td>Metal industry</td>
<td>Dummy variable equal to one when the elasticity was specifically estimated for the metal industry.</td>
</tr>
<tr>
<td>Year of evaluation</td>
<td>The year evaluation is either explicitly given in the study or taken as the middle year of the data period used in the primary model estimation.</td>
</tr>
</tbody>
</table>

6. **Estimation procedure and results**

In this section we present the results of a meta-regression analysis for the Morishima and cross price elasticity samples. An important methodical issue in meta-analysis is effect size heterogeneity due to heterogeneity in effect size variance and the possibility that the true underlying effect varies randomly across primary studies. Ignoring these issues may increase the variance of the meta-estimator and may bias the standard errors of the estimated coefficients (see Koetse, 2006, Chapter 5). The standard approach to deal with heterogeneity in effect size variance is to weight the dependent and independent variables in the meta-analysis by the standard errors of the elasticities obtained from the primary studies. The fact that the true underlying effect size may vary randomly across primary studies is generally addressed by explicitly estimating the variance of the population of random effect sizes and including
this variance in the weights. The resulting model, with fixed effects on potential sources of systematic effect size variation and weights defined by the sum of the effect size variance and the variance of the population of random effect sizes, is referred to as the mixed effects model (Hedges and Olkin, 1985). Finally, we deal with multiple sampling by giving each study, instead of each observation, an equal weight in our estimations. We apply maximum likelihood to estimate the resulting model.

The results of the meta-regression analysis are presented in Table 2. We estimate separate parameters for the MES and the CPE samples and also present the differences between these estimates. Given the operationalisation of the explanatory variables, the constant in each model represents the estimated elasticity for a KLE production function that does not include returns to scale and non-neutral technological change parameters, that is estimated by a model that does not account for possible endogeneity in (one of) the explanatory variables, that uses aggregate capital, labour and energy data, and 1-digit manufacturing time series data. The results are presented in Table 2.

When comparing the results the differences between the MES and CPE coefficients stand out, especially for the constant and for the coefficients on ‘control variables in primary models’. The results suggest that, in contrast to a claim made by Berndt and Wood (1979), capital and energy are separable from materials in production functions, but only in a technical sense. Since the income effect is negative, separability does not hold for cross price elasticities. Specifically, demand for energy and capital decreases when total income decreases due to materials price changes. Therefore, if materials prices are excluded from primary models, changes in energy and capital demand may be erroneously related to variation in the prices of input factors other than materials, thereby producing biased estimates of capital-energy cross price elasticities.

### Table 2: Mixed effects estimations for Morishima substitution and cross price elasticities on substitution of capital for energy; equal weights per study (standard errors in parentheses)

<table>
<thead>
<tr>
<th>Meta-model</th>
<th>Mixed effects model with equal weights per study</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td>Morishima elasticities</td>
<td>Cross price elasticities</td>
</tr>
<tr>
<td>Constant</td>
<td>.264* (.110)</td>
<td>−.061 (.025)</td>
</tr>
<tr>
<td>Materials excluded</td>
<td>.039 (.055)</td>
<td>−.092* (.034)</td>
</tr>
<tr>
<td>Returns to scale</td>
<td>−.111 (.128)</td>
<td>.226* (.031)</td>
</tr>
<tr>
<td>Non-neutral technological change</td>
<td>.380* (.076)</td>
<td>.193* (.043)</td>
</tr>
</tbody>
</table>

11 Another way to deal with this issue would be to estimate a hierarchical level model (see, e.g., Goldstein and Rasbash, 1992).
The results for the MES sample confirm the claim made by Griffin and Gregory (1981) that the use of cross section opposed to time series data leads to higher elasticity estimates. Although our results do not unveil the reasons for this result, their reasoning is that cross section data, in contrast to time series data, reflect long run changes in factor demand. The use of panel data leads to intermediate estimates of substitution, which makes sense since both short and long run changes and processes are incorporated in this type of data. The findings for cross price elasticities show that the income effect domi-
nates the substitution effect in the short run, but that capital-energy substitution potential increases as time progresses, resulting in an increase in actual demand for capital in the long run. On the other hand, studies using panel data produce lower cross price elasticities than studies using time series data. Given the increase in technical substitution potential indicated by the results for the MES sample, this suggests that the income effect also increases over time. Therefore, the behaviour of short, medium and long run cross price elasticities is determined by the development of the relative magnitude of the substitution and income effect. Apparently, the income effect dominates the substitution effect in the short run and a fortiori in the medium run. However, in the long run this pattern is reversed, thereby increasing the actual demand for capital as time progresses.

Returns to scale and technological change parameters are important control variables in production functions. Although the inclusion of returns to scale parameters in a production function does not have a systematic effect on the estimated Morishima elasticities, it has a substantial systematic positive and statistically significant impact on the estimated cross price elasticity. Not including non-neutral technological change parameters in the production may substantially affect both the estimated Morishima and cross price elasticity. Increased demand for capital due to capital enhancing technological change is erroneously related to changes in energy prices when technological change parameters are not included in the production function.

Finally, results for both samples indicate that substitution between fuels and capital is higher than substitution between capital and other energy sources. The reason for this finding is most likely that fuel prices are highly volatile, mainly due to supply shocks. The uncertainty on future energy costs associated with this volatility may induce a firm to concentrate on investing in energy saving technologies. Judging by their statistical significance, labour and capital disaggregation, the use of instrumental variables, the estimation of sector specific elasticities, and the year of evaluation in the primary study do not contribute to explaining the variation in the MES sample. The latter result is somewhat surprising. Because of the increasing availability and increasing performance of energy saving technologies over time we would expect a positive time trend in substitution potential. However, the bulk of the estimates is estimated in the seventies and eighties, and the small number of observations throughout the nineties is too small to warrant a strong conclusion on the development of capital-energy substitution potential during more recent periods.

7. Discussion

In this paper we presented the results of a meta-regression analysis for estimated elasticities on capital-energy substitution. Although in most cases the results of a meta-analysis do not give decisive insights into the correctness of certain theories, assumptions and model specifications, our findings clearly reveal the relevant sources of omitted variable and aggregation bias in primary studies. We can therefore
sensibly compute ideal-typical Morishima and cross price elasticities for the short, the medium and the long run. An ideal-typical elasticity is defined as the elasticity that results when it would be estimated under ideal circumstances (which, of course, is subjective to a certain extent). In order to arrive at such ideal-typical elasticities we have to take the sum of the constant and the relevant coefficients. We only include coefficients from the meta-regression analysis that are statistically significant. Specifically, short run Morishima elasticities are elasticities from \textit{KLEM} production functions that include non-neutral technological change parameters and use time series data. The short run version of the ideal-typical cross price elasticity is an elasticity from a \textit{KLEM} production function that includes both returns to scale and non-neutral technological change parameters, and uses time series data and disaggregated capital and labour data. The medium and long run versions differ from their short run counterparts in that they are calculated for primary studies that use panel and cross section data, respectively. The resulting ideal-typical elasticities, along with their 95% confidence intervals, are presented in Table 3.

Table 3: Ideal-typical Morishima and cross price elasticities and accompanying 95% confidence intervals for the short, medium and long run

<table>
<thead>
<tr>
<th></th>
<th>Short run (time series data)</th>
<th>Medium run (panel data)</th>
<th>Long run (cross section data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substitution elasticity</td>
<td>.64</td>
<td>.89</td>
<td>1.21</td>
</tr>
<tr>
<td>Confidence interval (95%)</td>
<td>.40</td>
<td>.89</td>
<td>.64 1.14</td>
</tr>
<tr>
<td>Cross price elasticity</td>
<td>.17</td>
<td>.05</td>
<td>.52</td>
</tr>
<tr>
<td>Confidence interval (95%)</td>
<td>-.04</td>
<td>.37</td>
<td>-.09 .20</td>
</tr>
</tbody>
</table>

The numbers in the table clearly show that substitution elasticities are substantially higher than cross price elasticities, both in the short and in the long run. Therefore, despite the fact that technical opportunities to substitute capital for energy are considerable, they are almost entirely outweighed by the negative income effect brought about by energy price increases in the short and medium run; the short and medium run cross price elasticities are not statistically different from zero. In the long run this pattern does not hold. Our findings therefore suggest that increases in energy prices stimulate factor substitution but that this is a long run process. Actual changes in the demand for (energy saving) capital due to energy price increases take time.

\footnote{The standard error of such a composite elasticity is obtained by applying the Delta method (see Greene, 2000, pp. 357-358).}
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Appendix A: Estimating the standard errors of Morishima and cross-price elasticities

Standard errors of effect sizes from primary studies are crucial ingredients in any meta-analysis. Unfortunately, only a few studies provide readily available standard errors, implying we have to calculate them by hand for most studies. For this purpose we use the Delta method (see Greene, 2000, pp. 357-358). The derivation of a cross-price elasticity from a translog model estimation is given in Section 2. Applying the Delta method, the variance of this elasticity is given by:

\[
\text{var}(CPE_{ke}) = \left(-1/s_k\right)^2 \times \text{var}(\hat{\beta}_{ke}), \tag{A.1}
\]

which is straightforward to calculate when \(\text{var}(\hat{\beta}_{ke})\) and \(s_k\) are given in the primary study, as they usually are. Deriving the standard error of a \(MES\) elasticity is more complicated since we need information that is usually not given in the studies. Given the fact that the \(MES\) is equal to \(CPE_{ke} - PE_e\), its variance is given by:

\[
\text{var}(MES_{ke}) = \text{var}(CPE_{ke}) + \text{var}(PE_e) - 2 \times \text{cov}(CPE_{ke}, PE_e), \tag{A.2}
\]

where \(\text{var}(CPE_{ke})\) and \(\text{var}(PE_e)\) are the squared standard errors of \(CPE_{ke}\) and \(PE_e\), and the last term is the covariance between these two estimates. The latter is not given in primary studies and its calculation requires knowledge about the variance-covariance matrix. Therefore, we approximate the variance by (see Mulatu, 2004, p. 147):

\[
\text{var}(MES_{ke}) = \text{var}(CPE_{ke}) + \text{var}(PE_e) - 2r \times \text{se}(CPE_{ke}) \times \text{se}(PE_e), \tag{A.3}
\]

where \(r\) is the correlation coefficient between \(CPE_{ke}\) and \(PE_e\). Of course, the correlation coefficient is not given in primary studies. However, a plausible assumption is that \(r > 0\) when \(CPE_{ke}\) and \(PE_e\) are of the same sign, and that \(r < 0\) when \(CPE_{ke}\) and \(PE_e\) have different signs. Furthermore, when we take a conservative value for \(r\) we at least assure that the \(MES\) estimates for which we have to calculate standard errors ourselves will get conservative weights. Therefore, we set \(r\) equal to 0.2 when \(CPE_{ke}\) and \(PE_e\) are of the same sign, and equal to –0.8 when \(CPE_{ke}\) and \(PE_e\) have different signs. These assumptions make it possible to estimate standard errors for most \(MES\) elasticities.
### Appendix B: Characteristics of studies included in the meta-analysis

Table B.1: Detailed characteristics of the translog studies included in the meta-analysis

<table>
<thead>
<tr>
<th>Study</th>
<th>Number of estimates</th>
<th>M-incl</th>
<th>Sample size</th>
<th>Data period</th>
<th>Data type</th>
<th>RTS</th>
<th>NNTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berndt and Wood (1975)</td>
<td>5</td>
<td>5</td>
<td>Y</td>
<td>25</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Griffin and Gregory (1976)</td>
<td>9</td>
<td>9</td>
<td>N</td>
<td>36</td>
<td></td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td>Fuss (1977)</td>
<td>1</td>
<td>1</td>
<td>Y</td>
<td>55</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Berndt and Wood (1979)</td>
<td>3</td>
<td>3</td>
<td>N</td>
<td>25, 55</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Pindyck (1979)</td>
<td>20</td>
<td>20</td>
<td>N</td>
<td>110</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Halvorsen and Ford (1979)</td>
<td>28</td>
<td>28</td>
<td>N</td>
<td>Various</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Field and Grebenstein (1980)</td>
<td>10</td>
<td>10</td>
<td>N</td>
<td>Various</td>
<td></td>
<td>C</td>
<td>N</td>
</tr>
<tr>
<td>Berndt and Wood (1981)</td>
<td>6</td>
<td>6</td>
<td>N</td>
<td>Various</td>
<td></td>
<td>T, P</td>
<td>N</td>
</tr>
<tr>
<td>Walton (1981)</td>
<td>40</td>
<td>40</td>
<td>Y</td>
<td>24</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Anderson (1981)</td>
<td>3</td>
<td>3</td>
<td>Y</td>
<td>24</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Norsworthy and Harper (1981)</td>
<td>1</td>
<td>1</td>
<td>Y</td>
<td>20</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Ball and Chambers (1982)</td>
<td>0</td>
<td>1</td>
<td>Y</td>
<td>23</td>
<td></td>
<td>T</td>
<td>Y</td>
</tr>
<tr>
<td>Dargay (1983)</td>
<td>11</td>
<td>11</td>
<td>Y</td>
<td>25</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Garofalo and Malhotra (1988)</td>
<td>2</td>
<td>2</td>
<td>N</td>
<td>360</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Gopalakrishnan et al. (1989)</td>
<td>1</td>
<td>1</td>
<td>N</td>
<td>50</td>
<td></td>
<td>C</td>
<td>N</td>
</tr>
<tr>
<td>Andriopoulos et al. (1989)</td>
<td>7</td>
<td>7</td>
<td>N</td>
<td>21</td>
<td></td>
<td>T</td>
<td>Y</td>
</tr>
<tr>
<td>Debertin et al. (1990)</td>
<td>0</td>
<td>1</td>
<td>Y</td>
<td>10</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Hisnanick and Kynn (1990)</td>
<td>6</td>
<td>6</td>
<td>N</td>
<td>24</td>
<td></td>
<td>T</td>
<td>N</td>
</tr>
<tr>
<td>Huang (1991)</td>
<td>1</td>
<td>1</td>
<td>N</td>
<td>16</td>
<td></td>
<td>T</td>
<td>Y</td>
</tr>
<tr>
<td>Rushdi (1991)</td>
<td>1</td>
<td>1</td>
<td>N</td>
<td>35</td>
<td></td>
<td>T</td>
<td>Y</td>
</tr>
<tr>
<td>Hisnanick and Kyer (1995)</td>
<td>2</td>
<td>2</td>
<td>Y</td>
<td>28</td>
<td></td>
<td>T</td>
<td>Y</td>
</tr>
<tr>
<td>Falk and Koebel (1999)</td>
<td>1</td>
<td>0</td>
<td>Y</td>
<td>351</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
</tbody>
</table>

**Number of estimates**: Number of CPE and MES estimates provided by a study

**M-incl**: Model is estimated with materials as an explanatory variable; Y = Yes, N = No

**Sample size**: Sample size used in the primary model estimations

**Data period**: Data period used in the primary model estimations

**Data type**: C = Cross-section data, T = Time series data, P = Panel data

**RTS**: Model is estimated with returns to scale parameters; Y = Yes, N = No

**NNTC**: Model is estimated with non-neutral technological change parameters; Y = Yes, N = No