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Abstract

In this paper we consider the problem of the control of access to a finméuptive
asset, embedding the relevant decision makers into a general strucfarenaf au-
thority relations. Within such an authority structure, each decision makerads
principal to some decision makers, while she acts as an agent in relatiortam cer
other decision makers. We study under which conditions decision makedede
exercise their own authority and to accept their superiors’ authority.

We distinguish two types of behavior within such an authority situation. First,
we investigate a non-cooperative equilibrium concept describing tHeiéxmyopic
exercise of authority. We find that if monitoring costs are sufficiently smatth su
explicit authority is exercised fully.

Second, we consider the possibility of subordinates to submit themselves to au
thority even though such authority is not enforced explicitly. Again foficiehtly
small monitoring costs such latent authority can be supported as an equilibrium.
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1 Introduction: Exercising authority

In this paper we develop an alternative approach to modgtlie use and enforcement of
formal authority within a given hierarchical productiorganization. We do not intend to
develop an alternative theory on the nature of the firm, bilmeraimit our investigations
to the nature of authority in a given formal authority sturetthat regulates the access of
agents to a productive asset.

In contemporary literature on the firm, the nature of autigon (hierarchical) produc-
tion organizations is a major field of investigation. Sinee $eminal contributions of Coase
[10], Simon [39], Williamson [41, 42], Grossman and Hart]l&nd Hart and Moore [18]
the literature has mainly developed towards a theory ofrimlete contracting which tries
to explain the formation of firms from thewnershipover residual rights, i.e., rights that
are not contractiblé. One of the main limitations of this theory is that it mostlydies
situations with a rather limited number of authority redaships. Another problem with
this approach is the focus on ownership. As Rajan and Zing@®put it: “The property
rights view does not consider employees’ part of the firm bseagiven that employees
cannot be owned, there is no sense in which they are anyatitfénom agents who contract
with the firm at arm’s length”.

Following Rajan and Zingales [32] we place ttmntrol of access to a productive asset
at the center of our investigations and, thus, of our modardbrcing formal authority
within a production organization. We pursue an alternagipproach, explicitly allowing
arbitrarily complex structures of formal authority retats using deterministic concepts
from noncooperative as well as cooperative game theoryrantheory of social situations
(Greenberg [15]). We explicitly assume a given environnwmtsisting of a fixed set of
agents, a productive asset, and a structure of formal authorigti@iships between these
agents regulating the control of the access to the produetsset. We view such a for-
mal authority relationship as between a “superior” and dtsdinate”. The superior is
assumed to have the power to control the access of the snbhtedo the productive asset.
Our formal theory is now based on three primitives:

(1) adescription of the productive values that can be géeeitay the different teams of
agents that are generated through accessing the prodastieg

(2) a structure of formal authority relationships whichnegents the distribution of the
power to regulate the access of individual agents to theyatoet asset, and

1For recent developments regarding the theory of incompletéracting and its foundations we refer to
Maskin and Tirole [27] and Hart and Moore [19].

2Throughout this paper we use the term “agent” synonymouglythe standard notion of an “economic
actor”. Hence, unless stated explicitly, an agent doesafet to an agent as in a principal-agent relationship.
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(3) a utility structure describing the preferences of therag over the different produc-
tion situations.

We give a short description of each of these primitives.

First, following the seminal work of Alchian and Demsetz,[2]e assume that pro-
duction is in principle a collective effort. Teams of ageatsess the productive asset and
generate a collective production vai€ormally, the potential collectiveutput valuef
the different teams are represented by a cooperative gathenansferable utility. This
is also the modelling principle of the literature quoted. ¥¢sume that these productive
capacities are completely independent of the regulati@teém’s access to the productive
asset of the firm. In that respect these output values only apotentialnature.

Second, we introduce an arbitrarily complex structure ohfal authority relationships.
Our main hypothesis is that one has to distinguish “autyibitself from the deliberate en-
forcement of authority, or “enforced authority”. Follovgighion and Tirole [1] we define
formal authorityof an individual as the formal contracted right of that indival to control
the access of certain other individual agents to the firméetasHence, within a formal
authority relation we distinguish one superior and one siibate such that the superior
has the right to control the access to the productive assttebgubordinate. An agent is
usually a superior to one or more subordinates, but is Hegweskibly also a subordinate
to one or more superiors. In this regard individual agentliwian authority structure are
“relative principals” as well as “relative agents” in thense of a regular principal-agent
relation.

This implies that a team has to obtain some form of permismm the superiors of
the members of the team before it has access to the firm’'s gigdiasset. We assume
that such permission is only required if formal authoritiat®nships are “enforced” by
the various superiors of members of the team. If authoritytenforced, in principle such
authority has not to be granted.

Here, we define authority to benforcedwhen costs are incurred to monitor certain
subordinates with the aim to actually regulate or contreirtiaccess to the firm’s asset.
When an individual agent — as a relative principal or supesitinin the formal authority
structure — decides to enforce her formal authority overesaiher subordinates, she
engages in monitoring to detect whether a subordinate parsmauthorized access to the
firm’s asset. This implies that in principle enforcing authois costly. If a subordinate
does not assume the objectives of the superior, the supEmoultimately sanction that

3To support the hypothesis that team production is collective quote Alchian and Demsetz [2], page
779: “With team production it is difficult, solely by obseng total output, to either define or determizech
individual’s contribution to this output of the cooperainnits.” For a more elaborate discussion we also
refer to Hart and Moore [18] and Ichiishi [21].



subordinate by firing him, i.e., the superior can deny thabstinate access to the firm’s
productive asset.

Throughout this paper we assume that the incurred costs oitonmg are uniform.
Furthermore, we do not complicate the model by assumingntizaiitoring is imperfect,
i.e., we assume that monitoring is perfect. This allows ukaodle the enforcement of
authority in a completely deterministic fashion and to gmalsituations with an arbitrarily
complex authority structure. Extension to imperfect manitg are left for future research,
which requires the application of game theoretic modelsobimplete and imperfect in-
formation.

Third, we introduce autility structuredescribing the motivations of the agents within
the firm. Our main hypothesis is that the individual utiktiare completely determined by
the output values that are realized by the various teamsaitagvithin the firm. Each
individual agent is assumed to participate voluntarilynage value-generating teams and
shares in these values. Now each individual agent assesispedition in such a situation
only on the realized output values of the various teams. Elame assume that the authority
structure itself has no direct externalities. It only hadinect consequences on the utility
levels generated through the enforcement of authority hadienial of certain agents to
access the firm’s asset.

Above we introduced the notions &rmal and enforcedauthority. At the heart of our
study is the game theoretic analysis of the strategic detisiaking processes whether to
enforce the assigned formal authority or not. We recallttttoncept of formal authority
is represented by the given structure of formal authorilgtiens between the agents. For
each formal authority relationship it can now be decided timreit should be enforced
or not. In our framework the strategic enforcement of autihas developed into two
fundamentally different fashions: tlexplicit andlatentenforcement of authority.

Explicit enforcement of authority is the willful or strateglecision to enforce the for-
mal authority to control the access of a subordinate to tme’'diproductive asset. As
indicated, this is done by monitoring the subordinate, g curring monitoring costs.

Our model of explicit authority is developed as a non-coafreg strategic or normal
form authority game. Each individual agent selects whidbosdinates to monitor within
the formal authority structure. This leads to a certainctme of enforced formal authority
relations. Monitoring costs are taken into account andrdete together with the proper-
ties of the utility function of the individual whether entng formal authority is profitable
for an individual or not. The resulting Nash equilibria ddéise the resulting individually
stable structures of explicitly enforced (formal) authprelationships. Under mild condi-
tions we show that complete exercise of formal authority @&ranted under low enough



monitoring costs. This is as one would expect.

Latent authority is exercised if the (rational) subordeadluntarily behaves as if his
access to the firm’s productive asset were monitored eXpllmy his superior, even though
there is no actual monitoring taking place, and, thus, forawghority is not explicitly
enforced by his superior. Latent authority comes abouttuatibns where rational sub-
ordinates take into account the abilities of a superior ter@se their formal authority
explicitly by engaging in monitoring. Obviously, underdat authority, social gains are
generated and, therefore, is socially preferable ovei@kplthority. The model of latent
authority can be considered to be a formal construction pba@x the elusive concept of
“loyalty”.

The setup of our analysis is as follows. Within the formalisture of an authority situ-
ation consisting of the three concepts described aboveewadap two models of enforcing
authority. The first model is founded on a very straightfachv@escription of explicit mon-
itoring and leads to an understanding when the explicit reefoent of formal authority
takes place. The second model describes a more advancedrstari (boundedly) ratio-
nal behavior that results into latent authority. Our masufts are valid under rather mild
conditions on the authority and utility structure.

The analysis of latent authority leads to some surprisisgyhis. In case some formal
authority is not enforced explicitly, subordinates may astif such authority is enacted
fully. This approach is based on the insight that superiarsicduce states in which certain
subordinates are monitored. Sufficiently rational subwatiis now correctly anticipate
under which conditions monitoring will be induced by thaipsriors. Given these correct
beliefs, all subordinates may voluntarily act as if they fiéy monitored even though
that might not be the case. We show that if monitoring costssafficiently low, in the
equilibrium state subordinates will voluntarily submitftdl authority, i.e., a state of full
latent authority emerges. Hence, this approach providedtamative foundation for the
phenomenon that formal authority need not be exercisedoitipin order to be effective,
confirming the main insight from standard principal-agdmary which is based on the
analysis of much simpler authority situations.

These main insights for these two fundamentally differentleis of “real” authority
— in the sense of Aghion and Tirole [1] — are established uradsingle condition on
the utility structure denoted akual monotonicity This is a relatively mild condition on
the utility structure that is satisfied by most known solnteamncepts in cooperative game
theory. We provide a comparison of this condition to the \etiwn monotonicity require-
ments from the literature on cooperative games with traabfe utility in Appendix B of
this paper.



The paper is organized as follows. In Section 2 we developdhstituting elements of our
theory. In the third section we introduce our analysis ofékplicit exercise of authority
through the concept of a normal form authority game. Sectiadevoted to the analysis
of the latent exercise of authority. In Section 5 we give a parnson of both models.
Section 6 discusses some concluding remarks as well asl#t®nship of this approach
to the existing literature on authority or power in hieracah organizations. Throughout
this paper the proofs of the main results are relegated t@AgE A.

2 Foundations of the theory

In this section we introduce the three primitives of our tiyediscussed in the introduction.
These three primitive elements are collected into a s@daduthority situation, which
gives a complete description of the agents’ output valuss farmal authority relations
between the participating agents, as well as their preteen

Our formal theory is founded on the theory of cooperative ggmwith an authority
structure developed in Gilles, Owen, and van den Brink [14}K3S and Gilles [11], Gilles
and Owen [13], van den Brink [7], and van den Brink and Gilles [8] this theory a
standard cooperative game with transferable utility igeded to incorporate hierarchical
authority relationships between the agents. Here we lioms@ves to the formal theory of
the so-called conjunctive approach introduced by Gillase@and van den Brink [14].

Throughout the paper we IBt= {1,...,n} be a given finite set of agents, who engage
in productive activities and are collectively endowed vétime given, formal hierarchical
authority structure.

2.1 Team production

First we introduce a description of the productive captédiof teams of agents in the
given setN seeking access to the firm’s asset. We base ourselves orethg tif Alchian
and Demsetz [2] on team production. As usual, we use the pooa cooperative game
with transferable utility orN to describe the potential output values that the variounsea
can generate by accessing the firm’s productive asset. Tpathmgsis that these potential
output values can be represented through a cooperative igaate® one of the principles
underlying Hart and Moore [18] and Ichiishi [21].

Formally, acooperative game with transferable utiliy or simply agame— onN is
a functionv: 2N — R such that () = 0. A game assigns to every team of agefis N
some potential output valugE) € R that can be attained collectively by that team through



accessing the firm’s productive asset. The collection ajathes on agent shitis denoted
by ¥N.

A gamev € 4N is monotonef for all E C F ¢ N we havev(E) < v(F). Note that this
implies thatv(E) > 0 for allE € N. A gamev € ¥N is strictly monotonef v is monotone
and for allE C F C N with E # F we havev(E) < v(F).

Since we consider these games to be descriptions of pdteatut values rather than
realized output values, it is natural to suppose that thatagewve preferences over which
production situation they participate in. We assume thegelpreferences are completely
based on the (potential) output values that the variousgezm attain, and do not depend
on the authority relationships between the agents.

Formally, each agem& N is assumed to be endowed with a von Neumann-Morgenstern
utility functionu; : N — R over all possible games. Now the composite functio&ZN —

RN defines autility structureover@N. A utility structure describes the desires of the agents
in N. In the literature certain utility structures have a proemnplace. (We refer to the
seminal work of Herstein and Milnor [20].) Roth [34, 36] ha®wim that the adoption of
certain risk-neutrality assumptions leads to the Shapédyev(Shapley [37]) as the only
feasible vNM utility structuré. Here theShapley valugS: ¥N — RN is defined for every
agenti € N and every game € ¢N by

9°(v) = { ; } UEl= 1)!nl(”_ EX ) -vE\ (i) (1)
ECN|ieE ’

In case of simple games, Roth [35] shows that the utility stmecdefined by this type of
conditions includes the Banzhaf value (Banzhaf f5]Jhe following properties of utility
structures are important in our analysis.

Definition 2.1 The utility structure u N — RN on¥N satisfies

(i) additivityif for all v,w < ¥N it holds that uv+w) = u(v) +u(w), where(v+w) (E) =
v(E)+w(E) for every EC N.

(i) thenull player property if for every ve N and i€ N with v(EU{i}) = v(E) for
every EC N, it holds that w(v) = 0.

(iii) dual monotonicity if for every yw € ¥N such that there is an E- N for which
V(F) <w(F), and (E) = w(E) for all E € 2V \ {F}, it holds that w(v) > uj(w) for
alli e N\F.

4In the related literature on incomplete contracts the Shaphlue has also been used in e.g., Hart and
Moore [18]. An implementation of the Shapley value is givendag., Rrez-Castillo and Wettstein [29].

SWe refer to van den Brink and van der Laan [9] for a completewdision of the properties of the
normalized Banzhaf value.



(iv) strongdual monotonicity if for every vw € ¥N such that there is an E N for which
V(F) < w(F), and (E) = w(E) for all E € 2V \ {F}, it holds that w(v) > u;(w) for
alli e N\ F.

We remark that both the Shapley value and the Banzhaf valisfysalt properties given in
Definition 2.1. Additivity and the null player property ar@nfiliar concepts in cooperative
game theory. Dual monotonicity and strong dual monotopiciipose that agents are
envious of potential payoffs to teams of which they aota member. We study these two
properties more exhaustively in Appendix B. We restate gtchral monotonicity in a form
that we use throughout this paper.

Lemma 2.2 A utility structure u ¥N — RN satisfies strong dual monotonicity if and only
if for all v,w € 4N and i< N such that

(i) thereis ateam F= N\ {i} for which (F) < w(F),
(i) V(E) <Ww(E)forallE c N\ {i}, and
(i) V(E) =w(E) forall E c N withic E,
it holds that w(v) > u;(w).

Proof. The “only if” part is straightforward. The “if” part follow$rom repeated applica-
tion of the definition of strong dual monotonicity given infibétion 2.1. O

2.2 Authority structures

Next we consider the description of formal authority relai between the participants
in the production organization. Aauthority structureon N is a mapS: N — 2N that
assigns to every agen& N a setS(i) C N of direct subordinatesThe class of all authority
structures o is denoted by#N.

Here we interpret an authority structuses 7N as that an agerjtc S(i) has to obtain
“permission” from agent for any productive activity that he intends to undertake log-h
self or with other agents in a team, through accessing thé&fpraductive asset. Therefore,
the setS (i) = {j € N|i € §j)} consists of altlirect superiorsof i.

There are several interpretations of what the concept oftifgsion” might entail. We
limit ourselves to theonjunctive approachdeveloped in Gilles, Owen and van den Brink



[14], van den Brink and Gilles [8], and Derks and Gilles [11],which the induced au-
thority structure establishes complete control of the sopever her direct subordinatés.
Below we develop a description of this interpretation.

First we introduce some auxiliary concepts.

Let Se .#N andE C N. We defineS(E) = UiceS(i) as the set of direct subordinates
of the agents in the teaf. Similarly, we defineS 1 (E) = {i e N | S(i) NE # @} as the
set of direct superiors of the agentsHn

Thetransitive closuref Se N is the mapping: N — 2N which for every agerite N
is defined byj € §(i) if and only if there is a finite sequents, ..., hx € N with hy =1,
he = j, andhy.1 € S(h) for all 1 <t < k— 1. The agents i5(i) are called the (direct and
indirect) subordinatef i in S Similarly, the agents i 1(i) ;= {j e N|i e §j)} are
called the (direct and indirecguperiorsof i in authority structuré.

Finally, we defineBs = {i ¢ N | S™1(i) = o} andWs = {i € N | §(i) = @}. Here,Bs
is the set of position i that are undominated. They can be interpreted as the “a@xecut
officers” within the authority structur®. Similarly, the se¥s consists of all powerless po-
sitions in the authority structui® These positions can be interpreted as “non-management
positions”, and the agents occupying these positions caplgibe indicated as “workers”.

Two basic properties of authority structures are used tirout this paper:

Definition 2.3 An authority structure & .N is called
(i) acyclicifi ¢ S(i) for every agent E N, and
(i) transparent if for every ic N it holds that $i) N S(S(i)) = @.

Acyclicity requires that there are no formal authority @slwhich is a rather mild require-
ment. Essentially it implies that the organization stroetis “top-down”.

The transparency condition implies that within the autiystructure an agent is never
a direct superior of one of the subordinates of her subotelina.e., indirect authority
relations never coincide with direct authority relatioffhis condition therefore imposes
that the organization is “lean” and is not burdened with wassary authority relations.

We emphasize that neither acyclicity nor transparencyyriyat the authority structure
is hierarchicalin the sense that there is a unique position at the top of thetate, i.e., the
property thatBs| = 1. Hence, throughout this paper we work with very generdiaitty
structures, possibly with multiple “executive officers”.

SAlternatively, in thedisjunctive approachdeveloped in Gilles and Owen [13] and van den Brink [7],
the imposed authority structure consists of partial cdritréhe sense that only the collective all direct
superiors can veto an action of a direct subordinate.

"Usually, one might have even in mind an authority structheg isstrictly hierarchicalin the sense that
it is acyclic as well as hierarchical. We use such structtodtustrate properties in some of our examples.
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2.3 Authority situations

Next we combine the three primitive elements introducediptesly. These are the pro-
ductive abilities — described by a gamies ¥N — with a formal authority structure —
described by som8& e .#N. Furthermore, all agents are endowed with an objective, de-
scribed by the utility structura on¢N. The combination of these elements is denoted as
an authority situation. Formally, a pdir,S) € ¥N x N is called agame with an authority
structureonN. A triple (u,v;S) with u: N — RN a utility structure andv, S) a game with

an authority structure, is called authority situationon N. We emphasize that the three
primitive elements making up an authority structure areiaesl to be independent from
each other.

Definition 2.4 Let(v,S) be a game with an authority structure. An ageatN is inessen-
tial in (v,S) ifi e Wsand V(EU{i}) =Vv(E) for every EC N. Furthermore, an agentd N
is inessential in an authority situatiofu, v, S) if i is inessential in(v, S).

An inessential agent is a null player in the gamas well as an irrelevant member of the
authority structuré&in the sense that he has no authority over any other agents.

Next we address how an authority situation can be evalugdsdnentioned we assume
throughout that each superior is in principle able to eseréull authority over her subor-
dinates within(v,S). If such full authority is exercised, a teanC N cannot form without
the appropriate authority from all its supericﬁsl(E). Formally, a teanE C N is au-
tonomousn Sif §1(E) C E. We denote bybs the collection of all autonomous teams in
the authority structur&.

If the teamE is not autonomous, it cannot freely access the firm’s prodeesset and
attain its potential productive output value. However, \aa ©entify the largest sub-team
that can freely access the firm's asset. Formdllg, autonomous parin Sis given by
os(E) = E\ S(N\ E). So,E is autonomous if and only ifis(E) = E.

Definition 2.5 Let (v,S) € ¥N x .#N be a game with an authority structure on N. Its
regtriction Z (v, S) € ¥N is defined byZ (v,S) (E) = v(os(E)) for every EC N.

The induced mapping/(-,S): ¥N — ¢Nis linear and incorporates the effects of exercising
authority over the positions of the agents in the authogtgitionshipsS.2 We illustrate the
introduced concepts with an example.

8Some of the properties of this mapping are investigated lle€§iOwen and van den Brink [14]. We
remark that similar approaches have been developed toznather restrictions on team formation. In
particular we refer to the seminal contribution by Aumanmul &@veze [3] for situations with coalitional
partitions and to the seminal work of Myerson [28] for regtdns induced by communication networks.
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S-2

Figure 1: The permission structures with Example 2.6.

Example 2.6 We discuss a situation with four agenk$ = {1,2,3,4}, and consider two
games with an authority structufe S;) and(v, ). The authority structureS; andS; are
given bySy(1) = {2,3,4}, S1(2) = S1(4) = 2, Si(3) = {4}, andS(1) = {3}, $(2) =
S(4) = @, $(3) = {4}. These authority structures are depicted in Figure 1. Wtheet
cooperative game be given by (E) =3if 4 € T andv(E) = 0 otherwise.

We remark that authority structugg is not transparent sincg (1) NS (S(1)={4} #2.
Hence, agent 1 dominates agent 4 directly, although 1 alsordaes 4 indirectly through
3. On the other hand, authority structi8eis transparent. Furthermore,

3 if{1,3,4}CE
0 otherwise.

%N&ﬂazﬁmiﬂa:{

Hence, the restriction of on both authority structures is the same. This is due to ttte fa
that there are superfluous relationships in non-transparerarchies. Deleting these re-
lationships does not affect the restriction of a game. Thiheé case for the relationship
between agents 1 and 4 $.

Furthermore, Agent 2 is an inessential ageritj®; ). Removing relationships with inessen-
tial agents does not affect the restriction either. (We ed$er to van den Brink and Gilles
[8] for more elaborate discussions.) O

Next we address the question whether the restrictiors an appropriate description of
the explicit enforcement of authority. The next theoremegia normative justification
for its use. We identify the restrictio®? as the unique mapping : ¥N x N — @N
satisfying four regularity assumptions and one descepliypothesis. This descriptive
property, stated as 2.7(v), states that an ageiN\ Ws “vetoes” her direct subordinatgs
S(i) in the sense that the contribution of ag¢td a team is non-trivial only if agenherself
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is a member of that team. This exactly describes that a supeain deny a subordinate
access to the firm’s productive asset.

Theorem 2.7 A mappingZ : ¥N x N — @N is equal to the restrictiorZ if and only if
the mapping# satisfies the following properties:

(i) Forevery(v,S) € ¥N x #Nitholds thatZ (v,S)(N) = v(N);
(i) Forevery(v,S),(w,S) € 9N x N it holds thatZ (v+w,S) = .7 (v,S) + .Z (w,S);

(i) Forevery(v,S) e 9N x .#N andie N such that all je §(i)U{i} are null players
in v it holds that i is a null player inZ (v, S);

(iv) Forevery(v,S) € 9N x.#N andic N such that {E) =0 for all E c N\ {i} it
holds that% (v,S)(E) = Ofor all E € N\ {i};

(v) Forevery(v,S)c@Nx. N ieN, jeS(i),and EC N\ {i}itholds thatZ (v,S)(E) =
Z (V. (EN{j}).

The proof of this theorem can be found with all other proofsAppendix A. Without
proof we mention that the five properties in Theorem 2.7 adependent, and thus this
axiomatization is proper.

The remainder of this paper discusses two game theoretioagies to the exercise of
authority in hierarchical organizations using the restitc%#. In these approaches the
individual agents decide whether to exercise authority tweir subordinates based on the
preferences of these agents as represented by the utilittteu.

Throughout this paper we consider a given authority sibwafi,,v,S) in which there
are no inessential agents. We make this assumption solelyofiational convenience.
Without exception, our results can be restated to includssaential agents. We consider
which of the formal authority relations i8 agenti € N\ Ws chooses to enforce. Thus,
each agent € N\ Ws selects a subsét (i) C S(i) of formal authority relations that she
decides to enforce. If each potential superior has selestteld a set of explicitly enforced
authority relations we arrive at an authority structuresisting of exactlyall explicitly
enforced authority relations. The resulting authoritysture is an element in the following
collection of authority structures:

H(S):={T € M |T (i) c S(i) for every agente N }. 2)

An authority structurd € H (S) thus describes those authority relations thateferced
In comparison, the relations described®y T € H (S), where for every € N we define
(S—T)(i)=S(i) \ T (i), only have datentor non-enforced quality.
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Our next result states that under certain regularity camtht agents indeed prefer to
exercise as much authority as possible if it is costless teodo

Theorem 2.8 Assume that v is a monotone game. LetlN\Wsand T € H(S) be such
that T(h) # S(h). Finally, let Z< H(S) be given by
Z(i):{ Sh) ifi=h

T(i) otherwise.
Then:

(a) If utility structure u satisfies dual monotonicity, thep(& (v,Z)) > up (Z (v, T)).

(b) If utility structure u satisfies strong dual monotonicityde# (v, Z) # % (v, T), then
Un (Z (V,Z)) > Un(Z (W, T)).

(c) Suppose that v is strictly monotone, S is acyclic, and ufgatistrong dual mono-
tonicity. If T(h) = @ or S is transparent, themUZ (v,Z2)) > up (Z (v, T)).

The proof of Theorem 2.8 is relegated to Appendix A. TheoreBnf@ms the foundation
for further analysis of the enforcement of authority withihierarchical organization.

3 Exercising explicit authority

In this section we analyze the decision-making processesywipically rational agents
who decide which of their formal authority relations to ent® explicitly. We model this
by means of a non-cooperative normal form game.

Every ageni € N\ Ws has strategy set given by = {E C N|E C S(i) }. (Clearly,
for every workerj € Ws it holds thatlj := {@}.) A strategyE; € I'; describes those
subordinates over which ageinexplicitly enforces her authority. Lef = (Ey,...,E,) €
[ :=Tien i be a strategy tuple. Then the resulting authority struatitiee one given by
Te € H(S) with T (i) := E; for all agentd € N.

Since the explicit exercise of authority usually inducesst to monitor these subordi-
nates, we introduce a fixed monitoring cost parameter0. We impose that monitoring
any subordinaté € S(i) by an agent € N\ Ws will cost c > 0. This leads to the following
formalization:

Definition 3.1 The authority game induced by(u,v,S) and monitoring cost parameter
c > 0 is defined by the tupl®©°® = (N,{I’i,uf}ieN) with for every strategy tuple =
(E1,...,En) €T

U (&) =ui(Z (v, Tg)) —c|El. 3)
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For the authority gam@°€ with monitoring cost > 0 we consider the standard equilibrium
concepts. A strategy tupté = (El,...,§n> e I is aNash equilibriumin @€ if for every
i € N and everyE; € I'i we have thauf (éoA) > uf (éﬂA_i,EO, where (éaA_i,Ei> clisa
modification of the strategy tupl@ in which agent selectss; and each agent+# i selects
Ej. We denote by4 (©°) C T the set of all Nash equilibria of the authority ga@®

A Nash equilibriumé’A € ./ (©°) is calledstrict if for everyi € N and everyg; € T;
with Ej # E it holds thatu® (£A> > uf (éaA_i, Ei>. The set of strict Nash equilibria @° is
denoted by 15 () C A (G°).

For ease of notation we denote for every authority structure (S) the corresponding
strategy tuple by’ ™ = (EJ,...,El), whereE :=T (i) for everyi € N. Now the strategy
tuple &S refers to the complete exercise of authority within the gistructureS,

Definition 3.2 An authority structure Te H(S) is (v, S)-equivalent if Z (v,T) = Z (v,S).
We denote bl (v, S) the collection of v, S)-equivalent authority structures.
An authority structure Te H(S) is (v, S)-minimal if T is (v, S)-equivalent and

IT|=min{|T'||T" e M(v,S) } (4)

where |T’| = Sicn | T/ (i)] is the total number of authority relationships in the autityor
structure T € H(S). We denote bl (v, S) the set of v, S)-minimal authority structures.

We remark thaS € M (v,S) and thereforéVl (v,S) # & for any game with an authority
structure. Using these auxiliary concepts we are able t® gipartial characterization of
the (strict) Nash equilibria of the authority game with é&s$ monitoring and dual mono-
tone utility structures. Nash equilibria under costlessitaoing exist for dual monotone
utility structures, while forstrongdual monotonicity even complete characterizations can
be given. The proofs of the following two theorems are agelegated to Appendix A.

Theorem 3.3 Let (u,Vv,S) be an authority situation such that u is a dual monotonetutili
structure and v is a monotone game. Then:

@ {6T|TeM(v9}c.#(0%,and
(b) Ji/s(@o) C {é"s}

Next we address the (strict) Nash equilibria under costtessitoring and strong dual
monotonicity.

Theorem 3.4 Let (u,Vv,S) be such that u is a strongly dual monotone utility structunel a
Vv is a monotone game.
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(@ 1fSeM(v,9), thents(0°) = 4 (°) = {£S),
(b) IfS¢M(v,S), then.ts(€°) = @ and.# (@) = {&T [T eM(v,S) }.

We remark that the assertions of Theorem 3.4 are no longeer iféhe utility structure is
merely dual monotone instead of strongly dual monotones Thn be illustrated by the
egalitarian utility structures given byu; (v) = %,i € N, based on the equal division of
the total output value of the grand coalitibh The egalitarian utility structura is dual
monotone, but not strongly dual monotone. For @ny ), T € H(S), u(Z (v,T)) = u(v),
l.e., the utilities received are equal regardless the aityhstructure implemented. This
implies that " (@%) = {&T |T e H(9) }.

For sufficiently low monitoring costs we derive the followgimsight. A proof of The-
orem 3.5 is given in Appendix A.

Theorem 3.5 Let (u,Vv,S) be such that u is a strongly dual monotone utility structunel a
v is a monotone game. Then there exists a cost Iével@such that for every) < ¢ < c*
it holds that

(@) ={eT ]T eMvS)}.

It is evident that every minimal authority structure is sparent, i.e., there are no super-
fluous authority relationships in such structures. This edrately leads to the following
corollary of Theorem 3.5.

Corollary 3.6 If the utility structure is strongly dual monotone, the putel productive
output values are monotone, and the monitoring costs afeemudtly low, then the resulting
Nash equilibrium authority structures are transparent.

We illustrate this analysis by referring to Example 2.6. thet gamev and the authority
structuresS; andS, be as given. Then for any authority situatianv, S;) with the utility
structureu strongly dual monotone, the unique resulting Nash equilibrauthority struc-
ture for sufficiently low monitoring costs i$. (In fact, S is the uniqueg(v, S;)-minimal
authority structure.) Clearly i neither the redundant authority relationship 14 nor the
ineffective authority relationship 12 are enforced.

4 Exercising latent authority

In the previous section we discussed the explicit exerdisaithority. Next we consider
a more advanced form of reasoning on part of the agents inuthedty situation. Under
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this type of advanced rationality there might result situad in which superiors abstain
from the explicit exercise of authority, but in which theuthority remains effective. Here,
even though authority is not exercised explicitly, suboaties might nevertheless perceive
a potential, or latent, threat that a superior is willingxereise that authority explicitly and
incur monitoring costs if they do not voluntarily restribieir productive activities. Thus,
these subordinates might aa$ if authority was exercised explicitly. If such behavior
results, we talk abouatent authorityto distinguish it from explicit authority.

It is clear that such latent authority cannot be describeggnly by the game theoretic
structure introduced in the previous section. In those @uthgames the only way for
an agent to profit from her formal authority is to explicitlgferce it. In this section we
present an approach in which agents can choose to enforceriytexplicitly as well
as not to enforce any authority at all. This allows us to dedimequilibrium concept that
incorporates that the subordinates perceive threatdtbiastuperiors will enforce authority
relationships with them. Thus, the resulting equilibrigct#e outcomes that are based on
implicit considerations rather than explicit consideyas. This approach is based on the
theory of social situations developed in Greenberg [15].

For every authority structuré € H (S) we define the set gfotential authorizersn T

by
Y(T)={ieN|T(i)=oandS(i)# o}

Here, the agents iy (T) C N\ Ws are the ones who are undecided regarding the explicit
enforce of their authority. From this it might be clear thia et ofexplicit authorizers

in T can be introduced ag’ (T) = N\ (¢ (T)UWs). Note that fors € H(S) given by

S (i) = @ for everyi € N, it holds thaty () = N\Ws andy/ (S) = 2.

To describe the ability of a superioe N\ Ws to enforce authority, we introduce an
auxiliary tool. Namely, as long as agardoes not enforce any authority, she still has the
ability to execute her authority over any subset of her disebordinates. Hence, agent
I can induce from any authority structure in which she doesemébrce any authority,
another authority structure in which she (partially) enés the formal authority that is
assigned to her withif.

The point-to-set mapping : H (S) — 25 is theveto correspondender agenti € N
onSc N if

) = {TFlo#Fcs(i)} ifiey(T)
=3 5 if i ¢ g (T)
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where for everyF C S(i) we defineT," € H (S) by

Foo ) T@) ifj#i
Ti(l)_{F if j=i.

The multidimensional mapping:= (yi,..., ) : H(S) — 2H(9*N is called theveto struc-
tureonS.

Let y= (y1,...,¥n) be a veto structure o8. It is obvious thaty defines a configura-
tion that describes the exact enforce of authority withslibundaries of a given authority
structure. Remark that each ageniNn Ws can announce only once over which subordi-
nates she is exercising explicit authority. Within the vstcturey we are now able to
construct equilibria that describe the stable states ofatent exercise of authority. We
define for everyl € H(S)

ANVT)={#Z(v,2) |T(i) C Z(i) c Si) foralli e N}
as the set of all games that can potentially result fiomithin (v, S).
Definition 4.1 Let(u,v,S) be some authority situation on N.

(i) A point-to-set mapping: H(S) — 2" is an authority protocol for (u,v,S) if for
every Te H(S) it holds that=(T) C A (v, T).

(i) Let a monitoring cost ¢ 0 be given. An authority protocd®: H(S) — 29"
is stable for (u,v,S) if for every T< H(S) it holds that we Z¢(T) if and only if
w e A(v,T) and there is no agentd (T), authority structure Te€ y(T) and
w € Z¢(T’) with

Ui (W) —¢[T'(i)] > ui(w) —c[T (i) (5)

An authority protocol assigns to every authority structingithin Sa set of games that can
emerge within(u,v, T) given the formal authority structui® In this respect an authority
protocol is a potential solution for the latent exercisewharity within (u,v,S).

From the definition, atable authority protocak an equilibrium concept that describes
the latent exercise of authority withifu,v,S). Namely, it incorporates the individual in-
centives to explicitly veto subordinates. However, it fatines the potential, or latent,
development of the exercise of authority, hotvit is actualized. Hence, it exactly formal-
izes the notion of perceivedexercise of authority withirgu, v, S). We remark that a stable
authority protocol satisfies the von Neumann—Morgenstetions of internal and external
stability. For convenience we indicate a stable authonogqrol by SAP.
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The next theorem addresses the existence of a stable aytpaiocol. It is shown
that there is a unique SAP for authority situations with a otone game and an acyclic
authority structure. Moreover, if the utility structunas strongly dual monotone, all direct
subordinates of agents that have not yet explicitly execctbeir authority acas if they
were monitored by their superiors. In particular, if no ageas explicitly enforced her
authority to monitor and veto, every subordinate agdf all agents fully enforce their
authority. Hence, in equilibrium full latent authority isfferced. For a proof we again
refer to Appendix A.

Theorem 4.2 Let (u,v,S) be an authority situation such thate#N is monotone and
Se .#Nis acyclic. Then:

(&) Forevery monitoring cost levelx 0 there exists a unique stable authority protocol
>¢ for (u,v,S).

(b) If the utility structure u is strongly dual monotone, themrh exists a cost level
c* > 0 such that for every < ¢ < c* and every Te H(S) it holds thatz(T) =
{%# (v,2)} where Ze .#N is given by

2(i) = T(@) ifi¢y(T)
| sG) ifiew(T).

In particular, 2¢ (S) = {Z (v,S) } for 0 < c < ¢*, where g (i) = & for every i€ N.

5 The case of high monitoring costs

In this section we consider the consequences of higher oramgt costs for the explicit
and latent exercise of authority. We use a simple exampléarif}csome of these con-
sequences. A general analytical study is rather involvetitaarefore subject of future
research.

Throughout this section we consider a three agent situatitnN = {1, 2, 3}. Further-
more, we impose the authority situatiop, v, S), where (1) the utility structurgS: ¥N —
ZN is equal to the Shapley value, (2) the formal authority $tmeSis given byS(1) =
S(2) = {3} andS(3) = &, and (3) the output valuesis given byv(E) = 1if 3 € E and
v(E) = 0 otherwise. The authority structuds depicted in Figure 2.

We develop the analysis of this authority situation in thstsps: explicit exercise of
authority, latent exercise of authority, and a comparisetwben these two models of be-
havior.
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Figure 2: The authority structut®

5.1 The explicit exercise of authority

The strategies of the two agents 1 and 2 in the authority g@frege given byl 1 =T, =
{{3},2}. Since agent 3 has no subordinates we treat the authoritg gama two-person
game. For convenience we denote these two basic strategiles 43} (veto) andN = &
(no veto).

Given positive monitoring cost > 0 the payoffs for the four possible strategy pro-
files areu(V,V) = (3 —c,3—c1), uV,N) = (3 -¢,0,3), u(N,v) = (0,3 —c,3), and
u(N,N) = (0,0,1). The Nash equilibria for different values ofire now represented in the
following table:

Cost level Equilibria Utilities
c<i | (0% ={(V,V)} u=(3-ci-cli
c=3 | (0 ={(V,\V),(V,\N),(NV)} |ue{(0,0,}),(30,3).(033)}
5<c<3 | N (O9)={(V.N),(N.V)} ue{(3-603).(0.5-¢c3);
c=3 | 4@ ={(V,N),(N,V),(N,N)} | ue {(0,0,),(0,0,1)}
c>1 | 4 (0% ={(N,N)} u=(0,0,1)

So, ifc< % orc> % there is a unique Nash equilibrium (both veto, respectjvedy veto),
and for intermediate values there are multiple Nash eqialib

5.2 The latent exercise of authority

Next we consider the latent exercise of authority and theesponding notion of a stable
authority protocol. For convenience we denoteThyT,, and S the authority structures

given by T1(1) = {3}, T1(2) = T1(3) = @ (only agent 1 enforces explicit authority over
agent 3),T2(1) = T2(3) = @, T2(2) = {3} (only agent 2 enforces explicit authority over
agent 3), and(1) = S(2) = S(3) = @ (neither 1 nor 2 enforce explicit authority over
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agent 3). FofS, Ty, To, andS we have

AV, S) ={Z (v, 9)}
AV,T) ={Z(v,T1),Z(v,S)}

NV, T2) ={Z(\,T2),Z(v,S)}

ANVv,S) ={Z(v.S),Z (vT1), Z(V,T2), % (v,S)}

For any cost > 0 the unique SAP assigns to the full authority structBiies restriction
Z (v, S) because nothing else can be induced from that situationthieoother situations
we distinguish three possibilities:

e c < 1: Suppose that in situatiofy the gameZ (v, Ty) with payoffs (3 —c,0,3) is
played. Since agent 2 can induce situatBwith payoffs( ,% ,3) the SAP
>¢ cannot assigi#Z (v, T1) to this situation (agent 2’s payoff if he inducsss 1 3—C
which exceeds it payoff 0 in situatioh). So,Z¢(T;) = {Z (v,S)} with payoffs
given by( ,3, 3) (Note that agent 2 does not actually has to pay its monitoring
cost ifZ (v,S) is played in situatiorT;). By a similar argumentS(Ty) = {Z (v,S)}
with payoffs given by(3,2 —c, 3).

Now, suppose that in situatid® the gameZ (v, &) with payoffs(0,0,1) is played.
Since agent 1 can indude and the SAP assign# (v, S) to situationT; (with pay-
offs ( C, 3, )) the SAP cannot assign the gamév, S) to situationS, (agent 1's
payoff if he inducedl; is 3 — c which exceeds it payoff 0 in situatidg). Suppose
that in situationS the gameZ (v, T1) with payoffs(3,0,3) is played. Since agent

2 can inducel, and the SAP assign# (v,S) to T, (with payoffs(s, 53— ,1@)), the
SAP cannot assign the garg@(v, T;) to situationS. Similarly, Z (v, T2) ¢ Z$(S).

So, also in this situatio®¢(S) = {Z (v,S)}. Thus according to the SAP, in situa-
tion & agents acas if both agents 1 and 2 enforce full authority over agent 3 with
corresponding payoff vector given tﬁé '3 3

e 1<c<3:Suppose thatin situatich the gameZ (v, T) with payoffs(3 —c,0, 3) is
played. Since agent 1 cannot induce any other situation gewt& can only induce
situationS (with payoffs(3 —c, 3 —c, 2)), the SAP assign® (v T1) to this situation.
Also, if in situationT; the gameZ (v, S) with payoffs( c, 3, 3) is played, agent 2
cannot induce a situation in which it can do better. ¢T:) = {Z (v,T1),Z (v,S) }.
(Note the difference witle < % considered above in which onl¥ (v, S) was stable
in this situation) By a similar argumenkS(T,) = {Z (v, T2),Z (v, S) }.

Now, suppose that in situatidk the gameZ (v, S) with payoffs(0,0,1) is played.
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Since agent 1 can indudeg to which the SAP assign# (v, T;) (with payoffs(% —
c,0, %)), the SAP cannot assign the gamv, §) to situationS. Suppose that in
situationS the gameZ (v, T1) with payoffs(% —c,0, %) Is played. Since agent 2 can
induceT, to which the SAP assign# (v, T) (with payoffs (0,3 —c, 3)), the SAP
cannot assign the gan# (v, T;) to situationS. Similarly, Z (v, T>) ¢ 25(S). No
agent can induce an advantageous situatigf(if, S) with payoffs(3, 3, 3) is played.
So, in this situatior$(S) = {Z(v,S)}. Note that, although in the intermediate
situationsT; andT, the latent exercise of authority is different for the cases% and

% <c< % for both cases in situatio® agents acas if both agents 1 and 2 enforce

full authority over agent 3 with corresponding payoff veaven by (3, 3, 3).

e C> %: In a similar way as above, it can be shown thatS) = {Z (v,9)}, Z5(T1) =
{Z (v,T1),Z (v,S)} andZ$(To) = {Z (v, T2) ,Z (v,S)}. Finally, it can be determined
that everything is stable in the situation in which all auttyois latent, (&) =
{Z(v,S), Z(V,T1), Z(V,T2), % (V,S) }.

e Forc= 1 andc= } intermediate cases apply.

5.3 A comparison

Comparing the Nash equilibria of the authority game and thblstauthority protocol
describing the latent exercise of authority allow us to ¢ade that there is a difference
of the equilibrium utility levels wher < % Namely, under explicit exercise of authority
the monitoring cost is actually realized, while this is no# tase under the latent exercise
of authority. For% <c< % even the attitude towards exercising authority is diffgras
described by these equilibrium concepts.

Namely, in the Nash equilibrium of the authority game autigas not enforced fully,
while under the SAP the agents act as if this authority is reefd fully if no agent has
announced whether it is going to enforce its authority. Bigsificant difference indicates
that if agents are myopic — as modelled in the authority gamehere would be no full
exercise of authority in equilibrium. However, a more adsahform of rationality on part
of the subordinates — as modelled by the concept of a stabiety protocol —, would
induce them to accept full (latent) authority.

6 Concluding remarks

In this paper we have developed a theory of the nature of atithwithin a given firm,
described as a hierarchical authority structure with teamalyction. We introduced two
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models of the exercise of authority in a framework includangescription of team pro-
duction, an arbitrarily complex authority structure of g&mn makers who are principal to
certain decision makers and agents to other decision madkedsa utility structure. The
first model addresses the explicit enforcement of authténityugh costly monitoring. The
second model describes a latent form of the exercise of atythwamely the rational ac-
ceptance of authority even though this authority is not ex@d explicitly.

We emphasize that at the foundation of our theory, we condiigequestion of owner-
ship of the firm’s asset to have no bearing on the study of ther@af authority. Indeed,
we base our modelling on the hypothesis that ownership amuai@re fundamentally sep-
arated and that “control” is represented by the authoritycstire. Here decision makers in
the authority structure have delegated control over theédiasset in the sense that a deci-
sion maker can deny the access of her subordinates to the dksemodelling principle
corresponds to observed practices; firms are either pyhifatled or the owner exercises
his or her control through managers with delegated powersitlher case the question who
exactly owns the firm’s asset is of no consequence for theipeschat result with regard
to the control of the firm’s asset. In our analysis there eedtgvo practices: directly or
explicitly exercised control and latently exercised cohtr

Finally, we emphasize that our model of the latent exercisuthority represents the
elusive concept oloyalty of subordinates to the firm and its objectives. Indeed, as-mod
elled, at a higher level of rationality, intelligent suboraktes voluntarily submit themselves
to the objectives of their superiors to avoid being subgtteenforced monitoring. This
standard of behavior can in this respect be interpreted asne gheoretic formulation of
“loyalty”.

Relation to the literature

Our approach to the notion of authority is in line with thediggy of authority relations
considered in Aghion and Tirole [1]. They distinguigitmal from real authority within a
hierarchical production organization. Formal authoréy de seen as the “right to decide”
while real authority is the “effective control over decisgd’ In our theory the concept of
formal authority is represented by the given structure offal authority relations between
agents. In our framework the notion of real authority is tferher developed into two
distinct forms:explicitandlatent

Related is the distinction made in Baker, Gibbons and Murphgg¢tiveen formal (“the
organizational chart”) and informal (“the way things rgatllork”) aspects of organizational
structures. They study the interaction between asset ahipe(which they consider to
be formal) and relational contracts (which they consideb¢oinformal). The study of
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differences and interaction between formal and informpéats of economic organizations
seems to be an important and growing topic for future researc

We emphasize that the formal authority structure of theanaical production orga-
nization in our model is exogenously given. Further redeavidl be directed towards
endogenously determining the formal authority structdréhe organization. In this paper
we restrict ourselves the question what game will be playiéamthe organization given a
particular formal authority structure. And, thus, whatlr@athority structures emerge en-
dogenously within the production organization. In thisseour model is complementary
to the literature that studies the endogenous formationesachical authority structures
such as principal-agent models (see, e.g., Grossman anfllMpand Kessler [24]), mod-
els on vertical integration (see, e.g., Klein, Crawford aridhfan [25]), and models on
incomplete contracts (see, e.g., Grossman and Hart [18]Hamt and Moore [18, 19]).
As mentioned in the introduction, these models assumerratimple authority structures
while we allow for arbitrarily complex formal authority sictures.

To study the formation of hierarchies, our model can be el¢dnn various ways. One
extension is introducing risk as has been pursued by PteswbTownsend [30] who study
how risk sharing can be a reason to form collective orgaiwizat They study why these
collective organizations form by using principal-ageratiens between these organiza-
tions and outsiders.

Beggs [6] uses techniques from queueing theory to determaeptimal structure of
hierarchies when workers differ in the range of tasks they marform. He studies how
the complexity of tasks influences the organizational stinec He explains why many
organizations have a hierarchical structure by the ecoe®wi skilled workers. Skilled
workers can make decisions without consulting other warkethile unskilled workers
need to ask (superior) more skilled workers for advice oraeygd. In our model, the skills
of different workers are not specified. Only their contribatin the production process is
characterized by the cooperative team production gamethandposition in the authority
structure determines their formal authority which can bereised explicitly or latent. By
extending our model with differences in skills we can reguirat the implicit exercise of
latent authority is only possible if the subordinate woriseskillful enough to do the work
on its own. Unskilled workers always have to ask for exphbgproval.

Garicano [12] develops a similar model in which he uses sfieation instead of dif-
ferences in worker skills. In a “knowledge-based hierataasy problems are solved by
lower (production) levels, while more exceptional or hagi@blems need to be passed on
to higher levels. In his model the decision “who must learratvdnd whom each worker
should ask when confronted with an unknown problem” is p&the organization. We
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quote from Garicano [12]: “The organization is charactedliby thetask designas defined
by the scope of discretionality of production workers analbpem solvers andtructure of
hierarchy, given by the span of control of problem solvers and the nurabkayers in the
organization”. Where our model takes the hierarchical aegdion structure as given and
explains which authority relations are actually activat®dricano explains the formation
of hierarchies by a trade off between communication versisviedge acquisition costs.
In our model (like in Beggs [6]) there is no distinction betweakfferent knowledge levels
necessary to perform different tasks. A future directiomesearch is to make this dis-
tinction in our model, and see what is the effect on the ezerof authority. One would
expect that more easy tasks are suitable to be performed latelet authority, while more
difficult tasks need more explicit authority.

Like our model, the above two mentioned papers set asidatineeproblems since
(as Beggs argues) to get more insight in the functioning ofahehical organizations it
is best to focus on one of many aspects. In this sense theselsrex@ complementary
to the models which focus on incentive problems such as @ahwho endogenously
determines the number of hierarchical levels, the span nifraband the wage scales by
using optimal control techniques, and in that way extendsstminal work of Keren and
Levhari [22, 23]. However, these papers do not address tkstigm what authority is
actually exercised within a hierarchy.

Another aspect that we do not address here is the orgamahfiorm of a hierarchy.
Maskin, Qian and Xu [26] compare an M-form (multi-divisidfiarm in which the organi-
zation goes along institutional lines) with a U-form (umtéorm in which the organization
goes along regional lines) with respect to their effectesmin giving incentives to man-
agers. In their terminology an organization is a “hierarcifiynanagers built on top of
technology” where the technology is present in productiem{s. It would be interesting
to see if the games that are played within organizationsféeetad by their organizational
form. For example, we might consider the question whethentaexercise of authority
appears more often in M-form organizations (which each artenndependent from each
other in their own region), while in U-form organizationstlaerity is exercised more ex-
plicitly (because the stronger dependence between thereliff organizational units).

Another strand of literature that we mentioned earlier ésitttomplete contracts liter-
ature which tries to answer the question how to distributaexship over residual rights,
i.e., who has the authority over assets that are non-cditti@c\While the incomplete con-
tracts literature focusses on the ownership over residglais to explain the formation of
firms, Rajan and Zingales [32] focus on the control of accessitical resources. In this
respect we follow in our modelling a similar principle. Ragmd Zingales define access as
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“the ability to use, or work with, a critical resource”. Weaja: “The agent who is given
privileged access to the resource gets no new residuakrmfhtontrol. All she gets is
the opportunity to specialize her human capital to the nesoand make herself valuable.
When combined with her preexisting residual right to witlvdfger human capital, access
gives her the ability to create a critical resource that grerols, her specialized human
capital, control over this resource is a source of power.”

Rajan and Zingales [33] develop this idea further by relatheycontrol of access to
resources to specialization of employees (managers) grd &xplain the formation of
(firm) hierarchies. This is in line with our model in which we explain the exercifeu-
thority over subordinate employees. Assets are compavatilgositions in our authority
structure, and control over assets is exercised by vetbm@dcess to the productive asset
by agents in subordinate positions. Although their hidvaal structures are much simpler
than ours, also in their model different positions in a hielhg have differenpositional
power. Where Rajan and Zingales [33] use positional power to explarformation of
firm hierarchies (by managers splitting off from a firm and loyngd) so constructing a new
firm), we use positional power to explain how authority isreised (i.e. what game is
played) within a given hierarchical production organiaati
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Appendix A: Proofs of the main results

Proof of Theorem 2.7

First, we show that the restrictia” indeed satisfies the five properties stated in the asser-
tion. LetSc SV andv,w € ¥N. Sinceas(N) = N it holds thatZ (v, S)(N) = v(as(N)) =
v(N), and thusZ satisfies property (i). # satisfies (ii) sinceZ(v+w,S)(E) = (v+
w)(os(E)) = v(os(E)) +w(os(E)) = Z(v,S)(E) + Z(w,S)(E) for al EC N. If i € N
is such that alfj € S(i)U{i} are null players irvthenZ(v,S)(E) = v(as(E)) = v(0s(E) \
({iYUS(i))) =v(os(E\ {i})) = Z(v,S)(E \ {i}) for all E C N, and thusZ satisfies prop-
erty (iii). If i € Nis such thav(E) =0 forallE C N\ {i} andE C N\ {i} theni ¢ o5(E) and
thusZ(v,S)(E) = v(os(E)) = 0, which implies thatZ satisfies property (iv). Finally, prop-
erty (v) follows from the fact thaj € (i) andE C N\ {i} implies thatos(E) = as(E\{j})
and thus72(v, S)(E) = V(0s(E)) = v(as(E\ {j})) = 2(v, S (E\ {}}).

Next suppose thatZ : ¥N x SN — @¥Nsatisfies the five properties, and Bt SV.
Consider the gamer = cyut with cr > 0, andut the unanimity game of C N given by

1 fTCE
ur (B) = { 0 otherwise.

Property (i) now implies tha# (wr,S)(N) = cr. Defineas(T) = TUS L(T). We distin-
guish the following cases with respectffa_ N, E # N:

e E D ag(T). Since for all agentse N\ as(T) it holds that allj € (i) U {i} are null
players inwr, property (iii) implies that7 (wr, S)(E) = .7 (wr,S)(N) = cr.

e E A T. Since for all agentse T it holds thatwr (E) = 0 for allE C N\ {i}, property
(iv) implies that.# (wr,S)(E) = 0.

e EDT,E 2 as(T). Then there existe as(T) \E andj € §(i) NT. Properties (iv)
and (v) then imply that# (wr,S)(E) = .# (wr,S)(E\{j}) =0.

So,.7 (wr,S) = Z(wr,S). The theorem then follows with property (ii) and the fact that
can be expressed as a linear combination of the unanimitggasin a unique fashion.
This completes the proof of Theorem 2.7.

Proof of Theorem 2.8

We proof each of the three assertions stated in the theorem.

(@) LetF C N be such thah € F. Then for everyi € F it holds thatz—1(i) c F if
and only if T1(i)  F. From this it follows thaioz(F) = or (F). Thus, for every
F C N with h € F we have that

A\, Z)(F) =v(0z(F)) =v(or(F)) = Z(V,T)(F). (6)
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Suppose thaE C N is such thah ¢ F. Thenz=1(i) > T~L(i) for alli € F, and thus
oz(F) C or(F). From the monotonicity of it then follows that for ever§s C N
with h ¢ F it holds that

Z\Z)(F) =v(0z(F)) <v(or(F)) =2Z(vT)(F). (7)

These two properties together with dual monotonicity establish assertion (a) in
Theorem 2.8.

(b) Together with the properties shown under (@)(v,Z) # % (v,T) now implies
that there exists someé C N with h ¢ F for which it holds thatZ(v,Z)(F) <
Z (v, T)(F). Together with (a) and strong dual monotonicitywthis establishes
assertion (b) in Theorem 2.8.

(c) Suppose thatis strictly monotone and th&is acyclic. Furthermore, suppose that
T (h) = @ or Sis transparent. Then we show that there exists a teamN with
h ¢ F for which it holds thaR (v, Z) (F) < R(v,T) (F).
We now show that under these conditicB) \ T (h) # @. First, suppose that
T (h) = @. ThenT (h) = @ and sinceh € N\ Ws it then follows thatS(h)\ T (h) =
S(h) # .
Second suppose thats transparent. Now, we proceed by contradiction and assume
thatS(h)\ T (h) = @. ThenS(h) c T (h) and, thus@ # S(h)\ T (h) C T (T (h)) ©
S(T (h)) c S(S(h)), implying thatS(h) N S(S(h))  @. This contradicts the trans-
parency ofS.
Next consider the team

F:=T1 (S(h)\'IA' (h)) U [S(h) \T (h)} . (8)

Remark thaS(h) \ T (h) # @ implies thatF + @. SinceSis acyclic, T € H(S) is
acyclic as well. This implies thdt ¢ F. Furthermoregr (F) =F € ®t. Thus,
sincev is strictly monotone an& # &, it follows that# (v,T) (F) = v(F) > 0.

Finally, we note thatz (F) C F \ [S(h) \f(h)] sinceh ¢ F. Hence, sinc&(h) \

T (h) # @, 0z (F) # F, and thus by strict monotonicity afit holds that
Z(\,Z)(F) =v(0z(F)) <Vv(F)=Z(vT)(F). (9)

Assertion (c) of Theorem 2.8 now follows with assertionsgiadl (b) shown above

and the strong dual monotonicity of the utility structuren combination with

Lemma 2.2.

This completes the proof of Theorem 2.8.

Proof of Theorem 3.3
Throughout this proof we I€E>:= S(i), i € N, definesS = (EJ,...,ES).
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(@) LetT € M(v,S) and consider the corresponding stratégy Leti € N be arbitrary.
Now define
[ T(j) forj#i

(i) = { s(i) forj=i.
By definition of the restrictior’Z and monotonicity o it now can be concluded
thatZ (v,2) = % (v,S) = Z (v, T). HenceZ € M (v,S).
Now let & := (&7,,E;) be given, whereg; C S(i) is arbitrary. From dual mono-
tonicity of u, Theorem 2.8(a), and the definitiondf (v, S) it now follows for agent
i € N that

W(ET) =u(ZMT)=u(Z(V2)) = u(Z(VTg)) =u (&),
Hence, sincé c N andE; C S(i) are arbitrary$T € .4/(@0).

(b) Let& € #4(@°) and suppose that # &5, Then there exists somjes N with Ej &
S(j). Now consideré := (£-j,S(j)), then by dual monotonicity and Theorem
2.8(a) we have that? (£) > u?(&). This contradicts the strict Nash condition for
&. This implies that#5(@°) c {&£5}.

This completes the proof of Theorem 3.3.

Proof of Theorem 3.4

We develop the proof of Theorem 3.4 through a sequence ahietiate results. These
lemmas are put together to form a proof of the assertionsdtatthe two main theorems.
Throughout this and the next subsection we\e®) be a game with an authority structure
such that/ is monotone.

Lemma A.1 Let u be a strongly dual monotone utility structure. Tf¢ M (v,S) then
ET ¢ N(@°).

Proof. If T ¢ M (v,S) then there exisf € N, he S1(j)\ T-1(j) andH c N with A,(H) #
0,HNT(h) =@ andHNT(j) # @. (If such aj,h andH would not exist thewZ (v, T) =

Z (v,S) and thusT € M (v,S).) But then there exists a sequence of agénts. ., hp such
thathy = j, hp =h, hy € S(hyq) forallk e {1,...,p—1}, andj ¢ T (hy) for at least one
ke{2,...,p}. Letme {2,..., p} be the lowest label for which¢ T (hy,) and there exists
H c N with Ay(H) # 0,HNT(hy) = @ andH N T(j) # . (Note that such a label exists
because it holds for labgl) Then, forZ € H(S) given by

: T (i) fori # hm
Z(i) :{ T(hm) U {hm 1} fori = hm,

it holds thatZ (v,Z2) # %#(v,T). SinceZ (v,Z)(E) < Z(v,T)(E) for all E C N, and
Z(Vv,2)(E) =2 (v,T)(E) for all E C N with hy, € E, it follows from strong dual mono-
tonicity of uthat&™ ¢ .4 (@°). O

The nextlemma discusses situations in which the full autihstructureSis (v, S)-minimal.

Lemma A.2 Let u be a strongly dual monotonic utility structure and%st M (v,S). Then
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(@) &S c A5V, and
(b) A (0% ={&5}.
Proof. Under the assumptions, by definitidvi,(v,S) = M (v,S) = {S}.

(a) Leti € N be arbitrary and lef’ := (é"_Si,Ei), whereE; ¢ S(i) is arbitrary as well. The
resulting authority structure is given Gy ¢ M (v,S). Hence,Z (v, T¢) # Z (V,S).
From strong dual monotonicity afand Theorem 2.8(b) it now follows that

uw (53) — U (Z(%,9) > U (Z(V.Tg)) = W(&).

Hence &S € .#5(@0).

(b) This assertion follows from Lemma 6 and the fact tBat M(v, S) implies that
T¢M(v,S forall T e H(S)with T # S

This shows Lemma A.2. O

Now Theorem 3.4(a) follows immediately from PropositioB(®) and Lemma A.2. Next
we turn to the proof of assertion 3.4(b).

Proof of Theorem 3.4(b). Now the assertion thaty" (%) = {&T [T e M(v,9) } is a
simple consequence of the properties given in Propositi@Band Lemma A.1.

It remains to be shown thats(@°) = @. From Proposition 3.3(b) it only remains to
be shown thatS is not a strict Nash equilibrium. Namely, by assumption ¢hexists
someT € M (v,S) with T # S Then it follows that there is somec N with T (j) & S(j).
Consider the authority structugegiven by

| S i
Z(I):{T((Ij?) :f:ij

From a repeated application of Theorem 2.8(a) it can be aded thatZ (v,Z2) = Z (v,S),
i.e.,Z € M(v,S). Now it can immediately be concluded th&P cannot be a strict Nash
equilibrium of the authority game. O

Proof of Theorem 3.5

Lemma A.3 Let u be a strongly monotone utility structure. For evéwyS)-minimal au-

thority structureT € M(v, S) there exists a cost levelr > 0 such thatE™ € N(6°) for
every0O< c<cr.

Proof. LetT € I\7J1(v, S) be (v,S)-minimal. Then by Theorem 2.8(a) and (b) we have for
everyi € N that

uf <(§‘S> =u(&T) =w (&7;,5())).
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for any agent € N. Now define forj € N\ Ws

S = min{u? (&7,,8(1) - (67, E))

Ej C S(j) such that
%(V,S)#:%)<VvT(<f_TJ7Ej)> }

We remark that iEjT # @, 0j > 0 due to the fact thal € M(v, S). Finally we introduce

| 5 | |
ctr:=min{ ——— | e N\Wswith o >0, > 0. 10
Ti=m {|T<J>|+1" \Wswith 9 } (10)

Leti € N\Wsand let& = (&7, E;) with E; C S(i). Now we consider two cases:

Case AZ(V,T)=Z(V,Tg)
Then by definition of(v, S)-minimality of T it follows that|T (i)| < |Ej|. Hence for
anyc > 0 we conclude that

W(ET) - (&) = W(ET) - (&) +c(Bl-T )
= c(|E|-[T{H)]) =0.
CaseBZ (V,T) £ Z (v, Tg)
Then by strong dual monotonicity afand Theorem 2.8(b) we conclude td{(&'T) =
w (&7,S(i)) > uP (&). Henced > 0. Let 0< ¢ < cr. Now we derive by definition
of cr that

w(ET) —uw(&) = W(ET)—w (&) +c(El-T )
> §—cr|T(i)]>0.

Cases A and B now complete the proof of the assertion statedmmia A.3. O

Proof of Theorem 3.5. Consider anys € I such thaffs ¢ M (v, S). We now distinguish
two possible cases:

Case A: T ¢ M (v,S)
Then by Theorem 3.4 ¢ .+ (©°). Hence, there exists sonjg € N\ Ws with
W (&) <, (&), wheres” = (&-,,S(js)). Define
Ce = 1
S(ie)l

Then for any 0< ¢ < c¢ we have that

(W0, (&) - (&) >0.

l& J&

£, (8) -1, (6) = W, (&) 8, (&)+c(|Ey,| - IS(is)

(ce—¢)[S(je)| > 0.

WV

Thus,& ¢ ¥ (©°).
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Case B: Ty € M (v,S)
By Theorem 3.4(b) we know that € .4 (@°). SinceTs ¢ M(V,S), we conclude
from the definition of the restriction7 that there exists somé € M (v,S) with
’f(i)’ < [Ts(i)| foralli € N and‘f(j)) < [Ts (j)| for somej € N\ W, Also from
Theorem 3.4(b) we conclude thal € (OO). Thus, for anyc > 0 we conclude
that

)0 = () sl
= c(|Tg(j)\— ‘f(J)D >0.

Hence& ¢ .4 (©°).
Now define using the constructions in Lemma A.3 and Case A

¢t = min{cT ’T eM(v,9) } U{ce | & €T with Te ¢ M(v,S)} > 0.
Now for any 0< ¢ < c* it follows that

(i) from Lemma A.3:{5‘T ‘T e M(v, S)} C A (©°, and

(i) from Case A and Case B# (©°) C {éaT ‘T e M (v, )}.

This concludes the proof of Theorem 3.5. O

Proof of Theorem 4.2

The proof of Theorem 4.2 is based on results from the theospahl situations, developed
in Greenberg [15]. Greenberg develops the notion stiahle standard of behavias the
main equilibrium concept within this theory. In this prooéwransform our notion of a
stable authority protocol into a stable standard of behafian appropriately constructed
social situation. The proof of the existence of the SAP thecomes a straightforward
application of the main existence theorem developed by riherg.

Let (u,v,S) andc > 0 be as in Theorem 4.2. Hencegc 4N is a monotone game
andSc .#N is an acyclic authority structure. Furthermore,v,S) does not have any
inessential agents. We now construct a social situatiom flav,S). (For an exhaustive
discussion and definition of a social situation we refer tof@i#a2 in Greenberg [15], in
particular Definitions 2.1.1 and 2.1.3.)

First, for everyT € H(S) we define

XT={%#(v2Z) e 9N |ZcH(S) andZ(i)=T (i) forallic ¢/'(T)},

for everyi € N the restricted utility functiorf," : XT — R is for everyw € XT given by
fT (w) = ui (W) — c|T (i)], and for evenyE C N andw € XT we define

y(T) ifE={i}
V' (Ew) :{ % otherwise

33



wherey; is the veto correspondence for ageatN.
We remark that these definitions imply that every agent carmoamce to enforce her

authority at most once. Now the tup¥é = (H(S), (XT, T, yT)TGH(S)> defines a social

situation introduced by Greenberg [15]. We now develop tieefof Theorem 4.2 through
a series of intermediate results.

From the definition of an Optimistically Stable Standard oh&e&or® (OSSB) and a
stable authority protocol the next lemma follows trivially proof is therefore omitted.

Lemma A.4 Any OSSB of the social situatioN® corresponds to an SAP fdu,v,S).
Furthermore, any SAP fdu,v,S) corresponds to an OSSB of social situatitn

The set of positions iy corresponds to the set of authority structufigss) in the author-
ity situation. For the next lemma we remark that the notiohkierarchical and strictly
hierarchical social situations are given in Definitions.5.4nd 5.3.2 in Greenberg [15].

Lemma A.5 The social situatiory® is strictly hierarchical
Proof. Letng := [N\ Ws| and let for everk € {0,1,...,np}

P:={T e H(§ [|¢(T)] =no—Kk}.

Clearly,Po = {S} andPn, = {T € H(S) | T (i) # @ fori € N\Ws}. Now, the collection
{Po,...,Pn,} forms a partition ofl (S). Also, from above/™ (E,w) = & for allE ¢ N and
we XTif T € Py,.

Letk € {0,1,...,ng— 1} and takeT € Px. Then for everyi € ¢/(T) andw € X7 obvi-
ously y" ({i},w) C Pyy1, since|y (T')| = |¢(T)| -1 for T' € y" ({i},w). Furthermore,
y" (E,w) = @ for all E C N such that there is nioc ¢/ (T) with E = {i}. So, we conclude
that

(( U Pt) U{T},(XH7UH,W)He(u?‘_)kHPt)u{T})

t=k+1

is indeed a social situation. Hence, we conclude Yhsdtisfies requirement H.1 of Defini-
tion 5.1.1 in Greenberg [15], pages 43—-44. Furthermorejireapent H.2 of that definition
is satisfied as well b®. So,Y¢ is indeed hierarchical.

Finally we observe that there is oC N andw € XT for which T € y' (E,w). Hence,Y®
satisfies Definition 5.3.2 in Greenberg [15], page 52. O

The next lemma follows immediately from Lemma A.5 and Comglla.3.3 in Greenberg
[15], page 52. A proof is therefore omitted.
Lemma A.6 The social situatiory® admits a unique OSSBE: H (S) — X7

Assertion (a) of Theorem 4.2 now follows immediately fromnimas A.4 and A.6. To
show assertion (b) as well, we define fbre H(S) andh € ((T) the authority structure
The H(S) by

10For the definition of an Optimistically Stable Standard ohBeior, or OSSB, we again refer to Green-
berg, Section 2.3 and Definitions 2.4.1, 2.4.2, and 2.4.3.
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[ T@) ifieN\{h
Th('):{ S((il)) :f::h,\{ }

andm(T) ={he ¢(T)|un(Z (v, Th)) —Un(Z (v, T)) > O}.

Lemma A.7 Let the utility structureu be strongly dual monotone, let there be at least one
agenti € N with S(i) # @, and lett := mintcpys) he ) {Un(Z (V, Th)) — Un(Z (V, T)) }
Forc := WIS(DI it then follows that

1.¢c* >0, and
2. c*=0ifandonly if #Z(v,T) =% (v,S) forall T € H(S).

Proof. From the definition ofc* the fact thatu satisfies strong dual monotonicity, and
Theorem 2.8(a) it immediately follows thet > 0.

Itis also easytoseethet=c=0if Z(v,T)=2Z(v,S) forall T € H(S).

Now suppose tha? (v, T) # % (v,S) for someT € H(S). Then there exists & € H(S)
andh € ¢(T) such thatZ (v, Tn) # Z (v, T). Sinceu satisfies strong dual monotonicity it
follows from Theorem 2.8(b) that(Z (v, Th)) — un(Z (v, T)) > 0. But thent > 0, and
thusc* > 0. O

Our final step in the proof of assertion (b) in Theorem 4.2 esfallowing:

Lemma A.8 Let the utility structureu be strongly dual monotone and let the monitoring
cost satisfyc < c*, wherec* is as defined in Lemma A.7. Then for evefyc H (S) the
unique OSSBa¢ of the social situatiory® is given bya®(T) = {%# (v,Z)} whereZ ¢ S\

is given by

(TG ifigw(T)
Zm—{sa) ificw(T).

Proof. The proof consists of two steps, constituting a proof by otidun on the partition
discussed in the proof of Lemma A.5.

First, letT € Pp,. Using the notion of the Optimistic Dominion given in Greendp [15],
page 19, and Greenberg [15] Definition 2.4.7 plus the fadtythéE, w) = @ for allE ¢ N
andw € XT, we compute the unique OSSB &t to be given by

oS(T)=X"={#Z(v,2)|ZcH(S) andZ(i) =T (i),i e N}.

We note thaty (T) = @. Thus,

. Z()=T(i) fori¢w(T)
"*(T):{‘@W’Z)’ Z(i)=S(i) foriey(T) }

Second, suppose that for alle Py witht € {k;,...,no}, wherek > 1, it holds that

. Z(i)y=T(i) forigy(T)
0*(T)={=@(V’Z)’ Z(@i)=S(i) forie y(T) }
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LetT € Px_1. Chooséh € ¢ (T) and letZ € H (S) be given by

Z(i):{ S(i) ifi=h

T (i) otherwise.

Note thatT (h) = @. Since,u is strongly dual monotone, it follows by definition of
thatup (Z (v,2)) —un (Z (v, T)) > % >cif Z(v,Z) #Z(V,T). SinceZ (v,Z) € XN
y" ({nh}, 2 (v,T)) andc < ¢* it can be concluded tha# (v,T) ¢ a¢(T) if Z(v,Z) #
Z (v, T). Thus,

c Z(i)=T() forigy(T)
o*(T)c{%(V,Z)‘ Z(:):s(il) for:etll(T) }

From Theorem 2.8(b) it also follows that this inclusion caréversed as well. This shows
the assertion. O

To complete the proof of Theorem 4.2 we remark that from LemA8at can immediately
be concluded that for & ¢ < c* it holds that

>(S) =0/ (S) ={Z(2) |Z2(1) =S(i) fori e N} ={Z (v, 9)}.

Hence, we have established assertion (b) of Theorem 4.Ze S already established
assertion (a), we have completed the proof of Theorem 4.2.
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Appendix B: Regarding dual monotonicity

From the analysis in this paper we conclude that the dual toormwty condition on the
utility structure is of great significance. For both explias well as latent exercise of
authority, the dual monotonicity and strong dual monotiyiproperties introduced in
Definition 2.1 are identified as the main hypotheses undeciwdomplete control of access
to the productive asset is established. In this appendixmuwestigate the (strong) dual
monotonicity properties and compare them to some more iEnmionotonicity concepts
from the literature. Our main insight is that the dual momdatily concept is not stronger
than the monotonicity concepts used in the literature.

First, we compare our dual monotonicity concepts with theomoof strong mono-
tonicity discussed in Young [43]. A utility structure ¥N — RN satisfiesyoung’s strong
monotonicityproperty if for every,w € N andi € N it holds thatu; (v) > uj(w) whenever
V(EU{i})—V(E) >wW(EU{i}) —w(E) for all E C N\ {i}.

Proposition B.1 If u: GN — RN satisfies Young’s strong monotonicity property, then it
satisfies dual monotonicity.

Proof. Suppose that: ¥N — RN satisfies Young’s strong monotonicity andvew € ¥N
satisfy the condition stated in Definition 2.1.3, i.e., foreeF C N it holds thatv(F) <
w(F) and for all other teamg € 2N\ {F} it holds thatv(E) = w(E). For everyi € N\ F
it then holds that(F U {i}) —v(F) > w(F U{i}) —w(F) andv(EU{i}) — v(E) = w(EU
{i}) —w(E) for all E € 2V\ {F}.

From Young's strong monotonicity afit then follows that; (v) > uj(w). Thus,u satisfies
dual monotonicity. O

Dual monotonicity does not imply Young'’s strong monototyig@roperty as the following
example shows.

Example B.2Letu: 4N — RN be the egalitarian utility structure given by(v) = Lr']\') for
all i € N. Obviously the utility structur@ is dual monotone.

Consider the gamesw ¢ ¥N with N = {1,2,3} given byv(E) = |E| for all E C N, and
w(E)=1if1 € E, andw(E) =0 otherwise. Ther(EU{1}) —Vv(E) =w(EU{1}) —w(E)
forallE C N\ {1}. ButUy(v) =1> % = Uz1(w). This shows thati indeed does not satisfy
Young'’s strong monotonicity property. [l

A utility structureu: ¥N — RN satisfiescoalitional monotonicityif for every v,w € ¢N
such that there is af C N for whichv(F) > w(F), andv(E) = w(E) for all E € 2N\ {F},

it holds thatu;(v) > ui(w) for all i € F. Coalitional monotonicity has been considered by
Shubik [38] and in some sense can be perceived as a dual ftrorubf dual monotonicity.
The following example shows that in general these two prtggsedo not imply one another.

Example B.3Let gj(v) = max{maxes; V(E),0} for alli € N andv e ¥N, and letG(v) =

Yien Gi(v) > 0.
Let the utility structureu: ¥N — R distribute the worth/(N) proportional to the values
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gi(v) over the agents i(v) > 0, and according to the egalitarian rule that is considared i
Example B.2 ifG(v) =0, i.e.,

M y(N) if G(v) >0
ui(v):{ N if G(v) = 0.

n

This utility structure satisfies dual monotonicity but does satisfy coalitional monotonic-
ity. Consider the gamesw € ¥N with N = {1,2,3} given by

V(E):{ 1 ifEe{{1},{1.2}} andW(E>:{ 1 ifE= {1}

0 otherwise, 0 otherwise.

Thenv({1,2}) > w({1,2}) andv(E) = w(E) for all E € 2V \ {{1,2}}. Butuy(v) = 3 <
1=ug(w).

Similarly, by takingg;(v) = max{ming_ice V(E),0} it can be shown that coalitional mono-
tonicity does not imply dual monotonicity. O

It turns out that dual and coalitional monotonicity are egient under the assumption that
the utility structure satisfies additivity and the null pbayproperty.

Proposition B.4 Let the utility structureu: GN — RN satisfy additivity and the null player
property. Theru satisfies dual monotonicity if and only if it satisfies caalial mono-
tonicity.

Proof. Letu: ¥N — RN satisfy additivity and the null player property. AccorditugThe-
orem 3 in Weber [40] it then holds that for everg N there exists a collection of constants
Pk, E C N\ {i}, such that ()5 e gy P =1, and (iui(v) = Secn iy PE(VEU{i}) —
v(E)) for everyv ¢ ¥N.

We now show thati satisfies dual monotonicity if and only '[i‘E >0 forallieNand
ECN\{i}.

Only if

Suppose that satisfies dual monotonicity. Léet N, F c N\ {i}, and letv € ¥N be such
thatv(F) < vo(F) andv(E) = vo(E) for all E € 2N\ {F}, wherev, denotes the null game,
i.e.,vo(E) =0forallE CN.

From Weber’s result it follows thati(v) = pk(v(F U{i}) — v(F)). According to dual
monotonicity and the null player property it holds thgtv) > uj(vo) = 0. Sincev(F U
{i}) —Vv(F) > 0 it must hold thapt > 0.

If

Suppose thapL > 0 for alli € N andE N\ {i}. Letv,w € ¥N satisfy the condition
stated in Definition 2.1.3 for teafa C N, and leti € N\ F. Further, lew’ € ¥N be given
by w (E) =w(E) —Vv(E) for all E C N.

Sincepk > 0, W(F U {i}) = 0, andw/(F) > 0 it holds thatui(w') = pE (W (F U {i}) —
W(F)) <0.

Sinceu satisfies additivity and/ = v+w it holds thatu; (w) = u;(v) +uj (W) < uj(v). Thus,
u satisfies dual monotonicity.
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In a similar fashion it can be shown thatatisfies coalitional monotonicity if and only if
pg > 0 for alli € N andE C N\ {i}. Combining these two equivalence properties yields
thatu satisfies dual monotonicity if and only if it satisfies caalial monotonicity. O

In the previous sections we also used strong dual monotgnicour analysis. A utility
structureu: 9N — RN satisfies this property if it satisfies the dual monotoniciyndition
stated with the inequalities replaced by strict inequesiti(This is stated in Definition 2.1
(iv).) Similarly we can replace the inequalities in the diiiims of strong and coalitional
monotonicity by strict inequalities. Propositions B.1 and Blso hold if we replace the
monotonicity concepts by these strict monotonicity cotsep

It is easy to see that, for example, all utility structuses#N — RN for which there are
constantgy > 0, 0< k< n, such that for every € N it holds that; (V) = S gy P|(V(EU
{i}) —Vv(E)), satisfy strong dual monotonicity as well as strong caaiiél monotonic-
ity. Familiar examples of such solution concepts are theplyavalue, for whichpy, =

7("_1):15"_")!, and the Banzhaf value, for whigh = =+, for all 1 < k < n. (For an elabo-

rate discussion of this class of utility structures we atferto Weber [40].)
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