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Abstract. When making decisions, agents tend to make use of decisions oth-

ers have made in similar situations. Ignoring this behavior in empirical models

can be interpreted as a problem of omitted variables and may seriously bias

parameter estimates and harm inference. We suggest a possibility of integrat-

ing such outside in
uences into models of discrete choice decisions by de�ning

an abstract space in which agents with similar characteristics are neighbors

who possibly in
uence each other. In order to correct for correlations between

the characteristics, the design of this space allows for nonorthogonality of its

dimensions. Several Monte Carlo simulations show the small sample properties

of spatial models with binary choice. When applying the estimator to inno-

vation decisions data of German �rms, we �nd evidence for the existence of

neighborhood e�ects.
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1. Introduction

The amount of information is a key factor in decision making processes. There-

fore, individuals try to take as much information into account as possible. So it

may be sensible, when uncertainty exists, also to use information about the de-

cisions of others, who have had a comparable decision to make, as a yardstick.

Furthermore, from a sociological point of view, humans often tend to seek as-

surance as to whether their thinking is reasonable. As a result, an individual's

decision for a particular alternative is more likely when he realizes that people

with similar features have come to the same conclusion. An additional rationale

in observing the decisions of others occurs when one is held responsible for the

success of his decision - as e.g. managers are: a mistake can be more readily

excused if others have also made the same mistake. For all of these reasons, we

might expect that the decisions of agents in similar situations should correlate

even after controlling for similarity. This paper aims to show how this interde-

pendence of decisions can be modeled and estimated.

The bene�t of integrating such outside in
uences is twofold. On the one hand,

it seems to be very interesting to check whether there is empirical evidence for

correlation between decision makers. On the other hand, from a more technical

point of view, ignoring existing dependencies of other people's decisions could

lead to biased parameter estimates (cf. Anselin and GriÆth (1988)) or to biased

estimates of standard errors (McMillen (1995), for the probit case).

But, why exactly should a decision maker pay attention to the decisions that

other individuals have reached? Such social interactions are rational if the utility

expected to result from a particular decision is raised as obeying other individuals

means an enlargement of the own relevant information set (Brock and Durlauf

(1995)). Besley and Case (1995) provide an example of how asymmetric informa-

tion can lead to such mechanisms: voters lack information which would enable

them to judge the state or county government on an absolute scale. Therefore,

they tend to make comparisons between incumbents and end up with forcing them

into a yardstick competition, using a relative measure instead of an absolute one.
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Topa (1997) hints to the point that valuable information may be communicated

secretly in social networks, which may result in correlating decisions. Labor

market theory provides yet another reason: In some situations, not one's absolute

utility may be considered as relevant, but his relative position. In this line is the

arguing of the fair wage-e�ort hypothesis (see e.g. Akerlof and Yellen (1990)):

workers want to be paid at a `fair' level. This puts pressure on managers to

conform their wage decision to the level of comparable, i.e. social neighboring,

�rms. Labor market related behavior of investment managers is as well blamed

for the so called herd behavior of professional investors on �nancial markets,

according to Scharfstein and Stein (1990). As `it is better for reputation to

fail conventionally than to succeed unconventionally', few incentives are given

not to follow the herd. However, there's a general human tendency to conform

to others' behavior which can be perfectly rational, as the society rewards not

deviating from accepted norms (Bernheim (1994)).

The wish for conformity may be even higher when there are only two alter-

natives, leaving no room to opt for a compromise. However, in many situations

individuals are faced with discrete choices, e.g. in which foreign country to build

a new plant, whether to do an IPO or to start an innovation project are some

examples of binary choices.

In this paper, we would like to show how such in
uences can be considered when

modelling and estimating decision behavior. As we assume that such in
uence

are especially prevalent for discrete choice decisions, we concentrate on models of

binary and multiple choice. Therefore, we suggest a model which would identify

social neighbors - that's what we call decision makers who have to solve similar

decision problems - and would estimate the in
uence neighbors have on each

other. The neighborhood de�ning characteristics are used as dimensions of an

abstract space in which the individuals are located. In contrast to the Euclidean

assumption commonly used, the space's design which we suggest is more general

in the sense that the dimensions are not restricted to be orthogonal. This allows

to correct for possible correlations between the social characteristics. Estimating

such models poses a sample size problem: in small samples, estimation quality is
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poor, whereas the size of the distance matrix can be challenging, as it increases

by the square of the sample size. The sample size problem is in the center of our

Monte Carlo study.

We apply the suggested methodology to German innovation decision data.

Decisions whether about innovation e�orts are highly likely to be in
uenced by

the behavior of �rms that are competitors on the output and/or on a factor

market. The case of product innovations perfectly �ts to our considerations, as

deciders can rather easy observe product innovations of their competitors when

they have been realized. In contrast, they only have an imperfect inside about

reasons and success of the innovations, and about planned innovations yet to

be realized. As deciders cannot learn by observing these more or less secret

features, they will restricted to utilize as an additional information only the

pure information of the observed decision to realize a product information. An

incentive for mimicing a competitor's decision can also be labor market pressures,

described above for �nancial investment managers, to which �rms' managers may

be subjects.

The remainder of the paper is organized as follows: The next section will

discuss reasons for including neighborhood in
uences and present the model and

the estimation strategy. In section 3, Monte Carlo studies will show how our

model works and illustrate the in
uence the sample size has on the estimates'

quality. The application to the innovation decision follows in section 4. Section

5 concludes and provides some additional ideas for research on this topic.

2. An econometric approach to include neighborhood influences

2.1. General considerations. Technically, the interdependence of decisions

leads to correlations between some or all decision makers. Such cross section

correlation between observations is a well-known phenomenon in regional science

where contiguous or, more general, neighboring spatial units often in
uence each

other; e.g. the unemployment rates of counties are spatially correlated because

an individual is not restricted to working in the county he lives in. Therefore,
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cross correlation is often called spatial correlation. But this occurrence is not re-

stricted to geographical spaces: observations can be thought of as being located

in an abstract space, with certain social characteristics being the dimensions.

Then, if observations are neighbors in this abstract space, these observations are

said to be similar.

Meanwhile, a broad range of methods exists - at least for continuous depen-

dent variables - which analyze spatial correlation1. However, relatively little

research has been done on limited dependent variables in the context of spa-

tial correlation2. In an innovation adoption framework, Case (1992) presents an

estimation strategy for probit models with spatial dependence in the explained

decision result. Unfortunately, the estimation scheme is only applicable to the

unsatisfactory case of block wise dependence: the in
uence parameter between

two potential adopters is set to one if they are located in the same region, and

to zero otherwise. Another feature which is questionable in the context of (in-

novation) decisions is the assumption that the di�erent individuals make their

decision simultaneously. Often, an individual is only able to observe others' deci-

sions after they have been made, so taking the time pattern into consideration is

indispensable for many situations. A spatial innovation di�usion process for logit

models is presented by Dubin (1995): In her two period model, �rms which have

to make a decision do not in
uence themselves simultaneously. Instead, if a �rm

did not decide to innovate in the �rst period, it reconsiders whether to innovate

in the second period, and then pays attention to the decisions that other �rms

have already made in the �rst period.

The binary decision yi of �rm i in the second period depends on the latent

scalar variable y�i

(1) yi =

�
1 ; if y

�

i > 0;

0 ; else;

and the latent variable speci�ed as

(2) y
�

i = x
0

i� +

NX
j=1

�ijy
�1

j + ui; i = 1; : : : ; N;

1For an introduction, see the textbook of Anselin (1988), or Part II of Florax (1992).
2See Poirier and Ruud (1988), McMillen (1992), Pinkse and Slade (1998).
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where xi is a vector of the explanatory variables associated with �rm i, with

� as the corresponding coeÆcient vector. The outside in
uence emanates from

decisions y�1j which all j �rms made in the �rst period, weighted by the in
uence

�ij which �rm j has on �rm i, and �ij being 0. The logistic error term (assumed

to be i.i.d.) is denoted by ui.

Hence, Dubin models innovation decisions that depend on the �rms' (geograph-

ical) distance to prior innovators - more speci�cally, adopting a new technology

becomes more likely the more �rst period adopters are in the neighborhood. In

this framework Dubin makes a restrictive assumption: Only �rms who have not

yet adopted an innovation in the prior period are allowed to face an innovation

decision in the current period, i.e. �rms can innovate only in one of the two pe-

riods. This refers to an epidemic di�usion modelling which is restricted to one

period which is a�ected by the dispersion.

In the following section, we present a model which is more general in three

respects:

First, decisions depend not only on prior decisions of others but also on the own

prior decision. Herewith, we do not only measure the in
uence a decision maker

may have on himself, but we also avoid that, when estimating, this in
uence is

caught by the neighborhood e�ect. We assume all decisions made in this �rst

period as exogenously given.

Second, our approach is not restricted to binary choice problems. However, the

multiple choice setting even provides the possibility of estimating speci�c neigh-

borhood impacts, i.e. neighborhood relationships depending also on each single

alternative, o�ering the possibility to deal with sophisticated decision problems.

Third, we provide a suggestion for an advanced solution to the central prob-

lem one faces when modelling neighborhood in
uences: providing an appropriate

concept to measure the degree of similarity, i.e. the 'social distance' between in-

dividuals. The most convenient strategy is to de�ne a space within which we are

able to measure distances between decision makers. Whereas Case (1992) and

Dubin (1995) analyze two-dimensional geographic spaces, we allow for multi-

dimensional abstract spaces. We suppose that nowadays, geographic distance
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becomes less and less important while individuals and �rms pay more and more

attention to those being in a comparable situation. For similar reasons, Case

and Katz (1991) successfully use a concept of social instead of geographic neigh-

borhood. (See Akerlof (1997), for a model of social space.) Griliches (1992)

established the innovation space, using certain characteristics of �rms as dimen-

sions for the abstract space and measures these abstract distances by using an

Euclidean measure. The drawback of using an Euclidean space is the implied

assumption of uncorrelatedness of the social characteristics, which corresponds

to orthogonal dimensions spanning the space. We develop this concept by drop-

ping this unrealistic assumption of an Euclidean space. Instead, we allow the

dimensions of our space to be not orthogonal according to correlations between

the characteristics.

2.2. The basic model of binary choice decisions. We inspect the decision

making process of N individuals who are confronted with a certain binary choice

problem. Their decisions depend on their own characteristics, on the own decision

with respect to the same problem in a prior period (which is in contrast to Dubin's

approach), and on decisions of the other decision makers in this prior period (for

which we use an alternative modelling). In the binary setup, the decision yi of

decision maker i depends, as in equation (1), on the latent variable y�i which we

model as

(3) y
�

i = �+ x
0

i� + y
�1

i 
 + A
�1

i + ui; i = 1; : : : ; N;

where � is a scalar constant. xi is a K � 1 vector of K explanatory variables

associated with i, and � is the corresponding coeÆcient vector. y
�1

i describes

the decision outcome of individual i in the prior period (i.e., 0 or 1), with the

scalar parameter 
 measuring the impact this own decision has on the current

period. A�1

i is a scalar re
ecting the neighborhood impact of all other individuals

on decision maker i, and ui is an i.i.d. N(0; �2) error term, where E[A�1

i ui] = 0

is assumed. We model A�1

i as the weighted sum of the decisions y�1j which the

individuals j, that are i's neighbors, made in the prior period. The weights

used for A�1

i depend on the distance D
�

ij between i and j, and on parameters



8 N. HAUTSCH AND S. KLOTZ

determining the scale (a1; a0) and the decay (b1; b0) of the neighborhood in
uence

(4) A
�1

i =

NX
j=1
j 6=i

��
a1 � exp(�D�

ijb1) � y�1j
�
+
�
a0 � exp(�D�

ijb0) � (1� y
�1

j )
�	

:

This speci�cation allows for di�erent spatial dependence patterns, conditional on

the decision of the particular neighbor. The spatial parameters (a1; a0; b1; b0) are,

together with �; � and 
, the parameters to be estimated.

In the following we discuss the calculation of the neighborhood impact A�1

i . A

prerequisite for this is to determine the distance D�

ij between all pairs of decision

makers i and j. As the distance shall be small if the decisions makers are in similar

situations (i.e. the decision makers shall, in this case, be treated as `neighbors'),

the distance measure has to depend on characteristics that describe the decision

makers' situations. Therefore, we de�ne the D �N matrix Z of (social distance

de�ning) characteristics by

Z =

0
@ z11 : : : z1N

...
...

zD1 : : : zDN

1
A ;

where zdi denotes the social characteristic d (d = 1; : : : ; D) of individual i. Fur-

thermore, we de�ne a D � 1 vector �ij of all the (social) di�erences between

an individual i and an arbitrary other decision makers j (j 6= i) within the D

characteristics by3

�ij �

0
BB@

z1i � z1j

z2i � z2j
...

zDi � zDj

1
CCA :

Vector �ij can be interpreted as being located in a D-dimensional abstract

space, which is spanned by the D characteristics. The most popular strategy is

to measure distances in an Euclidean space where the Euclidean Distance is given

by

(5) Dij =
q
�
0

ij�ij:

3For ease of notation we assume that the particular social characteristics have a mean equal

zero.
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The assumption of an Euclidean space is, in this context, equivalent to assuming

uncorrelatedness between the characteristics as well as equal variances, i.e. the

correlation matrix of the social characteristics is assumed to be the identity ma-

trix. This is a serious restriction to the general case of arbitrary correlation

between the characteristics: In most applications, like for innovation decisions,

such characteristics will be correlated, e.g. the age of a �rm and its size. Fur-

thermore, there may be information concerning the size in terms of the number

of employees and the turnover as well. If the correlation will be considered, the

information of both characteristics can be used without overemphasizing the size

aspect. Therefore, we propose a transformation of the di�erences �ij given by

(6) �
�

ij �
p
2NP�ij;

where P is obtained by the Cholesky factorization of ZZ 0, i.e. 4

(7) P
0

P = (ZZ 0)�1:

Nevertheless, the characteristics of di�erent decision makers are still assumed to

be independent. The transformation of �ij into �
�

ij is, of course, equivalent to

transforming Z by Z
� �

p
NZP , and calculating ��ij based on Z

�.

This modi�cation procedure ensures that the modi�ed di�erences in �
�

ij are

orthogonal, thus, they now suit to be transformed into distances by the Euclidean

measure. Hence, our modi�ed distance measure is de�ned by

(8) D
�

ij =
q
�
�0

ij�
�

ij:

This concept provides, in view of the stochastical properties of the characteristics,

a more general and more realistic measure of distances in an abstract space. If

the characteristics are uncorrelated and the variances of all characteristics are

equal, P
p
N is the identity matrix, thus ��ij = �ij. Hence, our modi�ed distance

measure nests the Euclidean distance measure as a special case.

4If the matrix ZZ 0 does not have full rank the Cholesky factors P have to be computed on

the generalized Moore-Penrose inverse. Hence, if one characteristic vector of the space can be

written as a linear combination of other vectors the number of the dimensions of the space will

be reduced by one.
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After determining the distance between all pairs of decision makers, the next

step consists in de�ning an adequate distance decay function (DDF) which trans-

lates the social distance into a value expressing the strength of the neighborhood

impact. As this in
uence of j on i shall diminish with distance, a DDF � = �(D�

ij)

has to be de�ned which (i) is decreasing in the argument, (ii) returns positive

values for positive arguments and (iii) returns a �nite positive value for zero. A

functional form ful�lling this requirement is the DDF

(9) �(D�

ij) = a exp
�
�D�

ijb
�
;

which o�ers the advantage that two parameters are enough to describe a rather

wide range of di�erent decay patterns: The parameter a measures the strength

of the neighborhood in
uence on the decision outcome, whereas the parameter b

allows us to investigate the rate by which the impact of prior decisions attenuates

with the distance. Obviously, the parameter b is only identi�ed if a 6= 0. If the

parameters a and b are jointly signi�cant, empirical evidence for neighborhood

in
uences is found.5

A reasonable extension of the model is motivated by the possibility that makers

of di�erent decisions may have a di�erent distance decay. Such di�erences are

particularly likely if one of the both alternatives is opted for rarely, so decisions

for this alternative are noticed carefully with little respect to the distance to the

respective decision maker. For example, one observed such asymmetric patterns

in the early days of the internet, when the launch of any �rm's web site was

exceedingly noticed. Therefore, introducing two di�erent DDFs �1 and �0 (which

are associated to di�erent parameters a1 and b1 and, resp., a0 and b0) may be

sensible for certain circumstances.

The neighborhood impact of j on the decision outcome of i is then j's weighted

decision outcome

(10) �ij =
�
�1(D

�

ij) � y�1j
�
+
�
�0(D

�

ij) � (1� y
�1

j )
�
:

5Of course, there are many other functional forms suitable as DDF. For the Monte Carlo as

well as for the application study, we also employed alternative functions which failed to give

evidence of any superiority.
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Aggregating the spatial impacts �ij of all units j 6= i leads to

A
�1

i =

NX
j=1
j 6=i

�ij;

which is equivalent to equation (4).

Neglecting neighborhood dependencies, i.e., dropping A�1

i in equation (3), cor-

responds to the problem of omitted variables. Thus, the coeÆcient vector � would

be estimated with a bias which depends on the correlations between the explana-

tory variables x on the one hand and the distances within the characteristics Z

and prior period decisions y�1j on the other hand. Additionally, the estimated

standard errors of � would be wrong.

2.3. Multiple Choice. Often decision makers have to decide not only between

`yes' or `no' but between several di�erent alternatives. Therefore, a more general

speci�cation is obtained by regarding more than two alternatives. For this pur-

pose, the binary decision model of subsection 2.2 can be generalized by including

spatial dependencies in multinomial models. By using alternative speci�c spatial

parameters, it is possible to estimate the particular impact that decision makers,

who chose in the prior period a certain alternative r, have on individuals choosing

between S alternatives in the next period.

The general setting of the multiple choice model is according to the basic binary

choice model: An individual i can decide among S alternatives, depending again

on his own characteristics, and on the (exogenously given) decisions made by him

and his social neighbors j in a certain prior period. Each alternative s provides an

outcome (utility) y�is; s = 1; : : : ; S, which is not observable. The decision maker

chooses the alternative s if y�is > y
�

is0 ; 8s0 6= s: Then, the observable variable yi

takes the value yi = s. By separating the impact of the own prior decision we

de�ne the latent model associated with the choice of s by

(11) y
�

is = x
0

i�s +

RX
r=1

y
�1

ir 
rs + A
�1

is + uis; i = 1; : : : ; N ;

where y
�1

ir = 1l
(y�1i = r)

. xi denotes, as in section 2.2, a vector of explana-

tory variables associated with decision maker i who chooses alternative s in the
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current period, with �s as the corresponding coeÆcient vector. 
rs measures the

strength of the own prior decision's impact if the decision maker chose alternative

r(r = 1; : : : ; R) in the prior period. Thus, this speci�cation allows quantifying

the particular impacts of the own prior decisions depending on the chosen alter-

natives in the two periods. In the prior period, the number R of alternatives

may di�er from the alternatives' number S in the current period. For the error

terms ui � (ui1; : : : ; uiS)
0 we assume ui � i.i.d. N(0;�) and E[A�1

is uis] = 0. A�1

is

denotes the aggregated spatial impacts of all prior decisions on a decision maker

i choosing the alternative s:

(12) A
�1

is =

NX
j=1
j 6=i

"
RX
r=1

ars exp
�
�D�

ijbrs

�
y
�1

jr

#
;

being a straightforward generalization of (4), with ars and brs measuring scale and

pattern of the in
uence that prior decision makers who chose alternative r have

on decision makers choosing alternative s. As before, these spatial parameters

are to be estimated.

Again, an estimation of �s that ignores the impact of prior decisions will gen-

erally be biased.

3. Monte Carlo Studies

The inclusion of a spatial distance matrix into discrete choice models leads to

highly nonlinear models which poses the question after the small sample proper-

ties of our estimation scheme. Especially with regard to the application in section

4, we want to gain insight into how the quality of estimates depends on di�erent

sample sizes.

We analyze the small sample properties for a correctly speci�ed binary choice

model de�ned according to equations (3) and (4) which is estimated by Maximum

Likelihood. For the exogenously given decision outcomes y
�1

i from the prior

period we use random draws vi from a uniformly U[0; 1] distribution coded by

y
�1

i = 1l (vi > 0:5). We choose a parameter constellation which ensures that the

ratio between decisions of both outcomes (0 and 1) is about balanced. We �xed

the parameters as follows: constant � = 1, one slope parameter � = �1, and
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the parameter for the impact of the own prior period decisions is 
 = 1. The

spatial parameters are chosen to be a1 = 1 and a0 = �3 as scaling and b1 = 3

and b0 = 5 as decay parameters. The social space is spanned by two orthogonal

vectors obtained by random draws of the U[0; 1] distribution. As we want to

concentrate on the estimation quality dependent subject to the sample size, we

do not utilize the correction described in 6. The error term is drawn from a

standard normal distribution, while the exogenous variables xi are sampled from

the uniformly U[0; 1] distribution.

We analyze eight sample sizes from 50 to 400 with 1,000 replications each. The

results are presented by means of box plots in appendix 6.1. There, the �gures

1 till 5 show the empirical distributions of the respective parameters depending

on the sample size. The horizontal line within each box indicates the empirical

distribution's median. The box itself is de�ned by the upper and lower quartile.

Adding three halfs of the interquartile range into both directions from the box

yields the position of the so-called fences. Adjacent values, which lie out of the

box-fences-formation, are denoted by a small circle.6 The respective true value is

located in the middle of each �gure and marked by a horizontal line. Note that

the scales of the y-axes di�er. Concerning the spatial parameters, we only present

the two ones which describe the in
uence of the former decisions y�1i = 1, as the

estimates of the two other parameters with respect to y�1i = 0 were qualitatively

identical.

A general �nding of our study is that the challenge, which seven parameters

and a rather complicated likelihood mean at least for a sample size of 50, has

been met: there are no convergence problems to notice and no sensitivity to the

start values even for this smallest sample.

For all parameters, the variance of the estimates' empirical distributions re-

duces remarkably over the sample size range. For n = 50, there are, for any

parameter, a handful of extreme outliers which can not be drawn into the �gure.

But for rising sample size, the variance converges at high speed, and for n = 400,

6See Tukey (1977) for a detailed presentation of the box plot concept.
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the reduction of the estimator`s variance achieved by additional observations is

only considerable for the two spatial parameters.

Again, all �ve types of parameters show a clear small sample bias. This is no

shift of the empirical distribution but an asymmetry which leads to overestimation

in terms of the absolute values. However, this bias disappears to di�erent degrees

for rising sample sizes and does not vanish completely for any parameter under

consideration. It reveals to be strongest for the own impact parameter 
 and the

extremely asymmetric spatial scaling parameter a1, while the decay parameter's

b1 estimates are the least biased ones.

As a result, despite some shortcomings, the Maximum Likelihood estimation

of our probit model proves to be possible and meaningful. The shortcomings are,

for all kinds of parameters, a rather high variance when the sample size does not

exceed 100, and a considerable bias which does not vanish even for some hundreds

observations.

4. Application to Innovation Data

Research on R&D and innovation activities is familiar with circumstances in

which decisions of a �rm - namely to aim for and to adopt a new technology - do

not only depend on the �rm's own situation (see e.g. Geroski (1995) or Encaoua,

Hall, Laisney, and Mairesse (1998)). Reasons for that are mainly, but not only,

e�ects of networks and of standardization (for a review, see e.g. Katz and Shapiro

(1985)) and, of course, of research spillovers (the broad discussion about this

subject has been established by Griliches (1992)). Further reasons, quite in line

with those we discuss in our introduction, are compiled by Baptista (2000) and

Manski (2000). Consequently, we apply our model to data of product innovation

activities of German �rms because the features of this decision - to innovate or

not - suits well to our general model setting: It is a binary decision, the degree of

uncertainty is rather high which makes the information how others decided more

valuable, the decision makers are under the labor market's conformity pressure

described in the introduction, and the competition between �rms urges to keep

pace with the technological progress of one's rivals.
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The data we use is the �rst wave of the Mannheim Innovation Panel (MIP),

provided by the Centre for European Economic Research (ZEW, Mannheim; see

Harho� and Licht (1994) for details on the data composition.). The MIP is a

survey of approximately 3000 German �rms which has been annually collected

since 1993. Its questionnaire follows the guidelines of the OSLO-manual (OECD

(1992)) and contains detailed information on potential determinants of innovative

activity. In contrast to our (implicit) assumption, our data does not provide

information about all �rms potentially in
uencing the �rm under consideration.

Having this drawback in mind, we assume that the sample units, which have been

randomly selected from the total population when the MIP has been designed,

can be used to predict all outside in
uence a �rm receives. Because the MIP

provides binary information in each of the preceding three years as to whether an

innovation has taken place, we apply the binary choice framework of section 2.2.

By using the outcomes from 1990 and 1992, we analyze a sample of all �rms in the

MIP for which the relevant information is available, in total 1380 observations.

Table 1 (section 6.2) shows the number of the adopted product innovations in

the years 1990 and 1992. We use the entirety of the MIP data instead of single

industries' data because doing the latter would lead to sample sizes of about 100

or less. As the Monte Carlo study in the previous chapter shows, such samples

are too small for reliable estimations.

It would be beyond the scope of our paper to derive an estimation equation

from a structural approach. For our reduced form approach, we use two groups of

variables as determinants of the innovation decisions. While the �rst one re
ects

the ability of a �rm to cope with the e�ort necessary for a successful innovation,

the second group provides information on the subjective view managers have

on theirs �rms' situation. The �rst group of `hard' variables encompasses the

employees' number, the square of this number, and the ratio of own capital to

total sales. The latter serves as an indicator for the �rm's �nancial strength. The

`soft' variables are two expectations a �rm's manager will have concerning the

relevant product market: the developments of the demand for their products on

the one hand, and the competition on this market on the other hand.
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In order to measure the distance (i.e., to de�ne neighborhood) between the

�rms one has to determine suitable dimensions for the abstract space. We utilize

six variables as these characteristics composing the matrix Z, which, again, can be

divided in `hard' variables that describe the �rm's situation, and `soft' variables

that allow to see into the managers' motivation. For the �rst group of variables,

we utilize the �rm's age, the share its exports have in its sales, the sales share of

its most important product, and whether it is located in Eastern Germany. For

the latter group, we use two questions in which �rms have been asked to weigh

the importance of possible objectives for their innovation decision on a scale from

1 (no importance) to 5 (high importance). We employ `Decreasing the impact

on the environment' and `Lowering the energy consumption'. Table 2 shows

the correlation matrices of the chosen six social characteristics. Considerable

correlations between particular characteristics point out the necessity to correct

for it by using the modi�ed distance measure as de�ned in equation (6).

The results of the Maximum Likelihood estimations are presented in table 3.

In paerticular, we employ four speci�cations.

The �rst speci�cation is a common probit without any own or neighborhood

in
uence from the previous period. The estimation yields coeÆcients with the

expected sign which are signi�cant at least on the 10%-level, with the exception

of own capital per sale. The size of a �rm, expressed by the number of employees,

has a decreasingly positive e�ect on the innovation probability, with a probability

maximizing �rm size of roughly 100 employees. The higher the expected demand

in the corresponding product markets the higher the innovation probability, which

is little surprising. The tendency to innovate also rises with the competition in the

product market a �rm expects; supposable, a product innovation is, at least for

some �rms, an important strategic move in the market competition. Remarkably,

the estimated coeÆcients for the two `soft' variables expected demand and the

expected competition prove to be very stable within the other three speci�cations

(b) till (d) which is not similarly true for the three `hard' variables.

More precisely, the inclusion of the own prior decision in speci�cation (b) a�ects

the �rm size variables estimates and makes them insigni�cant. This might be
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due to the mostly low changes of employment �gures within two years, while

the opinion concerning the demand and the competitors' behavior may alter

more quickly. The variable measuring the own prior e�ect is strongly signi�cant

positive, as expected.

The third speci�cation (c) includes the neighborhood dependence e�ect, al-

lowing for positive in
uence exerted by innovators, and for negative in
uence

exerted by the non-innovators, assuming an identical decay for both kinds of in-


uence. The decay parameter b is strongly signi�cant, which expresses the higher

relevance neighbors have on a decision. The two scale parameters, being both

signi�cant on the 5 %-level, clearly reveal the assumed in
uence pattern. The

Wald test on joint signi�cance of the three spatial parameters is signi�cant, as

well.

The full model, which allows for di�erent decays for innovators' and non-

innovators' in
uences, is presented in the last speci�cation (d). It states the

results found before. The scale parameters only change mildly and keep their

signi�cance level. The two values for the decays are roughly of the same size.

As all four spatial parameters are signi�cant at least on the 5 %-level, the Wald

statistic for their joint signi�cance is, again, persuasively signi�cant.

5. Conclusions and outlook

In this paper, we model and estimate discrete choice problems of individuals

under the assumption that decisions which others have made in similar situations

in
uence the individual decision maker. According to the distinction described

e.g. by Manski (1993), these outside in
uences are interactions of an endogenous

kind, as the propensity for a certain decision outcome depends on the outcomes of

other decision makers who are relevant due to their social similarity. To measure

the degree of social similarity between individuals we de�ne an abstract space

so that agents with similar decision problems are neighbors in this space. Our

approach takes correlations between individuals' characteristics, which de�ne the

dimensions of the abstract space, into account. We present Monte Carlo studies

for a binary choice model which show that even a sample size of n = 50 can yield
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meaningful results. Nevertheless, unbiasedness and variance of the empirical

distribution of the estimates heavily improve for a sample of, say, n = 200. An

application to German innovation data, which estimates the probability to decide

for a product innovation, reveals strong evidence for the existence of the described

neighborhood in
uence.

The next research steps should explore certain aspects of the presented ap-

proach. A promising possibility seems to be the widening of the time horizon:

with panel data, the innovation decision pattern over several periods could be

described. Another aspect worth examining is the design of the distance decay

function. For concrete applications, it remains demanding to detect not only

the degree of importance which an outside in
uence has on a decision maker

but especially the factors on which this in
uence depends. The crucial point

is, technically, to �x how the distances between decision makers can be prop-

erly determined, which will, in most cases, raise the question as to which factors

express similarity between the agents' decisions. Against that background, learn-

ing about social interactions could bene�t from data containing information on

subjective views of the decision makers, as e.g. Manski (2000) emphasizes.
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6. Appendix

6.1. Monte Carlo Simulation Results. The following box plot �gures show the

empirical distributions of the estimated parameters for di�erent sample sizes, which re-

sulted from probit estimations with 1,000 replications each. See section 3 for a detailed

description of the study's design.

Figure 1. Empirical distributions of constant's estimates.

Estimation of the con-

stant �.

(True value: � = 1)

Figure 2. Empirical distributions of slope parameter's estimates.

Estimation of the slope

parameter �.

(True value: � = �1)
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Figure 3. Empirical distributions of own impact parameter's estimates.

Estimation of the

parameter 
 which

re
ects the impact

from the own prior

period's decision.

(True value: 
 = 1)

Figure 4. Empirical distributions of scaling parameter's estimates.

Estimation of the spa-

tial scaling parameter

a1 which expresses

the size of that neigh-

bors' in
uence who

had decided posi-

tively (i.e., y
�1

i = 1)

in the prior period.

(True value: a1 = 1)

Figure 5. Empirical distributions of decay parameter's estimates.

Estimation of the spa-

tial decay parameter

b1 which expresses

the decay of that

neighbors' in
uence

who had decided pos-

itively (i.e., y
�1

i = 1)

in the prior period.

(True value: b1 = 3)
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6.2. Estimation of Product Innovation Decisions in Germany.

Table 1. Number of product innovators in the years 1990 and

1992. Based on data of the Mannheimer Innovationspanel.

1992

No Yes

1990
No 186 375 561

Yes 69 750 819

255 1125 1380

Table 2. Correlation matrices of social characteristics. The char-

acteristics are denoted by

A: importance of objection `less impact on environment' and of

B: `lower energy consumption' for the own innovation decision,

C: �rm age,

D: share of exports,

E: located in eastern Germany,

F: sales share of most important product.

A B C D E F

A 1.0000

B 0.3023 1.0000

C 0.0337 -0.0350 1.0000

D 0.0265 -0.0382 0.1765 1.0000

E -0.0507 0.1572 -0.4193 -0.2953 1.0000

F -0.0021 0.0552 -0.0355 0.0030 0.0353 1.0000
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Table 3. Estimation results of product innovation decisions

n = 1380 (a) (b) (c) (d)

Mean Variables

Constant 0:2758� �0:3115� �0:4033�� �0:4090��
Employment 0:0957� 0:0420 0:0498 0:0512

(Employment)2 �0:0005� �0:0002 �0:0002 �0:0002
Own Capital per Sales �0:0123 0:0315 0:0263 0:0265

Expected Demand 0:0924�� 0:1350��� 0:1251��� 0:1232���

Expected Competition 0:0682� 0:0693� 0:0699� 0:0690�

Own Impact

� - 0:9597��� 0:9677��� 0:9732���

Spatial Parameters

a1 - - 0:2165�� 0:1934��

a0 - - �0:1193�� �0:1789��
b1 - -

3:5275���
3:5050���

b0 - - 4:1308���

�
2(3) resp. �2(4) - - 59.40��� 72.29���

log Likelihood -651.96 -585.01 -581.72 -581.41

1380 �rms of the MIP sample 1990/1992. Dependent variable: Product innovation

realized in 1992 (yes/no). Inference based on robust standard errors. Wald test for

joint signi�cance of the three resp. four spatial parameters.

��� : signi�cant on the 1%-level
�� : signi�cant on the 5%-level
� : signi�cant on the 10%-level

no star : no signi�cance


