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Abstract:  
The topic of this paper is quite a novel one - it is one of few empirical academic papers dealing with export credit. Moreover, it is the first analysis of this kind which focuses on transition economies. The paper deals with export credit promotion in the Czech Republic. The development and structure of Czech trade and export support is presented first, followed by an econometric analysis of the gravity model of Czech trade. A panel of 160 countries in 1996-2008 is analyzed and two gravity models of exports for the Czech Republic are estimated, the static model by fixed effects (LSDV estimator) and the dynamic model by System GMM.
Due to ambiguous conclusions we assume that the behavior of our explanatory variables is not uniform and our data set behaves as a mixture of countries with heterogeneous behavior. This means that traditional techniques of estimation which include all observations into one model do not give significant results. Thus, we use robust techniques of estimation that solve the problem of heterogeneous patterns in data sets. Out of several possibilities we use the Least Trimmed Squares estimator (LTS) with a leverage point. We show that guarantees are a significant factor that influences positively the volume of exports in the Czech Republic. Moreover, there exist more variables that affect the size of exports in the Czech Republic. Market forces described by GDP, distance, political risk or gross fixed capital formation are significant in our econometric model. We find that higher GDP, shorter distance or lower political risk have a positive impact on Czech exports.
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1 Introduction

An important feature common for all former socialist economies was the drastic change in their international trade patterns. At the start of economic transition in the early 90s, all these economies sharply reoriented their trade away from their former Comecon partners (The Council for Mutual Economic Assistance, 1949—1991, was an economic organization comprising the countries of the Eastern Bloc along with a number of communist states elsewhere in the world). They also politically rejected former state-directed and subsidized trade in favor of a free-trade approach. However, in the mid-nineties the early free-trade sentiment was gone and the battle for the return to lost markets began. This was the time that new government policies to support exports appeared.

This paper deals with this new export support in advanced transition economies using the example of the Czech Republic. Our analysis covers the period from 1996 to 2008. We show that the export credit support provided by the state-owned Czech Export Bank (CEB) exercised a significant positive influence on the growth of Czech exports while controlling for political risk, trade costs and size of the trading economies.

Our results are based on the gravity model of international trade which has been introduced by Tinbergen (1962) and Pöyhönen (1963). According to the gravity model, trade flows between two countries depend on the economic size of the countries and on “trade resistance” (especially geographical distance) between them. Anderson (1979), Bergstrond (1985), Anderson and van Wincoop (2003) and many others provide theoretical foundations of the gravity relationship in a general equilibrium framework instead of the initial motivation based on the physical law of gravitation.

Since “the gravity equation has dominated empirical research in international trade” (Helpman, Melitz and Rubinstein, 2008, p.442), it is natural that it was used by Egger and Url (2006), Moser, Nestmann, and Wedow (2008) and Baltensperger and Herger (2009) in their empirical papers dealing with public export promotion. Baltensperger and Herger (2009) analyze public export insurance in OECD countries, and they reach the conclusion that this support promotes exports to high and middle-income countries instead of politically and commercially unstable low-income countries. Egger and Url (2006) concentrate on public export guarantees in Austria between 1996 and 2002. They show that public export credit guarantees have less than a proportional positive effect on international trade volume. These guarantees predominantly affect the country structure
of foreign trade but leave industry specialization almost unchanged. Moser, Nestmann and Wedow (2008) analyze the influence of export promotion on exports in Germany between 1991 and 2003. They conclude that export promotion has a positive influence on exports. They also show that the lower the political risk of the target country, the more exports the target country gets.

This paper’s points of departure are the static and dynamic models of Moser, Nestmann and Wedow (2008). In applying their models to the data of the Czech Export Bank, we find some statistical evidence on the effectiveness of public export credit support. A possible weakness of the econometric model of Moser, Nestmann and Wedow (2008) (and all other models mentioned in the previous paragraph) may be the assumption of equal importance of all observations in their sample. This assumption is relaxed by applying robust statistic methods. When the robust Least Trimmed Squares (LTS) approach to identifying influential data points is implemented, we conclude that the gravity equation is the appropriate model for the analysis of the export flows and government support in the case of a transition country such as the Czech Republic. The LTS approach also confirms that credit support increases exports, but distance is still a more influential factor.

The remainder of this paper is organized as follows: In the second section we talk about public support for international trade credit during the times of financial crises. In the third section, we provide an overview of Czech export promotion. In the section 4 we describe the data and the estimation strategy. The section 5 presents the results. In section 6 we discuss the possibility of using robust estimations and the final section concludes the paper.

2 Publicly Supported Trade Finance and Financial Crises

This section is primarily based on Herger (2009) and Baltensperger and Herger (2009), who in turn use many relevant references documented in their papers.

Economic specialization and the multinationalisation, which are prominent features of economic globalisation, have lead to increasingly complex and longer supply chains, in particular when capital-intensive, durable, and tailor-made commodities are involved. Then, a considerable discrepancy will arise between the time when a seller incurs production and transportation cost, a buyer receives commodities, and corresponding payments
are made. Direct methods of trade finance suffer from several disadvantages. Firstly, they draw on internal funds which result in liquidity risks. Secondly, the inevitable deferrals in payments exposes firms to the risk of default. Due to the difficulties to obtain, assess, and verify information about the creditworthiness of a foreign contract partner, the prosecution of defaulted payments, or the economic and political risks in general, financial transactions across national borders are especially perilous. Such uncertainties can give rise to conflicts about the timing of payment, since early financial transactions such as cash-in-advance favors exporter but exposes importers, while open accounts result in the converse situation.

In the face of payment risks, financial institutions such as banks or insurance companies therefore offer indirect methods of trade finance enabling firms to partly bridge the time between incurring costs and being reimbursed. In particular, by assuming trade credit in form of e.g. a letter of credit (also referred to as documentary credit) or documentary collection, banks arrange the conditions of payment on the exporting and importing firms’ behalf and assume financial responsibilities as soon as previously stipulated conditions, such as the confirmation that goods have been shipped or received, are met. Furthermore, export credit insurance permits a firm to indemnify itself against non-payment. Insurance policies typically reimburse up to 95 per cent of deferred or defaulted payments due to e.g. commercial (bankruptcy of foreign buyer, damage of commodities, etc.) or political risks (war, embargoes, civil unrest, etc.). Thanks to indirect methods of trade finance, exporters receive more secure payments at an earlier stage, while importers do not have to expose their internal funds before receiving commodities. By issuing trade credit and underwriting corresponding insurances for a large number of international transactions, financial institutions can pool corresponding liquidity and default risk and build up expertise in collecting information and monitoring the situation on foreign markets in a cost-efficient manner.

Financial crises almost always tighten credit conditions, which has a negative effect on a country’s short-term economic performance and, in turn, maybe even starts a vicious cycle between unexpectedly high default rates, non-performing loans, and a prolonged recession. The episodes of major financial crises affect the volume of issued trade credit. In particular, a decline of about 16 per cent can be identified during the heyday of, respectively, the South-East Asia crisis in 1997 and amid the bust of the so called Dotcom bubble in 2000.
and 2001. Though these reduction are substantial, they tended to be short lived, with positive growth resuming the following year, and far more modest that the sharp fall in stock markets or foreign direct investment which can easily fall by half during a financial crisis. Furthermore, a part of these effects is arguably offset by the increased usage of direct methods of trade finance e.g. when trading partner want to preserve established commercial relationships across a period of financial instability.

While commercial banks and insurance companies offer a broad range of trade with short term maturities and covering commercial risks, they are arguably reluctant to expose themselves to political risks as well as large and long-term export business. This is may not be surprising since political elites have ample incentives to conceal accurate information about planned wars or imminent dangers of internal political unrest. For private export insurance companies, it could therefore be prohibitively costly, or even impossible, to manage such uncertainties and charge risk-adequate interest rates and premiums.

Furthermore, political instability tends to affect entire foreign markets or even regions resulting in highly correlated foreign defaults, against which commercial banks and insurances have only limited scope for risk pooling. Systemic risks – that is events that increase the aggregate default probabilities – and informational ambiguity – that is uncertainty or even ignorance about foreign payment risks – have long been recognized as potential causes for deficiencies of financial markets and resulting e.g. in a incomplete private offer of trade finance. Within the context of this section dealing with public finance and financial crisis aspects of export credits, it is maybe important that financial crises could easily exacerbate such frictions. In particular, owing to the international integration of financial systems, instability tends to transmit rapidly across countries or even the entire globe and thus provides itself a source of systemic payment risk. Furthermore, times of crises typically create additional uncertainties about future economic developments that manifest e.g. in a high volatility of exchange rate rates or stock market indices. Finally, financial crises resulting in severe recessions could indirectly undermine political stability due to e.g. rising unemployment.

Owing to possible market failures and limitations, many countries see ample scope for public intervention in the trade credit and insurance industry. This takes primarily the form of backing export credits and insurances with state-guarantees by government ministries, or more often than not, officially supported institutions such as Export Credit...
Agencies or Export Import Banks. Because of the possibility to draw on public funds, and hence ultimately on a country’s tax base, such public export credit and insurance schemes are in a position to assume the aggravated and systemic payment risks which are considered non-marketable by commercial banks and insurance companies. A remarkably large number of such schemes have been founded amid the economic misery during and in the aftermath of the Great Depression with the desire to foster trade and, hence, protect jobs within the export industry.

In spite of the possibility to correct market failure and create additional exports, similar to any other government intervention, public export credit and insurance schemes give rise to distortions or potential abuse by serving vested, rather than public interests. Firstly, issuing export credit and insurance policies with a state-guarantee creates, by definition, the prospect of a bail-out by the taxpayer in case economic or political developments or mismanagement have resulted in a prohibitive accumulation of nonperforming credits or insurance policies. The export credits provided with the backing of public finance therefore suffer a soft budget constraint syndrome, as described by Janda (2006, 2009). The sustained budgetary losses of many ECAs during the 1980s and the beginning of the 1990s demonstrate that this is not merely a theoretical possibility. While the financial standing of public export insurance schemes has improved since then, in the sense that premiums and recoveries tend to cover the disbursed claims of all public schemes of OECD countries during the 1999 to 2005 period, it is not impossible that bailouts occur again in the future, in particular due to political demands to increase the amount of officially disbursed trade finance as a reaction to the aggravated global crisis during the years 2008 and 2009.

Secondly, the usage of state-guarantees in trade finance could be abused for inconspicuous export subsidization and, thus, distort international competition between countries but also between private and public trade finance. In this regard it is maybe interesting to observe that public interventions into trade finance are typically concerned with promoting exports, but typically do not cover imports, thought there is no sound economic rationale why the welfare gains of trade would depend on its direction. The before-mentioned sustained losses of ECA have indeed been taken as evidence that charged premiums inadequately reflected the covered risks. This situation has resulted in regulatory reform, where, among others, the World Trade Organization (WTO) and the Organization of Eco-
nomic Cooperation and Development (OECD) have tried to impose minimum standards in the provision of publicly supported trade finance.

Thirdly, similar to commercial financial institutions, public export credit and insurance schemes have only incomplete information about the conditions on foreign markets and tend to put markets with a recent history of political instability off-cover. In general, incomplete and asymmetrically distributed information provides a questionable rationale for public intervention, unless there are reasons to believe that a public agency is superior in assessing foreign payment risks.

Fourthly, public export insurance schemes suffer from the pitfall that funds are allocated on basis of political rather than commercial grounds. Though many countries have delegated daily business decisions to independent agencies rather than ministerial departments, there are still many channels by which these agencies may be influenced by political factors. For example in the case of the Czech Export Bank, the both board of directors and the supervisory board are heavily staffed by officers from ministerial departments who represents the government ownership of this export credit agency. Publicly supported export credits tend in general to be concentrated in a relatively small number of concentrated manufacturing industries (machinery, electrical equipment, chemical industry, aircraft production) where lobbying is comparatively easy to organize. In a similar way, to justify their existence, public export credit and insurance schemes often advance rationales in addition to export promotion including the provision of development aid or pursuing an industrial policy by supporting emerging firms with a high expected growth potential.

The empirical investigation of Herger (2009) does not suggest that the arrangement of public export finance schemes significantly protect trade when countries enter a financial crisis. This result corresponds with the conclusions of Baltensperger and Herger (2009), in the sense that, thought ECAs appear to foster trade in general, this effects does not arise with countries suffering from aggravated levels of payment risks, financial underdevelopment, or financial crisis. Apparently, publicly supported trade finance suffers from similar deficiencies as unsupported trade finance when it comes to dealing with systemic risks.
3 Czech Export Promotion

Up to the beginning of economic transition in 1990, Czech exports were primarily oriented to the Soviet Union and other socialist or Soviet Block sympathizing countries. The Czech Republic (together with the German Democratic Republic) was the country with the highest standards of living and the best technological traditions in the whole Soviet Block. This relative position determined its trade patterns. The release from political dependence on the Soviet Union in 1990 led to the break-up of Comecon and to a strong trade reorientation to Western markets. In the case of the Czech Republic, trade flows were also influenced by the break-up of Czechoslovakia and the establishment of independent Czech and Slovak Republics in 1993.

Between 1993 and 2001, Czech exports to EU countries increased from USD 6.7 billion to USD 22.9 billion. This is an annual growth of 16.2%, while exports to countries outside the EU grew only by 2% yearly. At the beginning of the economic transition the Czech balance of payments kept worsening, but between 1997 and 2008 the balance of payment improved. The year 1997 is an important benchmark since it was the year of major changes in the Czech economy and politics. The main factors promoting the growth of exports after 1997 were foreign direct investment growth and extensive privatization of major state-owned firms in financial and real sectors. In the following years the deficit of the Czech balance of payment was declining and in 2004 the balance of payment achieved a surplus. The annual exports of the CR has risen from USD 14.4 billion in 1993 to USD 65.7 billion in 2007. The most important changes are connected with machine production, electricity equipment and motor vehicle industries. The balance of these industries changed from that of a of deficit into a relatively significant surplus. Moreover, these industries represent the biggest share of total foreign trade.

After the few initial years of economic transition when the emphasis was on dismantling the old system of centrally planned trade and introducing free trading possibilities, Czechoslovakia and the Czech Republic started to introduce a new export promotion system established according to Western standards. In 1992 the Export Guarantee and Insurance Corporation (EGIC) was established. In 1995 it was followed by the Czech Export Bank (CEB) and the export support system was completed in 1997 by the creation of the agency Czech Trade.

The Export Guarantee and Insurance Corporation (EGIC) was founded as a state-
owned export credit agency insuring credits connected with exports of goods and services from the Czech Republic against political and commercial risks. EGIC as part of the state export support program provides insurance services to all exporters of Czech goods irrespective of their size, legal form and volume of insured exports.

EGIC offers long-term insurance of commercial and territorial risks. Since 2005 short-term credit insurance is covered by its subsidiary Commercial Credit Insurance Company of EGIC. Commercial risk of exports is characterized as such risk which is subject to influence from the credit recipient’s behavior. This risk results from the debtor’s financial and economic situation and includes factors such as nonpayment of debit, delay of payment due to insolvency or declaration of insolvency proceedings on the holdings of a firm. The territorial risk derives from the political, macro-economic and financial situation of a debtor country. From the point of view of foreign buyers such risks are out of their control. These risks include, for example, political events such as wars, revolutions, revolts, strikes, problems with the transfer of finance to lenders, political or administrative procedures that restrain payment, or natural catastrophes. EGIC abides by the common classification of territorial risks according to the OECD Consensus, which classifies countries into 8 categories according to the degree of territorial risk. The lowest risk is represented by the group marked as “0” where essentially no territorial risk exists (including USA, Japan, the industrialized economies of EU and, as of 2008, the Czech Republic). On the other hand the highest territorial risk is represented by the number “7” group (including Lebanon, Nepal, Ecuador etc).

The other Czech export credit agency, Czech Export Bank (CEB), is a specialized banking institution whose mission is to provide state support for exports through the provision and financing of export credits and other services connected with exports. CEB thus supplements the services offered by the domestic banking system by financing export operations that require long-term financing at interest rates and in volumes that are not available to exporters on the banking market under current domestic conditions. This allows Czech exporters to compete on international markets under conditions comparable to those enjoyed by their main foreign competitors. The government support of CEB exists in three different forms (government contribution to basic capital of CEB, state guarantees of provided export credit, subsidies from the state budget for coverage of differences between accepted and provided credits).
CEB is a member of a working group for export credits, OECD, and is obliged to follow international rules for government-supported export financing. These rules include, e.g., environmental impact assessment, strict requirements within the framework of anti-corruption efforts and rules of the IMF on funding exports to low-income countries. The volume of concluded contracts in any single year is influenced by macro-economic development both in the Czech Republic and abroad. Quite naturally, in the years of economic growth the volume of concluded contract has been higher. The exchange rate has an active role too. CEB offers a wide variety of credits and supporting services for export promotion. The most frequent type of credit are export buyer credit, direct export supplier credit or refinancing of export credit.

The youngest of the Czech export promotion institutions, Czech Trade, was founded in 1997 by the Czech Ministry of Industry and Trade. Since 1999, Czech Trade has built a network of its own foreign agencies. The main purpose of Czech Trade agency is to assist Czech companies with their entry into foreign markets, to provide information about these markets, information about the conditions of entry into these markets, and information about demand, competition and price levels. Czech Trade also supports the specialized Euroserservice department whose principle task is dissemination of information about the EU and about access to help and assistance from EU resources. Czech Trade also organizes export seminars and has established the Export Academy, which is one of the tools of the Czech Export Strategy.

The whole system of export promotion is summarized in a governmental document named Export Strategy of the Czech Republic. This strategy is inspired by the systems of export promotions in countries of the EU and USA and it reflects the demands of Czech firms which have export-related interests as well. The Export Strategy for the period 2006–2010 is part of the economic policy of the Czech government and is related to the Czech Strategy of Economic Growth and the Export Strategy of the Czech Republic for the period 2003–2006. The basic goal of the strategy is the improvement of the country’s image, the increase of competitiveness of Czech enterprises and their success on foreign markets, and the assertion of economic and business goals of the Czech Republic abroad.

The evolution and territorial structure of Czech export and export promotion provided by CEB is covered in Tables 1 and 2. The data in the tables show that Czech export goes mainly to developed countries – in 2008 the share of export into industrial countries reached
Table 1: Czech exports by regions. For each group of countries, figures in the first column are the percentage of total exports; figures in the second column are absolute values (in USD millions).
<table>
<thead>
<tr>
<th>Year</th>
<th>Developed countries</th>
<th>European developing countries</th>
<th>Commonwealth of Independent States</th>
<th>America</th>
<th>Africa</th>
<th>Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>0 0%</td>
<td>196 61.4%</td>
<td>0 0%</td>
<td>0 0%</td>
<td>57 17.9%</td>
<td>66 20.7%</td>
</tr>
<tr>
<td>1997</td>
<td>22 16.3%</td>
<td>1.5 1.1%</td>
<td>2.24 1.7%</td>
<td>0 0%</td>
<td>0.99 0.7%</td>
<td>108 80%</td>
</tr>
<tr>
<td>1998</td>
<td>6 7%</td>
<td>0.09 0.1%</td>
<td>11.6 13.5%</td>
<td>0 0%</td>
<td>4.99 5.8%</td>
<td>63 73.5%</td>
</tr>
<tr>
<td>1999</td>
<td>172 35.8%</td>
<td>9.57 2.0%</td>
<td>89 18.5%</td>
<td>1.3 0.3%</td>
<td>0.79 0.2%</td>
<td>208 43.3%</td>
</tr>
<tr>
<td>2000</td>
<td>178 32.5%</td>
<td>103 18.8%</td>
<td>99 18.1%</td>
<td>0.4 0.1%</td>
<td>0 0%</td>
<td>167 30.5%</td>
</tr>
<tr>
<td>2001</td>
<td>141 19.4%</td>
<td>120 16.5%</td>
<td>249 34.2%</td>
<td>0 0%</td>
<td>0 0%</td>
<td>218 30%</td>
</tr>
<tr>
<td>2002</td>
<td>208 43.4%</td>
<td>102 21.3%</td>
<td>4 0.8%</td>
<td>0.3 0.1%</td>
<td>51.1 10.7%</td>
<td>114 23.8%</td>
</tr>
<tr>
<td>2003</td>
<td>20 5.8%</td>
<td>98 28.2%</td>
<td>11.6 3.3%</td>
<td>0.2 0.1%</td>
<td>0 0%</td>
<td>217 62.3%</td>
</tr>
<tr>
<td>2004</td>
<td>195 18.9%</td>
<td>163 15.8%</td>
<td>50 4.8%</td>
<td>0 0%</td>
<td>0%</td>
<td>626 60.5%</td>
</tr>
<tr>
<td>2005</td>
<td>449 56.1%</td>
<td>40 5.0%</td>
<td>278 34.8%</td>
<td>0 0%</td>
<td>0.08 0%</td>
<td>33 4.1%</td>
</tr>
<tr>
<td>2006</td>
<td>45 5.1%</td>
<td>78 8.9%</td>
<td>627 71.2%</td>
<td>0 0%</td>
<td>0 0%</td>
<td>131 14.9%</td>
</tr>
<tr>
<td>2007</td>
<td>69 7.3%</td>
<td>9 1.0%</td>
<td>618 65.8%</td>
<td>0 0%</td>
<td>0 0%</td>
<td>243 25.9%</td>
</tr>
<tr>
<td>2008</td>
<td>20 2.1%</td>
<td>266 28.2%</td>
<td>614 65.0%</td>
<td>0 0%</td>
<td>0 0%</td>
<td>44 4.7%</td>
</tr>
</tbody>
</table>

Table 2: Export promotion according to CEB. For each group of countries, figures in the first column are the percentage of total guarantees; figures in the second column are absolute values (in USD millions).
Figure 1: Export according to regions, Czech Republic, millions USD (the Czech Statistical Office)

Figure 2: Export according to regions, Czech Republic, millions USD (the Czech Statistical Office)
almost 70% of total exports. On the other hand, export promotion is concentrated more on developing countries’ exports. The share of export promotion out of total exports in developed countries is on average only 0.33%, while the share of export promotion out of total exports in developing countries is 3.14%. The other important destination of the Czech Republic is Central and Eastern Europe (e.g., Slovakia, Poland and Hungary). The reason is the region’s recent economic development as well as these countries’ geographic proximity and historical ties. Export promotion leads mainly to the countries of The Commonwealth of Independent States where Russia has the major share. The classification of countries into regions can be found in the Appendix (Table 8). Figures 1 and 2 show Czech exports over time according to six different regions. It is clear that the largest volume of exports is connected with more developing countries where the distance from the Czech Republic is not too great. Figure 3 shows the ratio of guarantees over exports for the Czech Republic. In comparison with some other countries (i.e., Austria by Egger and Url, 2006) this ratio is not high and moves between 0.5% and 2.5%.

4 Data and Methodology of Estimation

We use an unbalanced panel of 160 countries between 1996 and 2008. The relatively short time series with respect to the relatively large number of countries in our sample must
be taken into account. However, panel data are appropriate for our study because cross-sectional data would make assessments of different changes in time impossible. The time series aspect of the analysis is very important. Economies in individual countries can go through comprehensive changes and reforms during the time periods and new exports can be a function of past exports. However, the cross-sectional aspect of the present study is also important. The inclusion of more countries into the data is hoped to introduce more heterogeneity.

The data used in this paper come from various sources: the Czech Statistical Office (export), the Czech Export Bank (export promotion), the International Monetary Fund (GDP, population), World Development Indicators 2007 (gross fixed capital formation, manufacturing imports), the Euromoney journal (political risk). Variable Distance is calculated as a distance between Prague and the capital city of the importing country according to http://www.timeanddate.com/worldclock/distance.html.

4.1 The Gravity Model and Description of Variables

In this paper, the approach of Egger and Url (2006) and Moser, Nestmann and Wedow (2008) is followed. Parameters of the following modified gravity model are estimated:

\[
\ln(Exports_{it}) = \alpha_0 + \alpha_1 \ln(guarantees_{it}) + \alpha_2 \ln(GDP_{it}) + \alpha_3 \ln(dist_{i}) + \\
+ \alpha_4 \ln(pop_{it}) + \alpha_5 \ln(risk_{it}) + \alpha_6 \ln(GFCF_{it}) + \\
+ \alpha_7 \ln(MI_{it}) + \epsilon_{it}
\]  

(1)

Descriptive statistics (mean, standard deviation, minimum, maximum and number of observation) are summarized in Table 3. The measure of interdependence is described in the correlation matrix in the Appendix (Table 9).

According to Egger and Url (2006) we suppose that \( \epsilon_{it} \) in Equation 1 is a random error term which consists of two parts. Therefore we can write

\[
\epsilon_{it} = \mu_i + u_{it},
\]

where \( \mu_i \) is an unobserved country-specific effect and \( u_{it} \) is an error term with zero mean and constant variance.
Table 3: Descriptive statistics. Figures are reported in US Dollars (source of exchange rate: CNB)

The dependent variable is a logarithm of real exports from the Czech Republic to country $i$ in year $t$ in CZK real prices. The explanatory variables are as follows.

$\ln(\text{guarantees}_{it})$ is a logarithm of real newly granted guarantees by CEB for country $i$ in year $t$ in CZK real prices. This variable describes the sum of all contracts across all products of CEB (different types of loans, guarantees, etc). The value of this variable is zero if there are no contracts made. For these cases the logarithmic transformation does not work because logarithm of zero is undefined. A common practice is to remove zero observations out of the data set. On the other hand, by removing observations with the value of zero, the number of remaining observations would decrease substantially. Another common practice is to add a small value to the data before logarithmic transformation. However, different values can lead to different results (Jongman et al., 2002). Since our non-zero values are very large, we shall estimate three different models with three different constants (0.1, 0.5 and 1 according to Porojan (2001) and Burger, Oort and Linders (2009)), and we will test the hypothesis as to whether the coefficients are equal in different regressions. This variable is crucial for our analysis. The aim of the analysis is to test whether the guarantees provided by CEB support Czech exports. The main motivation
for CEB guarantees is the realization of those effective exports which could not be carried out without the support. This variable is expected to be significant with the positive sign of estimated coefficient $\alpha_1$.

$$\ln(GDP_{it})$$ is a logarithm of real GDP of country $i$ in year $t$ in CZK real prices. This variable is used as a proxy for market size. We assume that the larger the country is, the higher is its export demand. Therefore we expect a positive sign of estimated coefficient $\alpha_2$.

$$\ln(dist_{it})$$ is a logarithm of distance between the Czech Republic and country $i$. This variable is used as a proxy for transportation as well as information costs. According to Moser, Nestmann and Wedow (2008) the growing distance leads to the decrease of correlation between foreign and Czech business cycles and this variable is expected to be significant with a negative sign of estimated coefficient $\alpha_3$.

$$\ln(pop_{it})$$ is a logarithm of population in country $i$ in year $t$. The higher the population, the higher is the demand for exports. Thus we expect the significant variable with a positive sign of estimated coefficient $\alpha_4$.

$$\ln(risk_{it})$$ is the logarithm of the political risk index in country $i$ in year $t$. The value of political risk moves between 25 points (minimum risk) and 0 points (maximum risk). The source of our political risk index is Euromoney Country Risk index, which includes political risk as one of its components. Euromoney political risk covers major political factors that may influence the risk of investing in a given country. It is constructed as an average of following six indicators: corruption (ranging from no corruption up to endemical corruption which is a serious drag on stability and a major contributor of political risk); government non-payments/ non-repatriation, which is a measure of the risk government policies and actions pose to financial transfers; government stability (ranging from an extremely stable government up to the country which has no functioning government and has already become a failed state); institutional risk, which is a measure of independence and efficiency of state institutions; regulatory and policy environment (ranging from extremely consistent, well-enforced regulatory environment and benevolent government policies up to the situation where no regulatory environment exists). All these indicators are evalu-
ated by a large number of individual experts and the final value of the political risk index is obtained as an average of those individual evaluations. Countries with higher political risk receive ceteris paribus less exports. The higher the value of variable political risk, the greater are exports to the country. Thus we expect a positive sign of estimated coefficient $\alpha_5$. In two cases the value of this variable is zero. Since corresponding values of Manufacturing imports are missing, these two observations are not included into the data set.

There are also two additional explanatory variables:

$\ln(GFCF_{it})$ is the logarithm of a country’s gross fixed capital formation to GDP, the so called rate of investment. This variable is measured as total value of additions to fixed assets purchased by business, government and households minus disposals of fixed assets sold off or scrapped. Since the value for 2008 is missing, we will use time series merely between 1996 and 2007. We expect a positive sign for this variable.

$\ln(MI_{it})$ is a logarithm of a country’s share of manufacturing imports in overall imports. We postulate the hypothesis that countries with a similar factor endowment receive more exports. Since we do not include human capital and physical capital stocks variables, variable manufacturing imports serves as a proxy for a country’s relative factor endowment. The higher is the physical capital per labor and human capital per labor variables, the higher is the share of industry imports. Thus we expect a positive sign for this variable.

4.2 Methodology of Estimation

Firstly, we use a standard fixed effect model as a benchmark and estimate a static regression model. The fixed effects model is more appropriate than the random effects model because our panel contains most of the countries and not just a random sample of them (Judson and Owen, 1996). Moreover, the Hausman test rejects the random effect model (Hausman, 1978). As the next step we assume that past values of export can be expressed as the process of partial stock adjustment. Therefore, dynamic estimation is used which can reflect the long-run impact and the influence of past values more appropriately. We suppose it takes time for export to adjust to the equilibrium or desired level:

$$\ln(Exports_{it}) - \ln(Exports_{it-1}) = \beta[\ln(Exports_{it}^*) - \ln(Exports_{it-1})]$$

$$\ln(Exports_{it}) = (1 - \beta) \ln(Exports_{it-1}) + \beta \ln(Exports_{it}^*) \quad (2)$$
where $\ln(Exports_{it}^*)$ is the equilibrium level of the stock of exports and $\beta$ is less than 1 for stability. The equilibrium level is determined by $X_{it}$, a vector of $k$ explanatory variables that has been described earlier:

$$\ln(Exports_{it}^*) = \gamma X_{it} + e_{it}, \quad (3)$$

where $e_{it}$ is a disturbance term including two orthogonal components: the country specific effects and idiosyncratic shocks, $E[e_{it}] = 0$. By reformulating model (2) and model (3) we obtain:

$$\ln(Exports_{it}) = \delta \ln(Exports_{it-1}) + \lambda X_{it} + \varepsilon_{it}$$

$$\varepsilon_{it} = \mu_i + u_{it}$$

$$E[\mu_i] = E[u_{it}] = E[\mu_i u_{it}] = 0 \quad (4)$$

where $\delta = 1 - \beta$ and $\lambda = \beta \cdot \gamma$ are coefficients to be estimated, $\gamma$ is a vector of dimension $1 \times k$, $\varepsilon_{it} = \beta \cdot e_{it}$, $\mu_i$ is the country-specific effect. Since model (4) estimated by OLS is inconsistent (because $\ln(Exports_{it-1})$ and $\mu_i$ are correlated), we estimate the model in first differences:

$$\Delta \ln(Exports_{it}) = \delta \Delta \ln(Exports_{it-1}) + \lambda \Delta X_{it} + \Delta \varepsilon_{it} \quad (5)$$

and the country-specific effect will disappear. However, $\Delta \ln(Exp_{it-1})$ and $\Delta \varepsilon_{it}$ are still correlated. Therefore, we use the generalized method of moments (GMM). The Difference (DIFF) and System (SYS) GMM estimators are designed for panel analysis. They use several assumptions about the data-generating process. DIFF-GMM, proposed by Arellano and Bond (1991), is based on first-differenced variables, thus eliminating the country-specific effect, and instrumenting all potentially endogenous variables with their own suitably lagged levels. However, this estimator has been found to behave poorly in small samples where it is biased. It also has poor behavior in unbalanced panels where one can construct data sets that completely disappear in first differences and it is not possible to include time invariant variables into the model. The SYS-GMM, proposed by Arellano and Bover (1995) and Blundell and Bond (1998) combines the standard set of equations in first differences with suitably lagged levels as instruments, with an additional
set of equations in levels with suitably lagged first-differences as instruments (Roodman, 2009). The validity of additional instruments can be tested using standard Sargan or Hansen tests of over-identifying restrictions or using Hausman comparisons between the DIFF and SYS GMM results (Arellano and Bond, 1991). The \( R^2 \) for the GMM is a pseudo-\( R^2 \) computed by regressing exports on its predicted value. For stationarity verification we apply the LLC unit root test (Levin, Lin and Chu, 2002,) which is modified for panel data and is derived from the Dickey-Fuller test.

5 Empirical Results

This section presents the results of the estimation. Table 4 presents the estimates of the static model by pure fixed effects and the estimates of the dynamic model. Unless noted otherwise, results are compared with the 5\% significance level. Zero values are replaced by number 1. Sensitivity analyses where zero values are replaced by constant 0.1 or 0.5 can be found in the Appendix (Table 10). The coefficients estimated for the data where zero values are replaced by constants 0.1 and 0.5 are equal to the coefficients estimated for the data where these values are replaced by 1.

OLS of the log-linear model can be biased and inconsistent; log-linearization of the error term can change the property of error term and can be the cause of heteroskedasticity. The expected value of the log-linearized equation would be

\[
E[\ln(Exports_{it})] = E[\alpha_0 + \alpha_1 \ln(guarantees_{it}) + \ldots + \ln(e_{it})] = \\
E[\alpha_0] + \alpha_1 E[\ln(guarantees_{it})] + \ldots + E[\ln(e_{it})]
\]

(where \( \ln(e_{it}) = \varepsilon_{it} \)). According to Jensen’s inequality, \( \ln E[e_{it}] \neq E[\ln(e_{it})] \). Thus, OLS estimation can result in misleading estimates and values of statistics. Silva and Tenreyro (2006) recommend estimating the model in levels, instead of taking logarithms. This solves the problem of zero observations. There are two different solutions: NLS (Nonlinear Least Squares) or PPML (Poisson Pseudo Maximum Likelihood). The second is preferred. It is customary to specify \( E[Exports_{it}|x] = \exp(x_{it}\beta) \) and \( \beta \) can be estimated by maximum likelihood. The estimator is defined by

\[
\hat{\beta} = \arg\max_{\beta} \sum_{j=1}^{K} [Exports_j(x_j b) - \exp(x_j b)],
\]
Table 4: Estimation of static and dynamic models. Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Robust (White heteroskedastic consistent) standard errors in brackets. Specific effects dummies are not reported. Hausman test rejects the random effects model. Response variable: logarithm of export. All variables are in logarithm. Zero values replaced by number 1.

where \( K \) is the number of observations. This is the pseudo-maximum likelihood result first noted by Gourieroux, Monfort and Trognon (1984). This estimator is consistent even if the conditional variance is not well specified. The data need not be Poisson and \( x \) vector need not have integer values. We present the estimated coefficients of static model by PPML in Table 10. The significance of parameters obtained by OLS (fixed effects) is comparable to the ones obtained by PPML and conclusions are similar. A robust check by PPML confirmed that our approach of replacing zero values does not distort the estimated parameters and qualitative results of our model. Variance inflation factor (VIF, O'Brien, 2007) does not suggest any problems with collinearity.

Firstly, we comment on the estimates of the static model. Since the coefficient of
determination is about 95%, we see that the quality of the model from the point of view of data variability is good. R-squared from DVM regression will usually be artificially high since we have so many dummy variables in the model. However, R-squared is still a valid measure of variation of the dependent variable that is explained by regressors (including dummies), and it can be used for regular testing procedures. Another good measure of explanatory power is the F-test of the model. In our case R-squared is 95%, so we can conclude that the quality of whole model from the point of view of data variability is good. On the other hand it is necessary to mention that fixed effects absorb a significant part of the variation in the dependent variable. Results of the F-test suggest that quality of our model is good.

The effect of guarantees on export is positive and is statistically significant. This result supports our hypothesis that higher guarantees lead ceteris paribus to higher exports. The variable describing GDP is significant and the parameter is positive. This is consistent with our expectations. The higher is the GDP of the importing country, the more exports it gets. Other significant and positive variables are gross fixed capital formation and population. The volume of exports is positively influenced by the volume of population. The distance variable coefficient is significant and negative. This means that higher exports are associated with geographically close countries and that transportation costs are important in Czech international trade. On the other hand, variable manufacturing imports is not significant. We also included a proxy variable describing political risk and this variable is significant in the static model at the 10% level. This result is not conclusive enough and it does not correspond with the importance usually given to political risk in discussions on international trade and its government support.

As has been mentioned, dynamic models allow better understanding of the dynamic adjustment. If the data generating process is dynamic, estimates for both short and long-run effects will be biased (Egger and Pfaffermayer, 2005 and Moser, Nestmann and Wedow, 2008). However, if we test for agglomeration effect and relate current values of the response variable to the past value of the response variable along with other explanatory variables, the OLS estimates of fixed effects estimates will be biased (Nickell, 1981, Baltagi, 1998 and Bond, 2002). Therefore, we will use an instrumental variable approach described in the previous section. Following Blundell and Bond (1998), we will use the SYS-GMM estimator, which uses lagged levels as instruments in the difference equation.
and additionally first differences for the level equation. Moreover, the use of the SYS-GMM is also partly driven by the high persistence in the export series (Moser, Nestmann and Wedow, 2008). Blundell and Bond (1998) show that a high persistence in the series leads to weak instruments in the DIFF-GMM estimator and can thus be subject to bias. The use of additional instruments under the SYS-GMM results in much smaller biases and greater precision in the estimates.

In Table 4 we present the results of System GMM estimates for our dynamic model. We can see that the estimated coefficient of the lagged variable is significant, positive and less than 1. Thus we can conclude that the data generating process is really dynamic. We check for the validity of instruments by several tests. Firstly, the Hansen test rejects the null hypothesis of over-identification of parameters (Hansen, 1982). This result suggests that there are no problems with endogeneity in our empirical model and the instruments are valid. Moreover, the Arellano-Bond AR(2) test does not suggest second-order serial correlation. The LLC test rejects the hypothesis of unit root (nonstationarity). Pseudo R-squared is low, but it is not necessarily an indictment of our model because of the problematic dataset.

The guarantees variable is significant at the 10% level and positive. This means that guarantees have a positive impact on exports. We can express the estimated coefficient as an elasticity: a 1 percent increase in guarantees leads to a 0.064 percent increase in exports. (We are interested in coefficient $\gamma$ in model (3) which we compute from the parameters in model (4). This coefficient can be expressed as $\gamma = \frac{\lambda}{\beta} = \frac{\lambda}{1-\sigma} = \frac{0.032}{1-0.503} = 0.064$. We can compare this result with the short-run effect from the previous analysis. Coefficient estimated by fixed effects has the approximate value of 0.011, which is less. Short-run effects are typically substantially lower than the one given. Most guarantees are granted for periods longer than one year (Moser, Nestmann and Wedow, 2008). Since we expected that guarantees should be a highly significant factor, this result obtained in the dynamic model is too inconclusive.

Commentary on the rest of the results is as follows. As in the previous analysis, variable distance is significant and negative. As compared with the static model, the population is not significant. Variable GDP is significant and positive. Czech exports are associated with countries with larger market size as measured by economic activity (GDP), not by the number of inhabitants. On the other hand, the negative coefficient of variable distance
supports the fact that information costs or transaction costs are higher for countries far from the Czech Republic. Gross fixed capital formation is significant. The variables for manufacturing imports and political risk are not significant. These findings indicate that guarantees brings some positive results. However, from the statistical point we cannot answer the question of the influence of guarantees explicitly because of fluctuating p-values in both the static (significant at the 1% level) and dynamic model (significant at the 10% level). Another problematic finding of our estimates is the low significance (or even insignificance) of some explanatory variables such as political risk or population.

6 Robust Model

The results obtained in the previous section are not conclusive: in two regression models we have reached p-values 1% and 10% for the variable describing guarantees, respectively. Estimates obtained by GMM in particular do not give sufficiently significant results. This result is at odds with theoretical models and some empirical evidence which suggest that guarantees should be a significant determinant of international trade. Thus we will test our model through a set of additional regressions.

Firstly, we include several regional dummy variables in our dynamic regression model, and we test whether different territories influence the amount of exports. We decided to test the influence of African countries, countries of Latin America and countries of Eastern Europe. Thus we constructed three different dummy variables which determine the location of the country. These variables are included into the dynamic regression model together with other variables and the model is estimated by SYS-GMM. We present these results in Table 5. There is no problem with the test of validity of instruments and there is no endogeneity and no second-order serial correlation in the model. The lagged variable is significant and positive; the variable for guarantees is also significant and positive. The level of significance of the variable for guarantees has improved in comparison with the previous case, and guarantees have positive impacts on Czech exports. Variables GDP, distance, and gross capital fixed formation are highly significant and the importance of political risk also has increased. This parameter is positive. The higher is the level of political risk, the lower is the volume of exports ceteris paribus. The dummy variable denoting Eastern Europe countries is significant and positive. We can expect
<table>
<thead>
<tr>
<th></th>
<th>system GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(Export$_{t-1}$)</td>
<td>0.478*** (0.076)</td>
</tr>
<tr>
<td>ln(guarantees$_{it}$)</td>
<td>0.039** (0.018)</td>
</tr>
<tr>
<td>ln(GDP$_{it}$)</td>
<td>0.439*** (0.167)</td>
</tr>
<tr>
<td>ln(dist$_{i}$)</td>
<td>-0.913*** (0.199)</td>
</tr>
<tr>
<td>ln(pop$_{it}$)</td>
<td>0.081 (0.199)</td>
</tr>
<tr>
<td>ln(GFCF$_{it}$)</td>
<td>1.030** (0.457)</td>
</tr>
<tr>
<td>ln(MI$_{it}$)</td>
<td>-0.232 (0.496)</td>
</tr>
<tr>
<td>ln(risk$_{it}$)</td>
<td>0.530** (0.275)</td>
</tr>
<tr>
<td>Africa</td>
<td>0.919* (0.490)</td>
</tr>
<tr>
<td>EasternEurope</td>
<td>0.368** (0.156)</td>
</tr>
<tr>
<td>LatinAmerica</td>
<td>0.912* (0.486)</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of obs.</td>
<td>1237</td>
</tr>
<tr>
<td>Number of groups</td>
<td>137</td>
</tr>
<tr>
<td>Adjusted/Pseudo $R^2$</td>
<td>0.21</td>
</tr>
<tr>
<td>Hansen test (p-value)</td>
<td>0.145</td>
</tr>
<tr>
<td>A–B AR(1) (p-value)</td>
<td>0.000</td>
</tr>
<tr>
<td>A–B AR(2) (p-value)</td>
<td>0.717</td>
</tr>
<tr>
<td>LLC test (p-value)</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 5: Estimation of dynamic models with regional dummy variables. Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Robust (White heteroskedastic consistent) standard errors in brackets. Specific effects dummies are not reported. Response variable: logarithm of export. All variables are in logarithm (except dummy variables). Zero values replaced by number 1.
higher exports to countries which are in the immediate proximity of the Czech Republic. In addition, Czech exports to countries of Eastern Europe are relatively high. On the other hand, dummy variables denoting countries from Africa or Latin America are significant only at the 10% level. The influence of these countries on the level of exports is not unambiguous.

There is a possibility that the pattern of behavior of our explanatory variables in the dynamic data generating process is not uniform and our data set behaves as data from a variety of countries with heterogeneous behavior (Benáček and Višek, 2000 and Michalíková and Galeotti, 2010). This heterogeneous behavior of some specific individual countries can not be uncovered by using regional dummy variables (for whole continents or parts of continents). This means that it is difficult to estimate our models using an OLS estimator or using a GMM estimator which includes all observations into one model in an attempt at obtaining unambiguous estimates. Our setting may be compared to Benáček and Višek (1999) who analyzed 91 industries of the Czech economy and realized that this population appeared to consist of two segments. The first segment of their data contained industries in which the majority of firms behaved like in a well-functioning market economy while the other segment contained industries where firms behaved still like under socialist paternalism.

Therefore, in this section we use one of the robust techniques of estimation that solve the problem of heterogeneous patterns in data sets. Out of several robust estimators available, we use the simple Least Trimmed Square estimator (LTS) with a leverage point which was originally developed by Ruppert and Carroll (1980). The advantage of this estimator is a high breakdown point (which is the smallest fraction of outlying observation that can cause a breakdown of the estimator) on the one hand and the possibility of excluding whole polluting countries or couples of polluting years from the data set on the other hand. We can describe the algorithm of this estimator as follows.

We consider the standard linear regression model

$$Y_i = \beta X_i + \varepsilon_i,$$

where $Y_i$ is the response variable for the $i$-th case, $X_i \in \mathbb{R}^p$ is the vector of explanatory variables for the $i$-th case, $\beta$ is the vector of regression coefficients and $\varepsilon_i$ is the error term of the $i$-th case. For an arbitrary $b \in \mathbb{R}^p$, we shall denote by $r_i(b) = Y_i - bX_i$ the $i$-th
residual at $b$. Further, we shall use $r_i^2(b)$ for the $i$-th order statistics among the squared residuals. Finally, let us define the LTS estimator by the following minimization:

$$
\hat{b}^{LTS} = \arg \min \sum_{i=1}^{h} r_i^2(b)
$$

where $n/2 \leq h \leq n$ and the minimization is performed over all $b \in \mathbb{R}^k$ (Rousseeuw and Leroy, 1987 and Víšek, 1996). In other words, in this minimization we are looking for such an argument $b \in \mathbb{R}^p$ for which the sum of $h$ smallest squared residuals is minimal. Finally, we build an OLS estimator for these $h$ observations.

These methods were not much used in the past because of their extreme requirements both of memory and of the speed of computers. Even nowadays, each estimation can take minutes (especially for large data sets). Of course there is a question how to select $h$. Rousseeuw and Leroy (1987) showed that putting $h = \lceil (n+1)/2 \rceil + \lceil p/2 \rceil$ (where $\lceil a \rceil$ denotes the integer part of $a$), we obtain the maximal breakdown point. However, in practice it appears that we do not need the maximal breakdown point and we can select a larger $h$.

Since we are limited by the dynamic form of model (3) (because of the presence of the lagged value of the response variable on the right side of the equation, it is not so easy to exclude some observations from the data set), we decided to exclude a whole country or countries. Therefore, we will use this technique only as a diagnostic tool, and we will determine if the LTS estimator would systematically exclude (almost) a whole country or countries during the period of consideration.

In Table 6 we present the results of experimentations with estimating the static model using LTS. We decided to report the results of the LTS estimation with $h = 0.7$. This means that the LTS algorithm excluded 30% of the observations. On the basis of selected outliers, we decided to drop some countries where more than 60% of yearly observations within one country had been denoted as outliers. Results suggest that these countries are mostly located in Africa, Central or South America or Asia. Therefore, we first estimate separately three models in which these countries are excluded using fixed effects. In the first model we drop from the data set some African countries\footnote{Algeria, Burkina Faso, Burundi, Cameroon, Gabon, Guinea, Malawi, Morocco, Mozambique, Namibia, Niger, South Africa, Sudan, Tunisia, Uganda, Zambia, Zimbabwe, Madagascar, the Seychelles} for which more than 60% of yearly observations have been denoted as outliers by the LTS algorithm with $h = 0.7$. Similarly, in the second model we drop from the data set contaminated Central American...
<table>
<thead>
<tr>
<th></th>
<th>1a</th>
<th>1b</th>
<th>1c</th>
<th>2</th>
<th>3a</th>
<th>3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(guarantees_{it})</td>
<td>0.011***</td>
<td>0.011***</td>
<td>0.012***</td>
<td>0.012***</td>
<td>0.014***</td>
<td>0.013***</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>ln(GDP_{it})</td>
<td>0.370***</td>
<td>0.175***</td>
<td>0.216***</td>
<td>0.255***</td>
<td>0.203***</td>
<td>0.246***</td>
</tr>
<tr>
<td></td>
<td>(0.086)</td>
<td>(0.057)</td>
<td>(0.059)</td>
<td>(0.079)</td>
<td>(0.058)</td>
<td>(0.060)</td>
</tr>
<tr>
<td>ln(dist_{i})</td>
<td>-4.739***</td>
<td>-3.986***</td>
<td>-4.100***</td>
<td>-3.556***</td>
<td>-3.321***</td>
<td>-3.873***</td>
</tr>
<tr>
<td></td>
<td>(1.290)</td>
<td>(1.091)</td>
<td>(1.082)</td>
<td>(1.328)</td>
<td>(1.200)</td>
<td>(1.119)</td>
</tr>
<tr>
<td>ln(pop_{it})</td>
<td>2.828***</td>
<td>2.858***</td>
<td>2.847***</td>
<td>2.502***</td>
<td>2.581***</td>
<td>2.746***</td>
</tr>
<tr>
<td></td>
<td>(0.521)</td>
<td>(0.469)</td>
<td>(0.461)</td>
<td>(0.550)</td>
<td>(0.522)</td>
<td>(0.477)</td>
</tr>
<tr>
<td>ln(GFCF_{it})</td>
<td>0.397**</td>
<td>0.427***</td>
<td>0.434***</td>
<td>0.435***</td>
<td>0.411***</td>
<td>0.361***</td>
</tr>
<tr>
<td></td>
<td>(0.130)</td>
<td>(0.142)</td>
<td>(0.134)</td>
<td>(0.134)</td>
<td>(0.142)</td>
<td>(0.131)</td>
</tr>
<tr>
<td>ln(MI_{it})</td>
<td>-0.199</td>
<td>-0.413</td>
<td>-0.429</td>
<td>-0.367*</td>
<td>-0.690***</td>
<td>-0.557***</td>
</tr>
<tr>
<td></td>
<td>(0.212)</td>
<td>(0.269)</td>
<td>(0.253)</td>
<td>(0.211)</td>
<td>(0.247)</td>
<td>(0.252)</td>
</tr>
<tr>
<td>ln(risk_{it})</td>
<td>0.94*</td>
<td>0.259**</td>
<td>0.196*</td>
<td>0.292**</td>
<td>0.261**</td>
<td>0.201*</td>
</tr>
<tr>
<td></td>
<td>(0.116)</td>
<td>(0.110)</td>
<td>(0.113)</td>
<td>(0.114)</td>
<td>(0.111)</td>
<td>(0.104)</td>
</tr>
</tbody>
</table>

| Number of obs.         | 1224      | 1363      | 1363      | 1092      | 1173      | 1289      |
| Number of groups       | 124       | 139       | 137       | 110       | 120       | 131       |
| Excluded obs.          | 14%       | 6%        | 6%        | 23%       | 18%       | 9%        |
| Adjusted $R^2$         | 0.95      | 0.95      | 0.95      | 0.96      | 0.95      | 0.95      |

Table 6: LTS estimation - static model. Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Robust (White heteroskedastic consistent) standard errors in brackets. Specific effects dummies are not reported. Hausman test rejects the random effects model. Response variable: logarithm of export. All variables are in logarithm. Zero values replaced by number 1. Excluded states: 1a – African, 1b – Central American, 1c – Asian, 2 – African, Central American, Asian together, 3a – countries with more than 70% of outliers, 3b – countries with more than 80% of outliers.
<table>
<thead>
<tr>
<th></th>
<th>1a</th>
<th>1b</th>
<th>1c</th>
<th>2</th>
<th>3a</th>
<th>3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln(Export_{t-1})$</td>
<td>0.502***</td>
<td>0.523***</td>
<td>0.502***</td>
<td>0.529***</td>
<td>0.534***</td>
<td>0.579***</td>
</tr>
<tr>
<td></td>
<td>(0.109)</td>
<td>(0.087)</td>
<td>(0.075)</td>
<td>(0.141)</td>
<td>(0.093)</td>
<td>(0.086)</td>
</tr>
<tr>
<td>$\ln(guarantees_{it})$</td>
<td>0.032**</td>
<td>0.044***</td>
<td>0.036**</td>
<td>0.028**</td>
<td>0.029**</td>
<td>0.029**</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.017)</td>
<td>(0.016)</td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>$\ln(GDP_{it})$</td>
<td>0.407***</td>
<td>0.524***</td>
<td>0.607**</td>
<td>0.240**</td>
<td>0.290**</td>
<td>0.272**</td>
</tr>
<tr>
<td></td>
<td>(0.112)</td>
<td>(0.163)</td>
<td>(0.142)</td>
<td>(0.105)</td>
<td>(0.136)</td>
<td>(0.116)</td>
</tr>
<tr>
<td>$\ln(dist_{i})$</td>
<td>-0.469***</td>
<td>-0.272**</td>
<td>-0.333***</td>
<td>-0.526**</td>
<td>-0.506***</td>
<td>-0.451***</td>
</tr>
<tr>
<td></td>
<td>(0.162)</td>
<td>(0.131)</td>
<td>(0.118)</td>
<td>(0.237)</td>
<td>(0.184)</td>
<td>(0.162)</td>
</tr>
<tr>
<td>$\ln(pop_{it})$</td>
<td>0.099</td>
<td>0.008</td>
<td>-0.041</td>
<td>0.391**</td>
<td>0.370*</td>
<td>0.333*</td>
</tr>
<tr>
<td></td>
<td>(0.100)</td>
<td>(0.102)</td>
<td>(0.083)</td>
<td>(0.198)</td>
<td>(0.194)</td>
<td>(0.192)</td>
</tr>
<tr>
<td>$\ln(GFCF_{it})$</td>
<td>0.557**</td>
<td>0.839**</td>
<td>0.768**</td>
<td>0.710***</td>
<td>0.735***</td>
<td>0.647***</td>
</tr>
<tr>
<td></td>
<td>(0.260)</td>
<td>(0.354)</td>
<td>(0.315)</td>
<td>(0.249)</td>
<td>(0.260)</td>
<td>(0.227)</td>
</tr>
<tr>
<td>$\ln(MI_{it})$</td>
<td>-0.514</td>
<td>-1.662*</td>
<td>-1.609**</td>
<td>-0.644</td>
<td>-0.946</td>
<td>-0.880</td>
</tr>
<tr>
<td></td>
<td>(0.655)</td>
<td>(0.816)</td>
<td>(0.748)</td>
<td>(0.678)</td>
<td>(0.705)</td>
<td>(0.548)</td>
</tr>
<tr>
<td>$\ln(risk_{it})$</td>
<td>0.583**</td>
<td>0.612*</td>
<td>0.401</td>
<td>0.519**</td>
<td>0.461*</td>
<td>0.354**</td>
</tr>
<tr>
<td></td>
<td>(0.300)</td>
<td>(0.316)</td>
<td>(0.286)</td>
<td>(0.246)</td>
<td>(0.249)</td>
<td>(0.240)</td>
</tr>
</tbody>
</table>

Number of obs. 1122 1179 1214 1041 1126 1156  
Number of groups 123 130 1132 111 121 125  
Excl. observations 9% 4% 2% 15% 9%  
Hansen test (p-value) 0.081 0.146 0.126 0.169 0.164 0.111  
A–B AR(1) (p-value) 0.000 0.000 0.000 0.000 0.000  
A–B AR(2) (p-value) 0.052 0.370 0.632 0.522 0.407 0.794  
PseudoR² 0.20 0.19 0.18 0.21 0.20 0.20  
LLC test (p-value) 0.000 0.000 0.000 0.000 0.000 0.000

Table 7: LTS estimation - dynamic model. Notes: * significant at 10%; ** significant at 5%; *** significant at 1%. Robust (White heteroskedastic consistent) standard errors in brackets. Specific effects dummies are not reported. Response variable: logarithm of export. All variables are in logarithm. Zero values replaced by number 1. Excluded states: 1a – African, 1b – Central American, 1c – Asian, 2 – African, Central American, Asian together, 3a – countries with more than 70% of outliers, 3b – countries with more than 80% of outliers.
countries\(^2\) and in the third model we drop contaminated Asian countries\(^3\). These models are summarized in Table 6 in columns 1a, 1b and 1c. We also estimated the model where we dropped contaminated countries together from Africa, Central America and Asia as mentioned above (column 2). Finally we drop countries where more than 70\(^4\)% and 80\(^5\)% of the years have been deleted, regardless of type of country or continent (columns 3a and 3b).

Experiments with estimating the dynamic model by GMM using LTS as a diagnostic tool with \(h = 0.7\) leads us to the same steps as in the previous case, and we drop similar countries: small or underdeveloped countries of Africa, Asia and Central America (or South America) with low volume of exports. The results are summarized in Table 7. As in the case of the static model, we decided to estimate six different models: in columns 1a, 1b and 1c we drop some countries of Africa\(^6\), Central America\(^7\) and Asia\(^8\) (with at least 60\% of the years deleted by LTS), in column 2 we delete countries from all three continents together (60\% of the years deleted by LTS). Finally we estimate two models (3a and 3b) where we delete countries in which more than 70\(^9\)% and 80\(^10\)% of the years, respectively, have been marked by LTS as outliers.

The tests for validity of instruments do not suggest the problem of over-identification. Hansen test rejects the null hypothesis and the Arellano-Bond AR(2) test does not suggest second-order serial correlation.

Now we will comment on the results of both static and dynamic models. We can see that particularly in the dynamic model the significance of some estimated parameters

---

\(^2\)Barbados, Belize, El Salvador, Grenada, Jamaica, Nicaragua  
\(^3\)Brunei, Cambodia, Hong Kong, the Maldives, Mongolia, Oman, Qatar, Singapore  
\(^4\)Algeria, Burundi, Burkina Faso, Burundi, Cambodia, Cameroon, El Salvador, Gabon, Grenada, Hong Kong, Jamaica, Madagascar, Malawi, the Maldives, Mongolia, Morocco, Mozambique, Namibia, Niger, Oman, Singapore, Uganda, Zambia  
\(^5\)Algeria, Burundi, Cambodia, Cameroon, El Salvador, Grenada, Hong Kong, Madagascar, Malawi, Mongolia, Niger, Singapore  
\(^6\)Botswana, Burkina Faso, Cameroon, Central African Republic, Gabon, the Gambia, Guinea, Madagascar, Mauritius, Namibia, Niger, the Seychelles, Sudan, Uganda  
\(^7\)Antique Barbuda, Belize, Dominican Republic, Grenada, Nicaragua, Panama, Uruguay  
\(^8\)Brunei Darussalam, Cambodia, Oman, Qatar, Turkmenistan  
\(^9\)Antique Barbuda, Belize, Burkin\fa Faso, Cambodia, Central African Republic, Dominican Republic, Gabon, Grenada, Guinea, Namibia, Niger, Panama, Qatar, the Seychelles, Sudan, Turkmenistan  
\(^10\)Antique Barbuda, Belize, Burkin\fa Faso, Cambodia, Dominican Republic, Gabon, Grenada, Guinea, Niger, Qatar, the Seychelles, Turkmenistan
increased. Our key variable export guarantees is significant in all cases. This conclusion is related to both the static and dynamic model. We can conclude that after deleting polluting observations from the data set, the result changed and the statistical significance of some parameters increased. The percentage share of deleted states is always under 15%. These states represent small (but influential) subpopulation of countries which makes our data heterogeneous and behaves differently. As in the previous case these countries mostly represent regions with low volume of Czech exports or guarantees.

The significance of GDP and distance have not changed, these key variables in the gravity model are still significant. The distance variable is negative and GDP is positive, which is consistent with our assumptions. An interesting increase in statistical significance occurred in the case of political risk. In half of all the estimated models, this variable is significant. Moreover, the reached level of significance is at least 10% with the exception of one case. The estimated coefficients are positive. This means that countries with lower political risk receive more exports. With respect to the improvement in significance levels, we can conclude that the heterogeneity pattern of countries has been evidenced and the use of robust regression and elimination of polluting observations is well founded. Moreover, the problem of outlying observations in panel data models is still frequently disregarded. Although the usefulness of robust estimators in linear regression is well established, the development of robust procedures for panel data is still the object of continuing research (Bramati and Croux, 2004).

7 Conclusions

In this paper we analyzed whether public export credit guarantees lead to a significant amount of additional exports. Export promotion through export guarantees should mitigate specific frictions in international trade. This stimulates an effort to enhance exports by providing guarantees against export risks. With respect to relevant literature and theoretical models, we expect a positive effect of guarantees. For example, regions with a higher degree of insecurity should benefit more from insurance coverage. We focused on the case of the Czech Republic as a representative of a small open post-transitional economy with a small home market base. While Czech exports flow mainly to developed European countries, export credit guarantees push exports mainly to developing European
countries.

We estimated the gravity model where exports are expressed as a function of country size and trades costs. In addition to basic explanatory variables of the gravity model, we also included export guarantees as a measure for the reduction of border barrier trade costs, and we also included several additional controlling variables. In comparison with previous empirical approaches, we make several important extensions. We worked with unbalanced panel data including 160 countries between 1996–2008.

Firstly we estimated two gravity models of exports in the Czech Republic, the static model by LSDV estimator and the dynamic model by System GMM. We found that guarantees are a significant factor that influences positively the volume of exports in the Czech Republic. We found that our conclusions were ambiguous: while in the static model guarantees are a highly significant factor, from the results of the dynamic model we could not answer explicitly whether export promotion is successful. Since the estimated coefficients can be expressed as an elasticity, we estimated a short-run elasticity of 0.011. This suggests that a one per cent increase in the newly covered businesses creates additional short-run exports in the range of 1 per cent. In comparison with the long-run results (where estimated elasticity reached 6.4%), this effect is small. The explanation for this difference between effects of public export guarantees on export flows is the lag between the time when a promotion is provided and the actual shipment of the good.

There exist additional factors that affect the volume of exports in our model. We found that market forces, described by GDP, distance, political risk or gross fix capital formation are significant in our econometric model. Specifically, higher GDP, short distance or lower political risk have a positive impact on Czech exports. Bigger market size offers more opportunities for exporters.

Since we expected that guarantees are a significant factor, and since the statistical significance of guarantees in the dynamic model was not really convincing, using additional tests we decided to check whether guarantees in both the short-run and long-run really are (or are not, respectively) significant. Additional testing with new dummy variables (for Africa, Eastern Europe and Latin America) suggest that countries of Eastern Europe have a positive impact on Czech exports. Nevertheless, we did not manage to show the influence of other regions on exports. Robust regression is an econometric tool suitable for this purpose. Robust estimators can solve situations where data are polluted by some outlying
observations and these observations can totally distort the significance of parameters. Our effort was to confirm or refute the conclusions obtained by LSDV and System GMM. We decided to estimate the gravity equation with the use of a robust statistics technique.

Therefore in the second part of our econometrical investigation we used the Least Trimmed Squares estimator. This estimator is based on the minimization of squared residuals, but the largest residuals are not included in the minimization. This allows the fit to stay away from the outliers. We found estimates of several alternative models where we dropped certain countries from the data set. These deleted countries denoted as outliers can be mostly characterized by low volume of received exports and low volume of Czech export promotion. Geographically, they can be classified into three groups – states of Africa, states of Asia and states of Central America. A common feature of these countries is lower GDP, higher distance from the Czech Republic, and lower volume of exports. Higher political risk is another reason why the volume of exports from the Czech Republic to these countries is so low. As a consequence of these factors, guarantees to these countries are low as well. The behavior of these countries in the set of all countries is different and they are denoted as outliers. After the removal of these countries the results were in general more statistically significant, especially in the case of the dynamic model: variable guarantees are significant at the 1% or 5% level. Therefore this set of additional regressions applied to the dynamic model supports the conclusion that estimates obtained by System GMM in the first part of the paper were influenced by outliers. We conclude that we are not able to reject the hypothesis that export promotion is successful in both the short- and long-run. Export guarantees can reduce the uncertainty of exports. This risk reduction increases exports to (risky) markets where exporting companies would not sell otherwise. Moreover, guarantees which enable an initial export to some country can make future exports to this country more likely. Public export agencies may also bring positive effects by gathering information about foreign markets. Therefore, they can reduce entry costs.

Moreover, larger economies can be characterized as recipients of higher exports and the volume of exports declines with growing distance. The political risk variable is statistically significant in three dynamic models. Since the political risk represents an important friction to international trade, the positive sign of estimated parameters supports our hypothesis that countries with higher political risk receive less exports. Countries with
less stable governments or a higher level of corruption are less likely to attract Czech exports.

At this point we would like to stress the fact that although robust methods are well developed nowadays, there is still a shortage of literature and practical implementation of robust methods on panel data. Some new possibilities for improving our analysis include, for example, use of the bootstrap method for LTS (Skuhrovec, 2010), robustification of GMM or robust methods for fixed effects (Bramati and Croux, 2004). Another obvious extension would be to investigate the effect of additional explanatory variables for our model: infrastructure, trade policy variables or border effects.
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8 Appendix
Developed countries:
Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Hong Kong SAR, Iceland, Ireland, Israel, Italy, Japan, Korea, Luxembourg, Netherlands, New Zealand, Norway, Portugal, Singapore, Spain, Sweden, Switzerland, Taiwan, United Kingdom, United States.

Developing European countries:
Albania, Bosnia and Herzegovina, Bulgaria, Croatia, Cyprus, Estonia, Hungary, Latvia, Lithuania, Macedonia, Malta, Montenegro, Poland, Romania, Serbia, Slovak Republic, Slovenia.

Commonwealth of Independent State:
Armenia, Azerbaijan, Belarus, Georgia, Kazakhstan, Kyrgyzstan, Moldova, Russia, Tajikistan, Turkmenistan, Ukraine, Uzbekistan.

America:
Antigua and Barbuda, Argentina, Bahamas, Barbados, Belize, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominica, Dominican Republic, Ecuador, El Salvador, Grenada, Guatemala, Guyana, Haiti, Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Suriname, Trinidad and Tobago, Uruguay, Venezuela.

Asia:
Afghanistan, Bahrain, Bangladesh, Brunei Darussalam, Cambodia, China, India, Indonesia, Iran, Jordan, Kuwait, Laos, Lebanon, Malaysia, the Maldives, Mongolia, Myanmar, Nepal, Oman, Pakistan, Philippines, Qatar, Saudi Arabia, Syrian Arab Republic, Thailand, Turkey, United Arab Emirates, Vietnam, Yemen.

Africa:
Algeria, Angola, Benin, Botswana, Burkina Faso, Burundi, Central African Republic, Cameroon, Chad, Congo, Côte d’Ivoire, Djibouti, Egypt, Eritrea, Ethiopia, Gabon, the Gambia, Ghana, Kenya, Liberia, Libya, Madagascar, Malawi, Mali, Mauritania, Mauritius, Morocco, Mozambique, Namibia, Niger, Nigeria, Rwanda, Senegal, the Seychelles, Sierra Leone, South Africa, Sudan, Tanzania, Togo, Tunisia, Uganda, Zambia, Zimbabwe.

Table 8: Classification of states.
<table>
<thead>
<tr>
<th></th>
<th>Export guarantees</th>
<th>GDP</th>
<th>Distance</th>
<th>Population</th>
<th>Gross fixed capital formation</th>
<th>Manufacturing imports</th>
<th>Political risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Export</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Export promotion</td>
<td>0.378459349</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>0.7779372342</td>
<td>0.299686696</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance</td>
<td>-0.630496941</td>
<td>-0.322088079</td>
<td>-0.267252431</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>0.449185674</td>
<td>0.24500644</td>
<td>0.633508127</td>
<td>-0.000212602</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross fixed capital formation</td>
<td>-0.009038637</td>
<td>0.035554768</td>
<td>0.033928802</td>
<td>-0.034723538</td>
<td>0.032294721</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Manufacturing Imports</td>
<td>0.180228497</td>
<td>0.077709193</td>
<td>0.23254017</td>
<td>-0.097227194</td>
<td>0.077092257</td>
<td>0.46676393</td>
<td>1</td>
</tr>
<tr>
<td>Political Risk</td>
<td>0.305275305</td>
<td>0.101035911</td>
<td>0.369156196</td>
<td>-0.093261758</td>
<td>0.033969997</td>
<td>-0.090451324</td>
<td>0.132170938</td>
</tr>
</tbody>
</table>

Table 9: correlation matrix.
<table>
<thead>
<tr>
<th></th>
<th>FE (I)</th>
<th>System (II)</th>
<th>FE (III)</th>
<th>System (IV)</th>
<th>PPML (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(Export(_{t-1}))</td>
<td>-</td>
<td>0.503***</td>
<td>-</td>
<td>0.503***</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.079)</td>
<td></td>
<td>(0.079)</td>
<td></td>
</tr>
<tr>
<td>ln(guarantees(_{it}))</td>
<td>0.010***</td>
<td>0.027*</td>
<td>0.011***</td>
<td>0.031*</td>
<td>0.029***</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.014)</td>
<td>(0.002)</td>
<td>(0.016)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>ln(GDP(_{it}))</td>
<td>0.230***</td>
<td>0.270**</td>
<td>0.230***</td>
<td>0.270**</td>
<td>0.166***</td>
</tr>
<tr>
<td></td>
<td>(0.060)</td>
<td>(0.132)</td>
<td>(0.060)</td>
<td>(0.132)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>ln(dist(_{i}))</td>
<td>-4.406***</td>
<td>-0.696***</td>
<td>-4.407***</td>
<td>-0.695***</td>
<td>-3.290***</td>
</tr>
<tr>
<td></td>
<td>(1.075)</td>
<td>(0.135)</td>
<td>(1.075)</td>
<td>(0.135)</td>
<td>(0.125)</td>
</tr>
<tr>
<td>ln(pop(_{it}))</td>
<td>2.957***</td>
<td>0.216</td>
<td>2.956***</td>
<td>0.214</td>
<td>1.199***</td>
</tr>
<tr>
<td></td>
<td>(0.457)</td>
<td>(0.169)</td>
<td>(0.457)</td>
<td>(0.169)</td>
<td>(0.123)</td>
</tr>
<tr>
<td>ln(GFCF(_{it}))</td>
<td>0.427***</td>
<td>1.096**</td>
<td>0.426***</td>
<td>1.096**</td>
<td>0.075***</td>
</tr>
<tr>
<td></td>
<td>(0.139)</td>
<td>(0.439)</td>
<td>(0.139)</td>
<td>(0.439)</td>
<td>(0.234)</td>
</tr>
<tr>
<td>ln(MI(_{it}))</td>
<td>-0.367</td>
<td>0.210</td>
<td>-0.368</td>
<td>0.203</td>
<td>-0.188</td>
</tr>
<tr>
<td></td>
<td>(0.254)</td>
<td>(0.508)</td>
<td>(0.254)</td>
<td>(0.510)</td>
<td>(0.651)</td>
</tr>
<tr>
<td>ln(risk(_{it}))</td>
<td>0.187*</td>
<td>0.175</td>
<td>0.187*</td>
<td>0.176</td>
<td>0.222*</td>
</tr>
<tr>
<td></td>
<td>(0.112)</td>
<td>(0.229)</td>
<td>(0.112)</td>
<td>(0.229)</td>
<td>(0.101)</td>
</tr>
<tr>
<td>Number of obs.</td>
<td>1429</td>
<td>1237</td>
<td>1429</td>
<td>1237</td>
<td>1429</td>
</tr>
<tr>
<td>Number of groups</td>
<td>145</td>
<td>137</td>
<td>145</td>
<td>137</td>
<td>145</td>
</tr>
<tr>
<td>adj./pseudo R(^2)</td>
<td>0.95</td>
<td>0.19</td>
<td>0.95</td>
<td>0.19</td>
<td>0.93</td>
</tr>
<tr>
<td>Hansen test ((p-value))</td>
<td>–</td>
<td>0.063</td>
<td>–</td>
<td>0.065</td>
<td>–</td>
</tr>
<tr>
<td>A–B AR(1) ((p-value))</td>
<td>–</td>
<td>0.000</td>
<td>–</td>
<td>0.000</td>
<td>–</td>
</tr>
<tr>
<td>A–B AR(2) ((p-value))</td>
<td>–</td>
<td>0.639</td>
<td>–</td>
<td>0.640</td>
<td>–</td>
</tr>
<tr>
<td>LLC test ((p-value))</td>
<td>–</td>
<td>0.000</td>
<td>–</td>
<td>0.000</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 10: Sensitivity analyses - zero observations. Static and dynamic models. Notes: Zero values replaced by 0.1 in models (I) and (II), zero values replaced by 0.5 in models (III) and (IV), Poisson pseudo-maximum likelihood (PPML) estimator (V). * significant at 10%; ** significant at 5%; *** significant at 1%. Robust (White heteroskedastic consistent) standard errors in brackets. Specific effects country dummies are not reported. Hausman test rejects the random effects model. Response variable: logarithm of export. All variables are in logarithm.
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