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Abstract: 

Assessing the extreme events is crucial in financial risk management. All risk 

managers and financial institutions want to know the risk of their portfolio under 

rare events scenarios. We illustrate a multivariate market risk estimating method 

which employs Monte Carlo simulations to estimate Value-at-Risk (VaR) for a 

portfolio of 4 stock exchange indexes from Central Europe. The method uses the 

non-parametric empirical distribution to capture small risks and the parametric 

Extreme Value theory to capture large and rare risks. We compare estimates of this 

method with historical simulation and variance-covariance method under low and 

high volatility samples of data. In general historical simulation method 

overestimates the VaR for extreme events, while variance-covariance 

underestimates it. The method that we illustrate gives a result in between because it 

considers historical performance of the stocks and also corrects for the heavy tails of 

the distribution. We conclude that the estimate method that we illustrate here is 

useful in estimating VaR for extreme events, especially for high volatility times. 
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1. Introduction

Value-at-Risk (VaR) is a risk measure tool based on loss distributions.
After the market crash of 1987 and the increase of the off-balance-sheet prod-
ucts there was need for a proper risk management among banks. In October
1994 J.P.Morgan released RiskMetricsTM system which included the VaR
as a risk measure [see Linsmeier and Pearson (1996)], since then the VaR is
an industry-wide standard. For many years it has played an important role
in risk management, risk measurement, financial control, financial reporting
and evaluation of capital requirement. There is a vast number of sound ar-
ticles and books written for Value-at-Risk, e.g. Best (1998), Duffie and Pan
(1997), Das (2006), Holton (2003), Dowd (2000), Smithson and Lyle (1996).

VaR is a quantile based method that gives a single number as output.
This number represents the risk of the portfolio for a certain holding period
of time T at a particular confidence interval (probability). Without these two
specifications, the risk horizon and the probability, the VaR is meaningless.

In recent years academics have made extensive research on risk manage-
ment. Artzner et al. (1999) introduce the concept of coherent risk measures.
In work of Artzner et al. (1997) as well as in Artzner et al. (1999) the authors
criticize VaR because it exhibits poor aggregation properties. They argue
that VaR suffers the Non-subadditivity property, qα(FL) ≤ qα(FLA)+qα(FLB)
(where qα(·) is the α quantile of FL ), that is if we have two portfolios A and
B with loss probability distributions FLA and FLB respectively and if we de-
note the total loss L = LA + LB the inequality qα(FL) ≤ qα(FLA) + qα(FLB)
does not hold all the times. The authors claim that there are cases where the
VaR of total portfolio is higher than the sum of VaR of individual portfolios
(V aRA+B ≥ V aRA + V aRB). In addition, they argue that VaR gives only
an upper bound of losses that occur with a given frequency.

In this work we should not worry about the satisfaction of the subadditivity
property because it may be a problem only in portfolios that contain non
linear derivatives. In our case the portfolio is composed of the same set
of underlying elliptically distributed risk factors, and thus this property is
satisfied [see McNeil et al. (2005), Theorem 6.8, p. 242].

The model that we estimate is mainly based on the work of Nyström
and Skoglund (2002a) and Nyström and Skoglund (2002b)1. It is a two-

1We have also consulted Matlab Digest article (July 2007) to implement the model
in Matlab code. The article can be found on: http://www.mathworks.com/company/
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http://www.mathworks.com/company/newsletters/digest/2007/july/copulas.html
http://www.mathworks.com/company/newsletters/digest/2007/july/copulas.html


step approach which enables the simulation of returns time series consistent
with the historical performance and then computing the Value-at-Risk on
the simulated returns series. We analyse the stock exchange indexes of 4
countries in the Central Europe for a period of ten years, from January 1st,
2000 to December 31st, 2009. The indexes are Austria (ATX), Germany
(DAX), the Czech Republic (PX50) and Switzerland (SSMI). The model
we estimate is composed of two phases: first univariate modelling and then
multivariate model. The univariate modelling involves AR-GARCH models
and the Extreme Value Theory, while the multivariate involves t-copulas and
their capability to conduct multivariate Monte Carlo simulations.

Initially we filter the log-returns by constant mean-GARCH or the AR-
GARCH based on Glosten et al. (1993) model. The standardized residuals
are then used by EVT. This filtration procedure is in line with Diebold et al.
(1998) suggestions on implementing the application of EVT in financial time
series. At this moment we make a semi-parametric cumulative distribution
estimation, non-parametric for the internal part and parametric for the tails
based on Extreme Value Theory (EVT). The parametric estimation for the
tails makes possible the extrapolation, thus allowing to estimate quantiles
outside the sample. Such a method of cumulative distribution estimation can
be found in Dańıelsson and de Vries (2000). The authors propose the semi-
parametric method to estimate Value-at-Risk and compare it with historical
simulation and RiskMetrics technique. They show that the semi-parametric
method is more accurate than both other methods. The implementation of
the Extreme Value Theory will be done through the threshold exceedances
approach. Threshold exceedances and their distribution (the Generalized
Pareto Distribution), are treated thoroughly in Davison and Smith (1990).
Other work in this direction, among the others, is done by McNeil and Frey
(2000), McNeil et al. (2005) and Embrechts et al. (1997). After fitting the
semi-parametric cumulative distribution function to the data we start the
multivariate step by incorporating copulas.

The study of copulas and their role is a new growing field in statistics.
Copulas are functions that join multivariate distribution functions to their
one-dimensional margins [Nelsen (2006)]. This property, transforms the cop-
ulas into a bridge between univariate and multivariate distribution functions.
We use the t-copula for our analysis because this type is more appropriate

newsletters/digest/2007/july/copulas.html
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due to the ability to capture better the phenomenon of extreme values [see
Demarta, S. and McNeil,A. J. (2004)]. We transform standardized residu-
als to uniform variates and fit the copula to the transformed data. Having
measured the dependence structure, we use copula capability to simulate uni-
form variates that preserve the measured dependence. The simulated data
are transformed back to standardized residuals form through the inverse of
semi-parametric cumulative distribution function that we measured for each
index previously. We use the GARCH simulation on standardized residuals
with the same parameters as the ones that we estimate during filtration and
thus obtain simulated returns. The Value-at-Risk then is calculated easily
through the quantile estimation. Finally, we compare the estimate of this
approach with Historical Simulation and Variance Covariance method.

The paper is organized as follows: section two formalizes univariate mod-
elling, we introduce AR-GARCH models and the Extreme Value Theory fol-
lowing the peaks-over-threshold approach. In the third section we introduce
the multivariate model based on t-copulas and in the fourth, the application
of the model and interpretation of the results follows.

2. Model specification

2.1. Univariate modelling

We start filtering the data using two AR-GARCH models: the standard
conditional constant mean-GARCH and a model allowing for asymmetry.
The latter is in line with work of Nyström and Skoglund (2002b). The asym-
metric GARCH we use (also known as Threshold GARCH) is obtained by
introducing an additional parameter in the volatility equation [see Glosten
et al. (1993) for details]. Let us first denote the time series of logarithmic re-
turns (Xt)t∈Z, defined on some probability space (Ω,F ,P). The asymmetric
AR(1)-GARCH(1,1 ) model is:

Xt = c+ φ1Xt−1 + at

at = σtεt

σ2
t = α0 + α1a

2
t−1 + ψsgn(at−1)a2

t−1 + βσ2
t−1 (1)

where

sgn(at−1) =

{
1 εt−1 < 0
0 otherwise

3



and

at = Xt − µ, εt is i.i.d (0,1 )

|φ| < 1 , α1 +
1

2
ψ + β < 1, α0 > 0

α1 ≥ 0 , β ≥ 0, α1 + ψ ≥ 0

Extreme value theory

Extreme Value Theory deals with events that are characterized by low fre-
quency and high severity, that is the events that happen very rarely but their
impact may be catastrophic. There are two main approaches in EVT mod-
elling, the block maxima and the modern approach of threshold exceedances
(also knowns as peaks-over-threshold). The block maxima’s principle is di-
viding the time interval into equal chunks or blocks and modelling only the
maximum loss for each of the blocks based on Generalized Extreme Value
(GEV) distribution. This approach is wasteful of data because only one ob-
servation for each block is used. On the other hand the threshold exceedances
approach models all the data that exceeds some predetermined ”high level”
(or the threshold). The data that exceed the threshold are fitted to the Gen-
eralized Pareto Distribution (GPD). In this work we use the latter approach.

Let us introduce formally the GPD.

Definition 2.1 (Generalized Pareto probability density function). Define the func-
tion gξ,β,ν(x),

gξ,β,ν(x) =


(

1
β

)(
1 + ξ x−ν

β

)−1− 1
ξ

if ξ 6= 0(
1
β

)
e−

(x−ν)
β if ξ = 0

(2)

ν < x when ξ > 0, or ν < x < −β/ξ when ξ < 0
ν < x, when ξ = 0

Definition 2.2 (Generalized Pareto cumulative distribution function). Define the
distribution function Gξ by

Gξ(x) =

{ (
1− [1 + ξx]−1/ξ

)
, if ξ 6= 0

(1− e−x) , if ξ = 0
(3)

4



where
x ≥ 0, ifξ ≥ 0
0 ≤ x ≤ −1/ξ, ifξ < 0

The location-scale family Gξ;β,ν can be introduced by replacing x with
x−ν
β

for ν ∈ R, β > 0. In literature we can find the GPD in the form of

Gξ;β,0(x) =


(

1−
[
1 + ξ x

β

]−1/ξ
)
, if ξ 6= 0(

1− e
−x
β

)
, if ξ = 0

(4)

where β > 0 and for x the same conditions as in Equation 3 apply (the
location parameter ν = 0). From Equation 4 we see that the GPD is trans-
formed into a distribution with two parameters, shape parameter ξ and scale
parameter β (Gξ,β).

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Probability Density Funcion of GPD

g
(x

)

x

 

 

ξ<0
ξ=0
ξ>0

(a)

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Cumulative Distribution Function of GPD

G
(x

)

x

 

 

ξ<0
ξ=0
ξ>0

(b)

Figure 1: Probability density functions and cumulative distribution functions. ξ = 0
exponential, ξ = −0.5 Pareto type II and ξ = 0.5 Pareto distribution. In all cases β = 1
and ν = 0.

The GPD includes three types of distribution as special cases. When
ξ > 0 we have ordinary Pareto distribution, when ξ = 0 we have exponential
distribution, and the case when ξ < 0 is known as Pareto-II type distribution.
The ordinary Pareto distribution, where shape parameter ξ > 0, is the most
relevant in financial analysis since it is heavy tailed.
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In threshold exceedances we model the excess distribution over the thresh-
old u, like in the Figure 2. For a random variable X with distribution function
F we formalize the conditional excess distribution over the threshold u:

Fu(y) = P (X − u ≤ y|X > u) =
F (y + u)− F (u)

1− F (u)
=
F (x)− F (u)

1− F (u)
(5)

for 0 ≤ y < xF −u, where xF ≤ ∞ is the right end point of F and y = x−u.
The mean excess function plays an important role in EVT. For a random

variable X with finite mean, the mean excess function for the GPD is defined
as:

e(u) = E(X − u|X > u) =
β(u)

1− ξ
=
β + ξu

1− ξ
(6)

where{
0 ≤ u <∞ 0 ≤ ξ < 1

0 ≤ u < −β
ξ

ξ < 0

From the Equation 6 we see that the mean excess is linear in u. This
characteristic will be useful in determination of the threshold u when we
estimate the shape and scale parameter for the GPD.

Figure 2: Conditional excess distribution over the threshold u. We use the EVT to model
the observations which excess the threshold u.

Balkema and de Haan (1974), Pickands (1975) discovered that the con-
ditional excess distribution over the threshold has a nice property, the con-
vergence to GPD.
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Theorem 2.1 (Pickands-Balkema-de Haan). For a large class of underlying dis-
tribution functions F the conditional excess distribution function Fu(y), for
u large, is well approximated to GPD

Fu(y) ≈ Gξ,β(y) as u→∞ (7)

Based on Theorem 2.1 we make the following assumption:

Assumption 2.1. For some high threshold u from loss distribution F with right
endpoint xF we assume that Fu(y) = Gξ,β(y) for 0 ≤ y < xF − u, ξ ∈ R and
β > 0.

Using the Equation 5, assumption 2.1 and the empirical estimate n−Nu
n

for F (u) [see McNeil et al. (2005), Gilli and Këllezi (2006)], where n is the
total number of observations and Nu the number of observations over the
threshold we can write (consult Appendix A.1 for details):

F̂ (x) = 1− Nu

n

[
1 + ξ̂

x− u
β̂

]−1

β̂

(8)

Moreover, if we invert the Equation 8 we get the high quantile or VaR of
the underlying distribution. For α ≥ F (u):

V̂ aRα = qα(F ) = u+
β̂

ξ̂

[(
n(1− α)

Nu

)−ξ̂
− 1

]
(9)

Smith (1987) shows that estimates ξ̂ and β̂ are consistent and asymp-
totically normal as N → ∞ and for ξ > −1/2. We recall the assumption
that X1, . . . , Xn are realizations of independent random variables2. We de-
note K1, . . . , KNu the data that exceed the threshold u and Yj = Kj − u for
j = 1, . . . , Nu. We then calculate the log-likelihood by using the Generalized
Pareto probability density function gξ,β defined in Equation 2 (with location

2Note the change in notation in the EVT modelling, the Xt used here are in fact εt
from the filtering process in the first step.

7



parameter ν = 0):

lnL(ξ, β;Y1, . . . , YNu) =
Nu∑
j=1

ln gξ,β(Yj)

=
Nu∑
j=1

ln
1

β
+

Nu∑
j=1

ln

(
1 + ξ

Yj
β

)−1− 1
ξ

= −Nu ln β −
(

1 +
1

ξ

) Nu∑
j=1

ln

(
1 + ξ

Yj
β

)
(10)

To estimate the shape parameter ξ and scale parameter β we maximize the
objective function in the Equation 10, of course subject to constraints β > 0
and (1 + ξ

Yj
β

) > 0,∀j.
As the EVT studies the tail distribution and the measurement of its

thickness, one of the difficulties that rises is the determination of the amount
of data in the tail Nu or the start of the tail u. A very high u will include
a few exceedances and will result in high variance estimators, while a small
u will result in biased estimators. There is no such a rule for the choice of
the threshold u, but a helpful tool is the mean excess plot (u, en(u)), where
xn1 < u < xnn. The empirical eu(u) is calculated like in Gilli and Këllezi
(2006):

en(u) =

∑n
i=k(x

n
i − u)

n− k + 1
, k = min{i|xni > u} (11)

where n− k + 1 is the number of observations exceeding u.
The rule on which we base the choice of threshold u > 0, is such that the

mean excess is approximately linear for x ≥ u [see Embrechts et al. (1997),
pp. 355]. The word approximately in this rule leaves place for interpretation,
and for this reason we cannot expect a unique value of u. For example, Figure
3 shows plots of empirical mean excess for the ATX standardized residuals
series3. For the left tail this plot suggests a threshold level u = 1.3814 leaving
204 observations in the tail, while for the right tail u = 1.3345 leaving again
204 observations in the tail. These values of threshold u suggest that we
should reserve 8% of the data for each tail of the distribution. Thus only
16% of the total data are used to fit the Generalized Pareto distribution.

3Standardized residuals are obtained by dividing residuals at with conditional standard
deviations of Equation 1, i.e. at

σt
.

8



−5.1752 1.3814 4.5111
0

1

2

3

4

5

u

e
n(u

)
Empirical mean excess function for ATX (Austria)

(a)

−5.9112 1.3345 4.8958
0

1

2

3

4

5

u

e
n(u

)

Empirical mean excess function for ATX (Austria)

(b)

Figure 3: Empirical mean excess plot for the left tail (a) and the right tail (b) for the ATX
(Austria) index.

2.2. Multivariate modelling: t-copulas

Copulas application in finance have received much attention from aca-
demics in the recent years. We mention here the work of Embrechts et al.
(2003), Cherubini et al. (2004), Dias and Embrechts (2010) and Patton (2006)
among many others. This is because copulas have a wide use in financial in-
dustry, especially in credit scoring, risk management and derivative pricing.

Let us define the concept of copula.

Definition 2.3. A d -dimensional copula is a distribution function [0, 1]d with
standard uniform marginal distributions. We reserve the notation C(u) =
C(u1, . . . , ud) for the multivariate distribution functions that are copulas.

Hence C is a mapping of the form: [0, 1]d → [0, 1], i.e. a mapping of a
unit hypercube into the unit interval.

The relationship between the joint distribution and a copula is given by
the Theorem of Sklar.

Theorem 2.2 (Sklar 1959). Let F be a joint distribution function with margins
F1, . . . , Fd. Then there exists a copula C : [0, 1]d → [0, 1] such that, for all
x1, . . . , xd in R = [−∞,∞],

F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)) (12)

9



If the margins are continuous, then C is unique; otherwise C is uniquely
determined on RanF1×RanF2× . . .×RanFd, where RanFi = Fi(R) denotes
the range of Fi. Conversely, if C is a copula and F1, . . . , Fd are univariate
distribution functions, then the function F defined in 12 is a joint distribution
function with margins F1, . . . , Fd.

This theorem is very important because it states that every multivariate
distribution function has copulas and, the combination of copulas with uni-
variate distribution functions can be used to obtain multivariate distribution
functions.

We use t copula in multivariate model because for the case of financial
returns data the t-copula performs better than the Gaussian copula [see
Demarta, S. and McNeil,A. J. (2004)]. If we have a d -dimensional random
vector from t distribution X ∼ td(ν, 0, P ), the t copula is defined as:

Ct
ν,P (u) = tν,P (t−1

ν (u1), . . . , t−1
ν (ud))

where tν is the standard univariate t distribution function, P is the correlation
matrix and tν,P is the joint distribution function of vector X with ν degrees of
freedom. The t copula represents the dependence structure of a multivariate
t-distribution.

For fitting copula to data we employ the classic log-likelihood method.
Suppose that {(Xi1, . . . , Xid)

T , i = 1, . . . , n} are n realizations from a multi-
variate distribution specified by d margins with cumulative probability distri-
bution function Fi and probability density function fi, i = 1, . . . , n, and a cop-
ula with density c. The parameter vector to be estimated is θ = (βT , αT )T ,
where β is the vector of marginal parameters and α is the vector of copula
parameters. The log-likelihood function then is given by:

l(θ) =
n∑
i=1

ln c{F1(Xi1; β), . . . , Fd(Xid; β);α}+
n∑
i=1

d∑
j=1

ln fi(Xij; β) (13)

The maximum log-likelihood estimator θ̂ is

θ̂ = arg max
θ∈Θ

l(θ),

where Θ is the parameter space.

10



3. Application of the model

We remind the reader that our dataset includes daily returns of stock
exchange indexes of Austria (ATX), Germany (DAX), the Czech Republic
(PX50) and Switzerland (SSMI). The analysis covers the period from January
1st, 2000 to December 31st, 2009. Table 1 shows a statistical summary of the
dataset. We note that the data are highly non-normal and there is presence
of autocorrelations. We filter raw returns series through AR-GARCH models
and summarize the results in Table 2.

ATX DAX PX50 SSMI

Mean 2.7801e-4 -7.2069e-5 3.2726e-4 -5.3415e-5
Std.Dev 0.0147 0.0164 0.0156 0.0129
Skweness -0.3969 0.0428 -0.4912 0.0565
Kurtosis 12.35 7.73 16.11 9.44
Minimum -0.1025 -0.0887 -0.1618 -0.0810
Maximum 0.1202 0.1079 0.1236 0.1078
Jarque-Bera stat. 9,360* 2,382* 18,368* 4,412*
Arch test stat. 788.8* 467.4* 705.3* 605.5*

Table 1: Summary Statistics. 01-Jan-2000 to 31-Dec-2009. (*) shows the rejection of H0

that data are normal for the J-B test and H0 of no autocorrelation for Engle’s Arch test.
Confidence level is 5% in both cases, while number of lags is 10.

We then estimate the semi-parametric cumulative distribution function
for the standardized residuals time series. In Figure 4(b) we give the semi-
parametric cumulative distribution function for the case of ATX, while in
4(a) and 4(c) we give a comparison between fitted and empirical cumula-
tive distribution function for lower and upper tails (for the other indexes the
graphs can be found in Appendix B.7). We see that the parametric Gener-
alized Pareto distribution is a good fit for the tails, especially for the lower
tail.

We estimate the shape parameter ξ and scale parameter β for each index
by maximizing log-likelihood defined in Equation 10. The left tail and right
tail estimates for shape and scale parameter are presented in table 3. We note
that having the shape and scale parameter, as well as u, n and Nu obtained
from empirical mean excess plot, it is possible to calculate the individual
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ATX DAX PX50 SSMI

c
7.30e-4 6.47e-4 7.92e-4 5.26e-4

(1.78e-4) (2.19e-4) (2.13e-4) (1.67e-4)

φ1
4.33e-2 - 6.45e-2 -

(2.06e-2) ( - ) (2.06e-2) ( - )

α0
2.29e-6 1.44e-6 5.48e-6 1.36e-6

(5.60e-7) (5.03e-7) (1.24e-6) (4.1e-7)

α1
4.79e-2 8e-2 5.16e-2 10.1e-2

(1.57e-2) (0.01) (1.52e-2) (1.27e-2)

ψ
8.38e-2 - 0.10 -

(2.03e-2) ( - ) (2.29e-2) ( - )

β1
0.893 0.914 0.867 0.891

(1.36e-2) (0.01) (1.66e-2) (1.27e-2)

DoF
7.24 11.02 6.12 9.01

(0.99) (1.9) (0.72) (1.39)
LL 7,954 7,427 7,590 8,095
AIC -15,895 -14,845 -15,167 -16,181

Table 2: The models that best fitted our data were asymmetric AR(1)-GARCH(1,1) for the
case of Austria and the Czech Republic and the constant conditional mean-GARCH(1,1)
for the rest. In all cases the innovations are assumed to have t distribution. Data in
brackets represent standard errors.
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Figure 4: Semi-parametric cumulative distribution function (a) and fitted cumulative dis-
tribution function for upper tail (b) and lower tail (c).

VaR for each index without involving any simulation4. For illustration, in

4We recall that our work is based on Monte-Carlo simulation, thus we will continue the
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table 3 we include V̂ aRα which is calculated by the use of Equation 95.

ATX DAX PX50 SSMI

Left tail

ξ̂ 0.0046 0.0307 0.0665 -0.0079

β̂ 0.6356 0.5037 0.6048 0.5756
̂V aR99% (1 day) 2.7080 2.5842 2.7019 2.6819

Right tail

ξ̂ 0.0613 -0.2086 0.0753 0.0104

β̂ 0.4361 0.4911 0.5410 0.4032

Table 3: Point estimates of the tail parameters.

Now we are done with univariate step and by the use of t copula we move
to multivariate step. We transform the standardized residuals to uniform
variates using the semi-parametric c.d.f and then calibrate the t copula to
data by maximum log-likelihood method. In this way we capture the depen-
dence structure between time series (the degrees of freedom and the linear
correlation matrix). In table 4 we have the correlation matrix that we get
from fitting the t copula. After this step we use the copula capability to sim-
ulate random vectors with the same dependence structure as the one that
we just calibrated6. The uniform simulated variates are transformed to stan-
dardized residuals by inverting the semi-parametric cumulative distribution
function that we fitted earlier. At this point we have obtained standard-
ized residuals consistent with the ones that we obtained from AR-GARCH
filtering process as in Equation 1. We then introduce the autocorrelation
and heteroskedasticity as in the original returns series via AR-GARCH sim-
ulation (consistent with parameters in table 2). In this way we simulated
returns series that are consistent with historical performance.

Now we continue with the last step, finding the Value-at-Risk of our
portfolio. We calculate the cumulative returns of the portfolio based on the

development of the model further.
5We calculate the VaR only for the left tail because we assume that we have a long

position on the portfolio that we introduced earlier. However, it is easy to calculate the
VaR for the right tail in the case we want to know also for a short position.

6The number of simulations is 10,000 for every forecasting day.
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ATX DAX PX50 SSMI

ATX 1 0.5560 0.4646 0.5152
DAX 0.5560 1 0.4368 0.7657
PX50 0.4646 0.4368 1 0.4141
SSMI 0.5152 0.7657 0.4141 1

Table 4: Correlation matrix obtained from fitting t-copula to data with degrees of freedom
9.58.

following Equation

T∑
t=1

H∑
j=1

log(1 + (erj,i,t − 1) ∗ wi)

where i ∈ {1, . . . , 4} represents each index, H is the risk horizon in days
and T is the length of the simulated time series [consult Appendix A.2 for
details].

We calculate the Value-at-Risk for our portfolio for a risk horizon of 1, 10
and 22 trading days. With a probability of 99% losses will not be higher than
11.74% in one month, while with probability 99.995% the losses will not be
higher than 23.69%. For the same portfolio in table C.5 we have summarized
the results for two other methods of estimation of VaR, the simple Historical
Simulation and the Variance-Covariance method. For these two methods
we have calculated the VaR for one day and then we have used the scaling
factor

√
T , where T is the number of days for which we want to make the

estimation. This time scale factor is the so called square root of time method,
and requires that the portfolio value changes on successive days are identically
and independently normally distributed with mean zero [see Hull (2006) or
Dańıelsson and de Vries (2000)]. If this requirement is violated the formula
is an approximation. Indeed, this requirement is violated because portfolio
returns are not i.i.d [see the data summary in Table 1] .

We find that the historical simulation overpredicts the VaR for extreme
quantiles in comparison with both other methods. This result is in line
with Dańıelsson and de Vries (2000) estimations. For extreme quantiles the
historical simulation method gives the same estimates (i.e. at 99.99% or
99.995%) because this method can not give estimates outside the sample.
The estimates for these quantiles correspond to the minimum value of the
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Figure 5: Empirical cumulative distribution function of simulated portfolio returns. Cir-
cles (from left to right) represent VaR estimates at 99.995%, 99.99%, 99.95%, 99.9%,
99.5%, 99%, 95% and 90% confidence intervals. [a-c] VaR estimation for 1 Day, [d-f]
VaR estimation for 22 Days. [a,d] 2000-2004 (low volatility sample), [b,e] 2005-2009 (high
volatility sample) and [c,f] 2000-2009 (whole sample).

sample. Historical simulation method has another problem, it can not give
estimates for probabilities lower than 1/sample size.

The variance-covariance method has the opposite problem of the histor-
ical simulation, it underpredicts VaR for extreme quantiles. In our tests up
to 99.5% confidence interval this method gives higher estimates than Monte
Carlo, but with small difference. When we test for quantiles higher than
99.5% the variance covariance seriously underestimates the VaR. At 99.995%
confidence level and 1 day market risk prediction this method gives an estima-
tion such as 90% of EVT estimation, and even lower than the historical sim-
ulation. Our approach gives a result in between these two methods because
it takes in consideration the historical performance of the stocks but also em-
ploys a parametric method to correct for the fat tails. The EVT-Monte Carlo
simulation that we have used assumes that the correlation among stocks (in-
dexes in our case) is constant.

In order to see how these methods perform when we use samples of low

15



volatility and high volatility we split the original data in two parts equally
and run all the three methods on each part7. The first part includes data
from 2000-2004, a period in which the markets have been relatively stable.
The second period from 2005-2009 is mostly characterised by high volatility
due the effects of financial crisis in the United States (2007-2009).

During the quiet times the EVT underpredicts the VaR compared with
the other methods. For high volatility periods the EVT estimates are again
in between for 1 and 10 days of forecast. For 22 days risk horizon the VaR
estimates have a value of 48.04% at 99.995% confidence level, which means
that EVT is a good candidate to capture very rare events. In this particu-
lar case we observe that our approach gave an out-of-sample prediction, the
extrapolation claimed earlier in the text. Such events where losses will be
48.04% in one month (22 trading days) are very rare. These results sup-
port the EVT as a risk measurement tool for the extreme quantiles. We
should note that in this estimation process the portfolio weights are held
fixed throughout the risk horizon, and that any transaction costs required to
rebalance the portfolio are ignored.

4. Conclusions

We have illustrated the implementation of Extreme Value Theory as a
tool in risk measurement in a multivariate distribution framework. There are
different approaches to Value-at-Risk estimation, and most of them wrongly
assume that stock returns follow normal distribution or multivariate nor-
mal distribution in the case of a portfolio of stocks. The two step approach
that we illustrated is a semi-parametric method that uses the non-parametric
empirical distribution to capture the small risks and the parametric method
based on the Extreme Value Theory to capture large risks. The use of the Ex-
treme Value Theory in the model improves the estimation of VaR for extreme
quantiles because except modelling the fat tails it allows for extrapolation in
the tails beyond the range of data. On the other hand the use of t copulas
makes a smooth connection between univariate and multivariate distribution
and helps to conduct Monte Carlo simulations. It takes into consideration

7We are aware that the sub-samples size now is 1275, lower than the suggested minimum
size of 1500 days for an accurate estimate of tail index [see Dańıelsson and de Vries (2000)].
For each of these datasets the filtering was made with similar AR-GARCH models as for
the whole sample, but for the sake of brevity we are not including those results here.
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the historical dependence structure with the respective degrees of freedom as
well as simulates multivariate t distributed observations.

Our conclusion is that the Extreme Value Theory is a good risk mea-
surement tool for extreme events and especially for high volatility times. In
our estimation process, for high volatility samples and for 22 trading days
risk horizon, we got an VaR estimate of 48.04% at 99,995% confidence level
which is reasonable if we compare with the losses suffered in the US markets
in 2007-2009. For routine risk estimation i.e. 90% or 95% confidence in-
tervals the simple methods of historical simulations and variance-covariance
may provide good VaR estimations too.

We suggest that further work needs to be done to test the sensitivity of
this model based on the choice of threshold level u. An other point of interest
may be the sensitivity analysis based on the choice of degrees of freedom of
t copula when we make the Monte Carlo simulations.
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Appendix A.

Appendix A.1. Derivation of VaR

First we define the tail of the distribution function F : F̄ = 1− F . If we
denote the number of observations n and the number of observations that
exceed the threshold u by Nu, we can write the empirical estimate of F(u)
equal to n−Nu

n
. Embrechts et al. (1997) p. 354 suggests using the empirical

distribution function to estimate F̄ (u) = Nu
n

or if we calculate for F(u):
F̄ (u) = 1 − F (u) = Nu

n
→ F (u) = n−Nu

n
. We also use theorem of Pickands-

Balkema-de Haan based on which we replace Fu(y) = Gξ,β(y). Thus, from
the Equation 5 we have:

F̂ (x) = F (u) + Fu(y)F̄ (u)

= 1− F̄ (u) + Fu(y)F̄ (u)

= 1 + F̄ (u) [Fu(y)− 1]

= 1 +
Nu

n

[
1−

(
1 + ξ̂

x− u
β̂

)−1

ξ̂

− 1

]

= 1− Nu

n

[
1 + ξ̂

x− u
β̂

]−1

ξ̂

(A.1)

Now we invert the result in A.1 to obtain the high quantile estimator or the
VaR for α ≥ n−Nu

n
. So,

α = 1− Nu

n

[
1 + ξ̂

qα(F )− u
β̂

]−1

ξ̂

[
1 + ξ̂

qα(F )− u
β̂

]−1

ξ̂

=
n

Nu

(1− α)

ξ̂
qα(F )− u

β̂
=

[
n

Nu

(1− α)

]−ξ̂
− 1

qα(F )− u =
β̂

ξ̂

[[
n

Nu

(1− α)

]−ξ̂
− 1

]

V̂ aRα = qα(F ) = u+
β̂

ξ̂

[[
n

Nu

(1− α)

]−ξ̂
− 1

]
(A.2)
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Appendix A.2. Calculation of portfolio returns.

There is one more thing that we should consider before calculating VaR.
As we are working with log returns we have to be careful because log returns
are time additive but not portfolio additive. On the other hand the simple
returns are portfolio additive but not time additive. Thus when we con-
struct the portfolio return series, we first convert the individual logarithmic
returns to simple returns and multiply each return series with its weight in
the portfolio. In this way we obtain the arithmetic return for the portfolio.
Finally convert back portfolio return to logarithmic form. In order to see the
reasoning clearly let us denote by rt = log Pt

Pt−1
the log returns , Rt = Pt−Pt−1

Pt−1

the simple returns and w the weight of each index in the portfolio (w is a
column vector). Let first convert from log return to simple return:

rt = log
Pt
Pt−1

⇒ ert =
Pt
Pt−1

ert − 1 =
Pt
Pt−1

− 1 =
Pt − Pt−1

Pt−1

= Rt

Here we weight the individual simple return for the portfolio at time t :

(eri,t − 1) ∗ wi, where i ∈ {1, . . . , 4} represents each index.

Convert back to log returns and calculate the cumulative returns (the gain/loss
during the risk horizon) which will be used to construct the empirical cumu-
lative distribution function for the simulated returns:

T∑
t=1

H∑
j=1

log(1 + (erj,i,t − 1) ∗ wi)

where i ∈ {1, . . . , 4} represents each index, H is the risk horizon in days and
T is the length of the simulated time series (in our case T = 10, 000).
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Appendix B. Figures
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Figure B.6: Mean excess plot for the lower (left) tail [a-c-e] and upper (right) tail [b-d-f].
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Figure B.7: Fitted lower (left) tail [a-c-e] and upper (right) tail [b-d-f].
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Appendix C. Tables

VaR based on Monte-Carlo simulation and t-copula
2000-2009 2000-2004 2005-2009

1 day 10 days 22 days 1 day 10 days 22 days 1 day 10 days 22 days
90% 1.0814 3.3494 5.0343 0.7143 2.3220 3.5878 1.0699 3.2274 4.9726
95% 1.4390 4.5653 7.1088 0.9605 3.1717 4.8006 1.4373 4.4877 7.2560
99% 2.2094 7.4481 11.7416 1.4965 5.0898 7.5156 2.2463 7.5575 13.0085
99.5% 2.6364 8.6734 13.9580 1.6579 5.6862 8.6142 2.5867 8.7020 15.8602
99.9% 3.5042 11.5755 18.6658 2.2539 7.2978 10.7483 3.6169 13.9196 21.5844
99.95% 4.2136 12.5230 19.7678 2.3128 7.6305 11.2611 4.0231 16.5779 23.7900
99.99% 5.0310 13.7433 22.4584 2.8197 9.4086 14.0714 5.0221 19.0653 44.0647
99.995% 5.2413 13.9365 23.6949 2.9183 10.1253 14.6456 5.1573 19.8539 48.0494

VaR based on Historical simulation
2000-2009 2000-2004 2005-2009

1 day 10 days 22 days 1 day 10 days 22 days 1 day 10 days 22 days
90% 1.2449 3.9366 5.8389 1.1066 3.4993 5.1903 1.3916 4.4007 6.5273
95% 1.9624 6.2058 9.2047 1.6223 5.1301 7.6091 2.2879 7.2348 10.7310
99% 3.5975 11.3762 16.8736 2.7769 8.7812 13.0246 4.6675 14.7600 21.8926
99.5% 4.7087 14.8902 22.0858 3.2189 10.1791 15.0980 5.7544 18.1970 26.9906
99.9% 6.5018 20.5606 30.4962 4.0161 12.6999 18.8370 8.2225 26.0017 38.5667
99.95% 8.2245 26.0081 38.5763 4.6434 14.6836 21.7793 9.5237 30.1165 44.6699
99.99% 9.8051 31.0065 45.9901 4.7787 15.1114 22.4139 9.8051 31.0065 45.9901
99.995% 9.8051 31.0065 45.9901 4.7787 15.1114 22.4139 9.8051 31.0065 45.9901

VaR based on Variance-Covariance method
2000-2009 2000-2004 2005-2009

1 day 10 days 22 days 1 day 10 days 22 days 1 day 10 days 22 days
90% 1.5690 4.9617 7.3594 1.2518 3.9585 5.8715 1.8321 5.7936 8.5933
95% 2.0138 6.3683 9.4456 1.6067 5.0807 7.5359 2.3515 7.4360 11.0294
99% 2.8482 9.0067 13.3592 2.2723 7.1858 10.6582 3.3257 10.5169 15.5990
99.5% 3.1536 9.9726 14.7918 2.5160 7.9564 11.8012 3.6824 11.6447 17.2719
99.9% 3.7834 11.9642 17.7458 3.0185 9.5453 14.1580 4.4178 13.9702 20.7212
99.95% 4.0286 12.7397 18.8960 3.2141 10.1640 15.0756 4.7041 14.8757 22.0642
99.99% 4.5532 14.3986 21.3566 3.6327 11.4875 17.0388 5.3167 16.8128 24.9374
99.995% 4.7633 15.0629 22.3419 3.8003 12.0175 17.8248 5.5620 17.5884 26.0879

Table C.5: Value-at-Risk (in %) calculated for a portfolio with equal weights at different
risk horizon.
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