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Abstract: 
The aim of this paper is to propose a methodology to estimate loss given default 
(LGD) and apply it to a set of micro-data of loans to SME and corporations of an 
anonymous commercial bank from Central Europe. LGD estimates are important 
inputs in the pricing of credit risk and the measurement of bank profitability and 
solvency. Basel II Advance IRB Approach requires internally estimates of LGD to 
calculate risk-weighted assets and to estimate expected loss.  
We analyse the recovery rate dynamically over time and identify the efficient 
recovery period of a workout department. Moreover, we focus on the appropriate 
choice of a discount factor by introducing risk premium based on a risk level of 
collaterals. We apply statistical methods to estimate LGD and test empirically its 
determinants. 
Particularly, we analyse generalised linear models using symmetric logit and 
asymmetric log-log link functions for ordinal responses as well as for fractional 
responses. For fractional responses we employ two alternatives, a beta inflated 
distribution and a quasi-maximum likelihood estimator.  
We find out that the main drivers of LGD are a relative value of collateral, a loan 
size as well as a year of the loan origination. Different models provided similar 
results. As for the different links in more complex models, log-log models in some 
cases perform better, implying an asymmetric response of the dependent variable.  
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1. Introduction 
The New Basel Capital Accord (Basel Committee on Banking Supervision, 2006) has been 

created with an objective to better adjust regulatory capital with the underlying risk in a 

bank’s credit portfolio. The new Accord requires international banks to develop and use 

internal risk models for calculating credit risk capital requirement. It allows banks to compute 

their regulatory capital in two ways: (1) using a revised standardised approach based on the 

1998 Capital Accord which uses regulatory ratings for risk weighting assets or (2) using an 

internal rating based (IRB) approach where banks are permitted to develop and use their own 

internal risk ratings. 

The IRB approach is based on three key parameters used to estimate credit risk: PD –  

the probability of default of a borrower over a one-year horizon, LGD –   the loss given 

default, the credit loss incurred if a counterparty of the bank defaults and EAD –  exposure at 

default. These parameters are used to estimate the expected loss, which is a product of PD, 

LGD and EAD. There are two variants of IRB available to banks, the foundation and 

the advanced approach. The difference is in estimation of the parameters. In the foundation 

approach only PD is estimated internally, LGD and EAD are based on supervisory values. In 

the advanced approach all parameters are determined by the bank.  

Most of the banks are prepared to use the foundation approach, since they have already built 

internal models to estimate PD. However, many banks are not ready to implement fully the 

advanced IRB approach for the non-retail segment. This is because to move from the 

foundation approach to the advanced approach requires banks also to model and determine 

LGD.  

Banks need to understand LGD, its components and various associated issues. This research 

contributes to propose a methodology to estimate loss given default and then apply it to a set 
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of micro-data of loans to small and medium sized enterprises (SMEs) and corporations. The 

data were provided by an anonymous commercial bank from Central Europe (the “Bank”). 

The access to a unique database of loans enables us to show empirically a timing of defaulted 

loans recovery, cumulative recovery rates and economic determinants of LGD. 

The first contribution of our paper is hence the proposition of a methodology for the advanced 

IRB modelling of corporation and SME LGD. The majority of banks still do not possess 

advanced models to assess riskiness of their credit portfolios, primarily due to lack of quality 

data. Additionally, important assumptions about costs, discount factors, downturn aspects and 

regulatory requirements have to be made. The paper presents answers to majority of these 

issues; it gathers currently used methodologies, assesses their performance and suggests 

necessary details. The devised advanced IRB methodology with possible options is useful for 

banks to measure more accurately the riskiness of their credit portfolio. 

Specifically, we have focused our attention on the choice of an appropriate discount rate, 

which has a critical impact on the ex-post observed LGD. There is no agreement about which 

rate to choose. We discuss possible alternatives and state the most appropriate options. 

Additionally, we have performed a dynamic analysis of workout LGD in order to understand 

the timing and the process of distressed loans recoveries.  This information helps to increase 

the bank’s internal workout process efficiency what leads to a lower LGD. We are going one 

step further beyond the requirements of Basel II and we analyse not only the ultimate result of 

the recovery process but also how this process evolves in time. 

The second purpose of our paper is an empirical study based on the set of micro-data received 

from the Bank. Based on the literature, we have proposed and applied three different 

statistical modelling techniques in order to estimate determinants of the LGD —  (1) 

generalised linear models using symmetric logit and asymmetric log-log link functions for 

ordinal responses as well as (2) for fractional responses using beta inflated distribution and (3) 

quasi-maximum likelihood estimator. Moreover, several ways how to measure predictive 

performance are suggested. 

Our paper is organised as follows; the second section is a brief literature review, the third 

section discusses different issues regarding LGD mostly from a regulatory perspective, the 

fourth section tackles the issue of an appropriate discount rate, the fifth section focuses on 

characteristics of LGD from a modelling perspective and on a description of data, the next 

section depicts the methodology used, while the last three sections provide results, goodness-

of-fit performance measures and conclusions, respectively. 
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2. Literature Review 
Banks using the advanced IRB approach need to consider common characteristics of losses 

and recoveries. These basic characteristics are bimodality, seniority and type of collateral, 

business cycles, industry and size of loan. The following studies explored these characteristics 

for both bonds and loans. 

Recovery rates1, defined as a percentage of recovered exposure during the workout process 

tend to have a bimodal distribution. Bimodality implies that most of the loans have recovery 

close to 100% (full repayment) or there is no recovery at all (bankruptcy). Bimodality makes 

parametric modelling of recovery difficult and requires a non-parametric approach (Renault 

and Scaillet, 2004).  

The second important issue is collateral of defaulted claims and their place in capital 

structure. Bank loans are typically at the top of the capital structure implying generally higher 

recovery rates than bonds. Recovery rate tends to be higher (i.e. LGD tends to be lower) when 

the claim is secured by a collateral with high quality. Asarnov and Edwards (1995), Carey 

(1998) and Gupton et al. (2000) confirmed that seniority and collateral matter. They used 

primarily data from Citibank and Moody’s.  

There is strong evidence that recoveries in recessions are lower than during expansions, for 

instance according to Carey (1998) and Frye (2000). Employing Moody’s data they showed 

that during recessions recoveries are lower by one third.       

Other studies by Grossman et al. (2001) and Acharya et al. (2003) argue that industry is 

another important determinant of LGD. Results of Altman and Kishore (1996) provide 

evidence that some industries such as utilities (70% average recovery) do better than others 

(e.g. manufacturing 42%).  

The most ambiguous key characteristic is the size of a loan. Asarnov and Edwards (1995) and 

Carty and Lieberman (1996) found no relationship between LGD and size of loan on the U.S. 

market. Thornburn (2000) obtained similar negative result for Swedish business bankruptcies. 

However, Hurt and Felsovalyi (1998) show that large loan default exhibit lower recovery 

rates. They attribute it to the fact that large loans are often unsecured, and they are provided to 

economic groups that are family owned. 

Currently, the bank loan LGD is not explored well by theoretical and empirical literature. 

Although several empirical academic studies have analysed credit risk on corporate bonds, 

only few studies have been applied to bank loans. The reason for this is that since bank loans 

are private instruments, few data are publicly available.  
                                                           
1 The same applies to LGD defined as 100% minus a recovery rate percentage. 
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Altman (1989) and Altman and Suggitt (2000) applied actuarial analysis to study mortality 

rates of U.S. corporate bonds. This was followed by studies on recovery rates in the bond 

market, on corporate bonds reported information, on the probability of default over time for 

different bond ratings, on recovery rates based on market prices at the time of default, on 

estimates of rating transition matrices and on the degree of correlation between default 

frequencies and recovery rates. For instance we can mention papers by Frye (2000 and 2003), 

Nickell et al. (2000), Allen and Saunders (2003), Altman et al. (2003), and Acharya et al. 

(2003). Altman et al. (2003) report that recovery rates on defaulted bonds are negatively 

affected by the supply of defaulted bonds. Acharya et al. (2003) found that recoveries on 

individual bonds are affected not only by seniority and collateral, but also by the industry 

conditions at the time of default. These two empirical studies validate the theoretical study by 

Shleifer and Vishny (1992) who examined the impact of industry conditions on liquidation 

values. 

The most important studies focusing on the bank loan markets are the following. Asarnow and 

Edwards (1995) analysed 831 defaulted loans at Citibank over the period 1970-1993 and 

show that the distribution of recovery rates is bimodal, with concentration of recovery rates on 

either the low or high end of the distribution. Their average recovery rate is 65%. Carty and 

Lieberman (1996) measured the recovery rate on a sample of 58 bank loans for the period 

1989-1996 and report skewness toward the high end of price scale with the average recovery 

of 71%. Gupton et al. (2000) report higher recovery rate of 70% for senior secured loans than 

for unsecured loans (52%) based on 1989-2000 data sample consisting of 181 observations. 

The above studies focused on the U.S. market. Hurt and Felsovalyi (1998) who analysed 

1,149 bank loan losses in Latin America over 1970– 1996 find average recovery rate of 68%. 

Another study by Franks et al. (2004) calculate recovery rates of 2,280 defaulted companies 

whose data was taken from 10 banks in three countries over the period 1984-2003. They find 

country specific bankruptcy regime, which indicates significantly different recovery rate. 

Average recovery rates are 53% for France, 61% for Germany and 75% for UK.  Summary of 

studies are reported in table in Appendix. 

None of the above studies provide information on the timing of recoveries. Paper written by 

Dermine and Neto de Carvalho (2006) is the first study in which authors take into 

consideration the timing as an important factor. Furthermore, this paper is the first study to 

apply the workout LGD methodology on a micro-data set from Europe. They estimate LGD 

for a sample of 374 corporate loans over period 1995– 2000. The estimates are based on the 

discounted value of cash flows recovered after the default event and the estimated average 
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recovery is 71%. They find that beta distribution does not capture the bimodality of data and 

using multivariate analysis they identify several significant explanatory variables.  

3. Characteristics and Regulatory Issues of LGD 
The key issues of LGD (Schuermann, 2004) are the following, (1) definition and 

measurement, (2) key drivers and (3) modelling and estimation approaches. In this section we 

describe characteristics of LGD focusing on the regulatory issues. 

LGD is usually defined as a ratio of losses to an exposure at default. There are three classes of 

LGD for an instrument. These are market, workout and implied market LGD. Market LGD is 

observed from market prices of defaulted bonds or marketable loans soon after the actual 

default event. Workout LGD is derived from a set of estimated cash flows resulting from a 

workout and collection process, properly discounted to a date of default. Thirdly, implied 

market LGD is derived from risky but not defaulted bond prices using a theoretical asset 

pricing model. In this paper only workout LGD is considered. 

Definition of a default 
There is no standard definition of a default. Different definitions are used for different 

purposes. Even the international rating agencies, like S&P, Moody’s and Fitch, use different 

default definitions. However, the measured loss at the default depends on the definition of 

default, so it is important to make clear the definition that is used. 

 According to the Bank for International Settlements (BIS) a default is a situation when an 

obligor is unlikely to pay its credit obligations or the obligor is past due more than 90 days on 

any material credit obligation. We follow the second part of this definition. 

Measurement of LGD 
There are four ways to measure long-term average LGD on a portfolio level, default weighted 

averaging vs. time weighted averaging and default count averaging vs. exposure-weighted 

averaging. 
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Table 1 –  Different measurement of LGD on a portfolio level 
 

Table 1 shows these four options, i is a default observation, y is the year of default, there are 

ny defaults in each year and a total of m years of observations, LR is the loss rate or LGD for 

each observation. 

The time weighted averaging is less desirable as it smoothes out high LGD years with low 

ones and can therefore underestimate LGD. Therefore, in practice the default weighted 

averaging is used. For the non-retail segment the default count averaging is recommended and 

we use it for the analysis of LGD in time. On the other hand, the exposure weighted averaging 

is frequently used for retail portfolios. 

Economic Loss 
The definition of loss used in LGD estimation for regulatory purposes is the economic loss. 

When measuring the economic loss, all relevant factors should be taken into account, such as 

material discount effects and material direct and indirect costs associated with collection of 

the exposure2. Direct (external) costs include fees to an insolvency practitioner, costs of 

selling assets, costs of running a business and other professional fees. Indirect (internal) costs 

are costs incurred by a bank for recovery in the form of intensive care and workout 

department costs. Economic loss should also consider the cost of holding the non-performing 

assets (funding costs) over a workout period. Funding costs should be reflected in an 

appropriate discount rate, which includes a risk premium of the underlying assets3. Moreover, 

it is also important to understand the effectiveness of the workout process in time, particularly 

to make appropriate assumptions for modelling LGD4. 

                                                           
2 Taking into account these factors distintinguishes an economic loss from an accounting loss. 
3 The issue of an appropriate discounts rate is discussed in the Section 4. 
4 The analysis of a workout period length and time distribution of recoveries is presented in the next part.  
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To estimate internal costs several methods are possible. Aggregate workout costs or costs of 

intensive care of the workout department could be related to the (1) aggregated amount of 

exposure, (2) aggregate recovery amount or (3) to the number of defaults in a given period. 

The reasoning for the first alternative is that more costs are allocated to events with larger 

exposure. However, the amount recovered is even more important, so the option where higher 

costs are related to the higher recoveries could be more appropriate.5 The third case suggests 

that workout costs are more or less constant, regardless of the size of an exposure or recovery 

of a particular file. In this paper internal cost of the workout process are estimated as 2% 

relative to the recovered amount based on past experience. Actual external costs were 

available for each default case, so they are used in our analysis. 

Length of a workout period, Cumulative Recovery Rates and Time Distribution 
The estimation of a workout period length and analysis of recoveries in time is important from 

both regulatory and modelling perspective. The recovery period starts when the client defaults 

or when the workout department undertakes the file. The recovery period ends when the file is 

officially written-off or when the counterparty is cured and gets back to the portfolio of 

performing loans. Nowadays, most of the issues in Central European commercial banks are 

non-closed because of relatively short period since the transition to market economy and 

increase in defaults. Some of the non-closed files can be included in the sample of closed files 

as the estimated amount to be recovered is not significant. For these cases we can consider 

their length of the workout period: 

• until non-recovered value is less than 5% of EAD 

• one year after default (mainly used in retail)  

• +25% upper percentile from the distribution of length of workout period 

• until effective recovery period (useful for non-retail). 

In this study, the last option was used; the effective workout period was estimated based on 

the cumulative recovery rate analysis. Cumulative recovery rate was calculated in order to 

show a dynamic evolution of recovery rates over time6, i.e. the time distribution of recovery 

rates. This enables to analyse the evolution of recovered amount and identify the reasons of 

non-efficient workout process. The population sample is changing over time, so this approach 

is appropriate, because it takes into the consideration the time as an important factor. Count 

                                                           
5 For these two alternatives it is preferable to set a floor and a ceiling for minimum and maximum internal costs. 
6  The methodology is based on a univariate mortality-based approach, which was applied in Dermine and Neto 
de Carvalho (2006); calculation does not include internal and external costs. 
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weighted and exposure weighted average cumulative and marginal recovery rates are 

calculated quarterly after the default date (Figure 1 and Figure 2). 

Firstly, there is clear evidence about the size effect; counterparties with higher exposure at 

default have significantly lower recovery rates. Secondly, within the first year of recovery the 

count weighted average recovery rate is 37%, at the end of the third year it is 60% and after 

that average recovery rate increases only slightly. At the end of the seventh year recovery rate 

achieves 67%7 and after that it is almost unchanged. Counterparties with a short recovery 

period (less than 1 year) have different behaviour than those who are subject to a long 

recovery process8. 

Average marginal recovery rate is calculated as the average recovery rate on the remaining 

exposure at the end of the particular period and it is shown in Figure 2. 

0%

10%

20%

30%

40%

50%

60%

70%

Q1 Q4 Q7 Q10 Q13 Q16 Q19 Q22 Q25 Q28 Q31 Q34

Count Weighted Exposure Weighted
 

0%
2%

4%
6%

8%
10%
12%

14%
16%

18%

Q1 Q4 Q7 Q10 Q13 Q16 Q19 Q22 Q25 Q28 Q31 Q34

Count Weighted Exposure Weighted
 

Figure 1 –  Average cumulative recovery rate Figure 2 –  Average marginal recovery rate 
 

The figure clearly shows that the highest marginal recovery rate is at the beginning of the 

recovery period. Based on this analysis we can conclude that the workout process is effective 

until the end of the third year. After the third year of recovery process there are only minor 

recovered amounts, mainly due to earlier defaulted counterparties with a long recovery 

period. Workout process has different evolution for counterparties with large exposure (less 

volatile) than for small loans. Moreover, counterparties with a high recovery in the first two 

quarters, tend to have low LGDs with a short recovery period.  To conclude, cumulative and 

marginal recovery rates with time distribution should be considered in any LGD model for a 

defaulted portfolio to better estimate the remaining amount to be recovered. 

Downturn LGD  
The last important regulatory issue we would like to discuss is downturn LGD. Basel II 

requires reflecting economic downturn conditions when estimating LGD. This LGD cannot be 
                                                           
7 Exposure weighted average recovery rates after 1, 3 and 7 years are 14%, 27% and 32% respectively 
8 For comparison, see the figures in Appendix. 
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less than a long-run default-weighted average. To estimate downturn LGD based on own 

historical data, banks need to have at least seven years long period dataset. Currently in most 

of Central European commercial banks this condition is not met. For this reason to achieve an 

indication of downturn LGD several options are available: 

• use a different discount factor 

• work with default weighted LGD instead of exposure weighted or time weighted LGD 

• take into the consideration the non-closed files, where the recovery is lower 

• use macroeconomic factors within several stress scenarios 

• choose 5 worst years out of last 7 years. 

To estimate downturn LGD non-closed files are recommended to be included in the model, 

until there are enough long periods available. In this study, also non-closed files are included, 

hence the estimated LGD can be considered as an indication of downturn LGD. 

4. Discount rate 
In order to calculate LGD for a particular client ex-post realised cash-flows have to be 

discounted back to the time of default. There is no agreement about which rate to choose 

hence in this section we discuss the possible alternatives and state those options which we 

believe are the most appropriate and are used in our calculation of LGD. 

A pre-default required rate (k)9 (a contract rate) to discount a stream of cash-flows such as 

interest and loan repayments can be decomposed into three components: 

• a risk-free rate (rf), 

• a default premium (δ dp), 

• a risk-premium (δ rp). 

A risk-free rate represents a risk-neutral measure of a time value of money and is typically 

represented by a yield of government security such as a Treasury bill or a Treasury bond. A 

default premium included in the contract rate is a compensation for expected reduction in 

received cash-flows due to expected default and less than full recovery of payments from 

some clients. For a specific pool of clients with similar risk characteristics a bank estimates a 

probability of default (π ) and a recovery rate (rr) to arrive at a default premium. A bank 

receives expected cash-flows which under risk-neutrality are discounted by the risk-free rate 

to arrive at the present value. A risk-averse bank, however, demands compensation for the 

volatility of actual cash-flows from expected ones, hence a risk-premium is added to the 

                                                           
9 ‘Discount rate’ , ‘required rate’  and ‘expected rate’  are usually used interchangeably and this is the case also in 
this paper. 
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discount rate. While the default premium ensures that the return is at the level of risk-free rate 

on average, adding the risk-premium provides an additional compensation (above the risk-

free rate) for the fact that the return may be lower in an individual case. The intuition behind 

the different risk components can be formalised by a single-period case (e.g. Jorion 2007). 

Using the notation already defined and assuming a loan with a single cash-flow (full 

repayment) in one year, the present value equals: 

π
δ

π
δδδ rpfrpfdprpf r

rr
rrk

PV
++

×
+−×

++
=

+++
=

+
=

1
100$)1(

1
100$

1
100$

1
100$  (1) 

 
The present value of the loan is simply a probability-weighted average of non-default and 

default cash-flows. Please note that the full cash-flow is discounted by the full discount rate 

(including the default premium), while the reduced (expected) cash-flows discount is without 

the default premium as the default risk is already reflected in the parameters π  and rr. With 

0% default probability or 100% recovery rate, there is no default risk and the default premium 

term cancels out. 

By rearranging the equation (1) and dropping-out the second order terms, the full discount 

rate can be alternatively defined as the sum of the risk-free rate, a default probability 

multiplied by a loss given default10 and the risk premium: 

rpfrpdpf rrrrk δπδδ +−+=++≈ )1(   (2) 
 
While the risk-free rate is directly observable, the other parameters have to be inferred. Risk 

premium is of particular interest, as it is needed to calculate LGD (1-rr) from ex-post realised 

cash-flows. It is determined by the level the risk-aversion of investors, i.e. how much they 

require for a specific level of risk. Maclachlan (2005) lists various proposals of which 

discount rate to use to calculate LGD from ex-post realised cash flows11, we briefly 

summarise the pros and cons of the most promising alternatives: 

Original contractual loan rate –  It is argued that as this rate reflects the opportunity cost of 

losing future payments and the risk of the client, hence it ought to be used. The problem with 

this approach is threefold. Firstly, the risk (as reflected in δ rp) typically changes from the date 

of loan origination to the point of default and the original premium might no longer be 

representative. Secondly, if the expected inflation reflected in the risk-free rate is significantly 

                                                           
10 As already defined, loss given default = 1 –  recovery rate. 
11 For a large enough sample, under rational expectations, ex-post realised cash-flows are on average a good 
approximation of ex-ante expected cash-flows (e.g. Brady, et al. 2007), hence these cash-flows are to be 
discounted by ex-ante expected rate. 
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different, using contractual rate is not appropriate. Thirdly, the contractual rate includes the 

default premium (δ dp) which must not be used (as we have already discussed) to discount cash 

flows that have been already reduced by the realisation of a default risk. 

Lender’s cost of equity –  Cost of equity of a bank is a sum of a risk-free rate and a risk 

premium so as such it meets the definition of the rate in the equation (1) to discount expected 

risky payments. However, in general it is defined as one number representing overall required 

rate of the bank averaging out the risk of all future cash-flows. To measure the LGD more 

reliably, we have to distinguish between the risks and hence have different rates to discount 

cash-flows with different risks. 

Ex post defaulted bond and loan returns –  Brady et al. (2007) conducted a study using 

recovery information of 1,139 defaulted bonds and loans from 1987 through the second 

quarter of 2005. The database they used contained the information about market prices of 

defaulted instruments, information about recovered cash-flows and various characteristics of 

instruments such as presence of collateral, S&P rating, industry code, debt structure and 

instrument type. By equating 30 day average price of the defaulted debt with recovery values, 

they calculated “the most likely estimates” of discount rates. The factors found to be 

determining the risk premium12 were obligor’s initial rating, whether or not the industry is in a 

stressed condition at the time of default, relative seniority to other debt and an instrument 

type. Regarding the instrument types, point estimate of risk premium for bank debt was 9.4%, 

in between of the range of other types (senior secured bonds 4.1%, senior unsecured bonds 

23.1, senior subordinated bonds -1.1%, subordinated bonds 0.6%). Bank debt sub-divided 

based on other factors considered was not found significantly different from the overall 

figure. However, there is an important limitation of the data used; secured debt was not 

distinguished based on the actual level of collateral (full or partial). The premium can serve as 

a useful benchmark in the calculation of appropriate discount rate and it is also used in this 

paper.  

Systematic asset risk class –  The next option (Maclachlan 2005) proposes to use a systematic 

risk of the asset class under risk. If the defaulted debt is secured by a collateral independent of 

the company, the systematic risk of the collateral is to be used to determine the discount rate. 

If the debt is unsecured, the overall risk of company assets is to be used. For calculation of the 

required premium standard CAPM13 is used. This enables to distinguish between various risks 

                                                           
12 Risk premium is the difference between the computed most likely discount rate and the average risk -free rate 
for that period. 
13 CAPM –  Capital Asset Pricing Model. 
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(discount rates) based on different sources of net cash flows. Five levels of discount premiums 

were recognised, 0 basis points (bps) for liquidation of cash collateral, 240 bps for liquidation 

of residential mortgage, 420 bps for liquidation of small SME, 480 bps for liquidation of large 

SME, 600 bps for liquidation of high-volatility commercial real estate (HVCRE), continuation 

of the original contract and re-negotiation of contract and the highest premium of 990 bps for 

a guarantee payment. We are going to use these premiums to calculate different discount rates 

for the calculation of LGD. Compared to the previous approach with flat 940 bps premium, 

this approach seems much less conservative as only the last category has a higher risk 

premium. As one client generally has more than one type of collateral, we weight the risk-

premiums based on the percentage of particular collateral out of the exposition at default 

(EAD) to arrive at a composite discount rate for a particular client. 

In our calculations we tested flat LGD premiums of 0-9% (each time increased by 1%) and 

the 9.4% premium. Increasing the premium by 1% resulted in an increase of LGD by 

approximately the same percentage point. This relatively small effect is due to relatively short 

average workout period and significant portion of payments received in early years of 

workout periods. Additionally, LGD was calculated using different premiums for each asset 

class of collaterals. The resulting average LGD is similar to the flat premium of 5% which is 

in the range of currently accepted equity risk premium14 reflecting average risk premium 

required by investors. As we consider using asset class premiums as the most plausible 

approach, LGD calculated by this approach was used in further calculations. The effect of 

application of this discount rate is shown in Figure 3 below. 

0%

10%

20%

30%

40%

LGD 1 LGD 2 LGD 3 LGD 4 LGD 5 LGD 6

Without a discount factor With asset class discount factors  
Figure 3 –  The effect of a discount factor on LGD15 

5. Determinants and Modelling Issues of LGD 
In this part, we describe the portfolio that is analysed in the paper and discuss determinants 

and modelling issues of LGD.   
                                                           
14 Equity risk premium is the difference between the return of stocks and risk-free government bonds. 
15 LGD grades 1 to 6 are based on Moody’s grades and described in the next chapter. 
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Data sample 
The original data sample is based on all available historical closed files for 1989– 200716 and 

all open defaulted issues. In the first step we used all closed files. Secondly, we decided to 

enhance the dataset and we included those non-closed files whose recovery period was 

currently longer than the effective recovery period. As analysed in the Section 3, after twelve 

quarters of the workout process recovery increases only slightly. Hence, in these cases we do 

not expect significant increase of recovery rate in the remaining part of the workout process. 

We are aware of the fact, that our estimation of LGD could be overestimated17 as a result of 

inclusion of non-closed counterparties. 

Additionally, we decided to split the sample into two parts; the first subsample includes the 

cases closed within a year whereas the second part contains defaults with longer recovery 

period. Observations with a very short workout period likely represent special cases that are 

different from a normal workout process. These might be either “technical defaults” when a 

client falls in the definition of default for temporarily having past due obligations (LGD close 

to 0%) or the cases of frauds with LGD close to 100%.  Possibly different determinants of 

LGD might be important for each subsample, so we will analyse the whole sample and each 

of the subsamples separately. The overall LGD is 52%, for files closed within a year the 

figure is 16%, while for the second subsample LGD amounts to 60%18. Our results are in line 

with other empirical studies reported in Appendix. 

The observations are aggregated at the level of a client; altogether there are several hundred 

data points19. For each default case the amount of cash flows received from the workout 

process20 and their timing are available together with other data collected by the workout 

department such as exposure at default, type and amount of collateral, type of loan, a year of 

loan origination, etc.  

Bimodal distribution 
The LGD modelling techniques significantly differ from the techniques used in PD modelling. 

LGD does not have a normal distribution like PD, but bimodal. While a PD model estimates a 

likelihood of default, which is a binomial event, LGD model has to estimates a loss severity, 

                                                           
16 In the early years of this period, however, not all defaults were recorded and some of the info rmation was 
misssing. Moreover, recent defaults are not closed and the workout period is short, so the data are not included in 
our dataset. The majority of quality data is for the period 1995– 2004. 
17 On the other hand, as we have noted, employing this approach  is an indication of downturn LGD. 
18 For comparison with some of the studies which included only closed files, the second subsample can be 
further divided into closed files (LGD of 34%) and open files (LGD of 67%).  
19 A more exact number of observations is not presented to preserve confidentiality of the Bank. 
20 The cash flows from the workout process equal recovered amount minus direct costs of recoveries. 
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which is a continuous variable. Thirdly, PD is based on a fixed event while LGD is a dynamic 

issue taking several years. These features make LGD modelling more challenging. More 

detailed data is to be collected and more advanced techniques are required to be applied. In 

general, there are more factors having impact on LGD, however, at the same time less data is 

available to modellers.  

One possibility how to account for bimodality is to map continuous LGD to a number of LGD 

grades. In each of these classes, data are more normally distributed than overall LGD.  We use 

LGD grades based on Moody’s21 
LGD1   0 %  <= LGD < 10 %   LGD4   50 % <= LGD < 70% 

LGD2   10 % <= LGD < 30 %  LGD5   70 % <= LGD < 90% 

LGD3   30 % <= LGD < 50%   LGD6   90 % <= LGD < 100%. 

The frequency counts based on these grades as already depicted in Figure 3, it reveals the 

binomial pattern of the LGD distribution. 

LGD Censoring between 0 and 1 
LGD can be less than 0%, implying that the bank ultimately recovers more than 100%. This is 

possible due to the fact that LGD is expressed as a percentage of an EAD. After default the 

claim on the borrower rises due to interest accruals, fees and fines. If the client ultimately 

pays the full claim, which contains the interest accruals and fines, the recovery can exceed the 

original EAD resulting in a negative LGD. However, there are two reasons, why LGD needs 

to be cut off from below. From a practical point of view, the bank recovers the full amount of 

original EAD and the final LGD is 0%. Secondly to avoid distortions from the smallest files 

(for which the ultimate recovery might reach levels of 1000% or more), LGD needs to be cut 

off from above.  

LGD can be more than 100% e.g. as a result of high discount rates and workout costs, which 

exceed recoveries. Again, LGD needs to be cut off to avoid distortions. The appropriate cut 

off rate depends on the sample and needs to be decided based on the number of observations 

that is cut off and the effect of the cut off on distribution and average of LGD. In this paper 

the LGD is censored between 0 and 1, similarly to many other publications. 

Typical Risk Drivers 
The following charts (Figure 4) show the distribution of the portfolio and average LGD 

according to factors typically discussed in the literature –  EAD, length of workout process, 

industry, age of the counterparty at the moment of default and other. Columns marked on the 

right axis indicate frequencies and the lines are the average LGDs with values shown on the 
                                                           
21 Alternatives are the other major rating agencies such as S&P and Fitch with similar LGD grades. 
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left axis. In general, features of our data sample are consistent with the characteristics 

described in the literature22.  

There is a signal that counterparties with larger EAD and a longer workout period have higher 

LGD. Counterparties operated in a particular industry sector have lower LGD; for instance in 

the machinery sector there is two times lower LGD than in agriculture sector. The graphs also 

indicate that more experienced counterparties result in a higher recovery rate and there is 

strong evidence that the Bank has lower LGD on more secured counterparties. Interestingly, 

the length of the performing loan period has a negative effect on the bank recovery rate. 

Finally, counterparties originated and defaulted in the early years of the sample have 

significantly higher LGD than the more recent defaults. More recently, a defaulted 

counterparty has a shorter recovery period as it is shown in the figure, indicating that workout 

process is getting more efficient.  
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22 The sample consists also non-closed files whose recovery period is currently longer than effective recovery 
period. For this reason graphs do not show the definite figures. 
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Figure 4 –  Characteristics of typical risk drivers 

6. Methodology 
The following paragraphs describe how the data were processed before carrying out the 

regression models. Missing data are handled in the following ways: 

• Observations with missing data are excluded from the dataset. This option was used in the 

cases when data necessary for modelling is missing, such as a collateral value. 

• Missing data are added, replaced by an average or median value of the portfolio, replaced 

by a lower or higher cut-off. The age of counterparty is an example. 

• Missing data are not replaced neither those observation are excluded. These data currently 

are not essential for modelling and was kept as unchanged, illustrative factor is related to 
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the industry where the missing industry was coded as one level along with data where the 

industry information was available. 

Outliers are detected based on the distribution of a factor and an expert judgment. A specific 

issue is the age of the firm for private persons. In the case of outliers, the appropriate 

conservative cut– off value is applied, which is determined based on the median, quantiles and 

power statistics23 of the factor. 

Different types of data need different transformation and adjustment in order to receive a 

more powerful model. For continuous factors normalising is applied after the elimination of 

outliers. This is useful when in the model variables like EAD are included (with a wide range 

of 0 to hundreds of millions in currency units) and factors like age of counterparty (with a 

narrow range of 0-30 in years).  

For categorical factors transforming into dummy variables is carried out, such as a year of 

default, year of origination, number of collaterals. As an alternative for factors, collateral type 

or industry, grouping similar categories into one class is employed. The model should 

distinguish basic types of collateral and industry. 

We have used four collateral type classes based on the risk aspect of the collateral, similar to 

the classes used in the calculation of the discount rate:  

Class A: low risk –  cash, land and residential real estate 

Class B: lower average risk –  movables and receivables 

Class C: upper average risk –  commercial real estate 

Class D: high risk –  securities and guarantees 

In the datasets there are 30 industry groups, we grouped them into fewer categories based on 

two classifications in Table 2: 
Standard Industry Codes (SIC) Alternative industry classification 
A Agriculture, Forestry, And Fishing A Aviation and Transport Services 
B Mining B Business Services 
C Construction C Consumer Business 
D Manufacturing D Energy and Resources 
E Transportation, Communications, Electric, Gas and Sanitary Services E Financial Services 
F Wholesale Trade F Life Sciences and Health Care 
G Retail Trade G Manufacturing 
H Finance, Insurance and Real Estate H Public Sector 
I Services I Real Estate 
J Administration J Technology, Media and Telecommunications 

Table 2 –  Different industry classifications 
 

Additionally, we “compressed” the alternative industry classification even further by having 

only two groups, the first one containing the “new industries” (Financial Services, Life 

                                                           
23 The power statistic is measured as accuracy ratio defined in Sobehart and Keenan (2007). 
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Sciences and Health Care, Technology, Media and Telecommunications and Business and 

Consumer Services) and the rest being the “traditional industries”. 

Explanatory variables used  
From a statistical modelling point of view, factors are divided into continuous factors (can be 

of any value), categorical factors (can be of only certain number of values) and dummy 

factors (can be of two values –  zero and one). However, from a practical point of view factors 

are divided into four main categories. We list the variables that are available for our analysis 

and in Table 3 we show those determinants of recovery which are actually used in the models. 

Counterparty related factors24: industry classification, age of the company at the default, year 

of default, year of company origination, year of loan origination, and length of business 

connection at the default. 

Contract related factors25: type of the contract, exposure at default, interest rate on the loan, 

tenure, and number of different type of contracts. 

Collateral related factors: collateral type, collateral value by type, aggregate collateral value, 

collateral value relative to the EAD, collateral value as a percentage of aggregate collateral 

value, number of collaterals, and diversification as a number of different collaterals. 

Macroeconomic factors26 are not analysed, because the dataset is relatively short. 
Recovery rate determinants Type Correlation 

Counterparty related factors 
Age of a counterparty Continous Positive 
Length of business connection Continous ? 
Year of default before 1995 Dummy Negative 
Year of loan origination before 1995 Dummy Negative 
New industries Dummy ? 
Industry not specified Dummy ? 

Contract related factors 
Exposure at default Continous Negative 
Number of loans Categorical ? 
Investment type of loan Dummy ? 
Overdraft type of loan Dummy ? 
Revolving type of loan Dummy ? 
Purpose type of loan Dummy ? 

Collateral related factors 
Collateral value of A relative to EAD Continous Positive 
Collateral value of B relative to EAD Continous Positive 
Collateral value of C relative to EAD Continous Positive 
Collateral value of D relative to EAD Continous Positive 
Number of different collaterals Categorical Positive  

Table 3 –  Recovery rate determinants used in the models (type of variable and expected correlation with recovery rate) 

                                                           
24 Other possible counterparty related factors are a legal form of the company, size of the company, probability 
of default one year before default, length of time spent in default, intensity of business connection as distance 
from the domicile, financial indicators such as profitability, liquidity, solvency, capital market ratio, strucutre of 
the balance sheet, stock return volatility. 
25 Other possible contract related factors are seniority of the loan, and size of the loan. 
26 Possible macroeconomic factors are default rates, interest rate, GDP growth, inflation rate, industry 
concentration. 
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Multivariate analysis 
Three different generalised linear models are applied in order to estimate determinants of the 

LGD —  the first one uses ordinal responses of dependent variable, the other two employ 

fractional responses either assuming beta inflated distribution or a more general model 

estimated by the quasi-maximum likelihood estimator. In all three cases logit and log-log link 

functions are used. As a benchmark, firstly classical linear regression model was used to fit 

the data. 

Models with fractional responses using quasi-maximum likelihood estimator 
Since LGD is a continuous variable typically bounded within the interval [0, 1], we need to 

map the limited interval of LGD onto potentially unlimited interval of LGD scores (β ’x). For 

this procedure a Generalised Linear Models (GLM) with an appropriate link function can be 

used (McCullagh and Nelder, 1989). Several link functions are possible. We have applied the 

logit and log-log links, which are the most common and enable us to capture both, a 

symmetric (logit) and an asymmetric case (log-log). The quasi-maximum likelihood estimator 

(QML) described below does not assume a particular distribution and it is hence more flexible 

to fit the data than a model using a particular distribution.  

If we denote the transformation function as G (.), the logit link using the logistic function is 
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To estimate this GLM we use the non-linear estimation procedure which maximises a 

Bernoulli log-likelihood function27 
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where a and b are an estimated value of α and β. 

                                                           
27 For further technical details and practical applications see Papke and Wooldridge (1996). 
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Models with fractional responses using a beta distribution 
A beta distribution has also been used to model LGD, for example in the commercially 

available application LossCalc by Moody’s (Gupton and Stein, 2002). This approach assumes 

that LGD has a beta distribution. As the values of the distribution itself are bounded within 

the range [0, 1] a link function has to be used to map LGD scores into this interval. Again, we 

have used the logit link and the log-log links. As LGD of 0% or 100% are values which are 

normally observable and have hence non-zero probabilities p0 and p1, we have used the 

inflated beta distribution28 with the location, scale and two shape parameters, μ , σ, ν, and τ 

respectively that allows for 0 and 1 defined by 
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for 0 ≤   y ≤  1, where α  = μ(1 –  σ2) / σ2, β  = (1 –  μ)(1 –  σ2) / σ2, p0 = ν(1 + ν + τ)– 1, 

p1 = τ(1 + ν + τ)– 1 so α  > 0, β  > 0, 0 < p0 < 1, 0 < p1 < 1 –  p0.  

The estimates of β of this GLM model were produced using maximum likelihood. 

Models with ordinal responses 
As an alternative technique, we have modelled 6 discrete LGD grades defined earlier using 

ordinal regression instead of continuous dependent variable used in the previous models29. 

These models might be more appropriate if we expect default cases to be homogenous within 

a LGD grade but being different between grades, either by having a different response to 

factors (different β ) or a different likelihood of a default case to fall into a particular grade (a 

different intercept).  The ordinary regression model using cumulative logit link function is 

defined as: 
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Each cumulative logit uses all J response categories. A model for logit[P(Y ≤  j)] alone is 

an ordinary logit model for a binary response in which categories 1 to j form one outcome and 

                                                           
28 This definition of beta inflated distribution is based on (Stasinopoulos D. M. et al, 2008). 
29 Since LGD grades are a dependent variable in ordinal regressions, we have used recovery rates (not LGD)  as 
a fractional response to have the same sign of estimated coefficients in both cases. 
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categories j + 1 to J form the second. A model that simultaneously uses all cumulative logits 

is 

( )[ ] 1,,1,| −=′+=≤ JjjYPgitlo j Kxβx α  
Each cumulative logit has its own intercept. The {α j} are increasing in j, since P(Y ≤  j| x) 

increases in j for fixed x, and the logit is an increasing function of this probability. This model 

has the same effects β  for each logit and we have used it since we consider the same effects in 

each grade as appropriate; we allow for different intercepts. 

To fit this special case of the GLM, let (yi1, … , yiJ) be binary indicators of the response of the 

response for subject i. The likelihood function (e.g. Agresti (2002)) is 
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It is minimised as a function of different intercepts α j and common slope coefficients β  for 

each LGD grade. 

The complementary log-log link for ordinal regression model is defined as 

( )[ ]{ } 1,,1,|1loglog −=′+=≤−− JjjYP j Kxβx α . 
 
With this link, P(Y ≤  j) approaches 1 at a faster rate than it approaches 0.  

The log-log link  

( )[ ]{ } 1,,1,|loglog −=′+=≤− JjjYP j Kxβx α  

is appropriate when the complementary log-log link holds for the categories listed in reverse 

order.  

Selecting the appropriate model 
In order to select the most appropriate model, some commonly used procedures are followed. 

Continuous variables are plotted against LGD (and against LGD grades for ordinal responses) 

to get “a feel” of the underlying relationship. Similarly, categorical variables are tabulated to 

form an expectation of a potential relationship. Moreover, a frequency table provides 

information whether there are enough counts for each cell to estimate reliably the effect30. 

Thirdly, univariate regressions using each explanatory variable separately is performed to see 

the effect of each variable independent of the other effects. Then all potentially plausible 

                                                           
30 This is important for ordinal regression as we have six grades and we have to have enough obsevations for 
each explanatory variable in each grade. 
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variables are put together in a regression model. Afterwards, variables not contributing 

significantly to the explanatory power of a model are gradually eliminated from the model 

(backward elimination) based on Akaike (AIC) and Schwarz information criteria (SIC). For 

models where continuous dependent variable is estimated and a specific distribution is 

assumed, worm plot for residuals (van Buuren et al., 2001), and QQ-plots31 were utilised to 

have a visual indication of normality of residuals. 

7. Results 
The results presented in the following sections using more conservative SIC32 reveals 

interesting findings. As expected, collaterals of class A and C have a positive and strong 

effect on recovery rates. These collaterals represent land, residential real estate, cash and 

commercial real estate; hence there is no surprise to find a strong positive relationship, higher 

proportion of collateral as a % of EAD increases recovery or likelihood of recovery. On the 

other hand, a year of loan origination has a negative effect. There are two categories of loans, 

the loans originated before 1995 and the loans that started later. It was much more likely to 

encounter high LGD before 1995 than afterwards. Negative sign for loans originating before 

1995 indicate that either the workout process is getting more efficient or recoveries improve 

in time per se. During 1990s Central European economies experienced economic transition 

and stabilisation in the second half of the decade and later could be a factor for this recovery 

improvement. EAD is the next variable significant in almost all the models. The correlation 

with recoveries is negative, for higher loans recoveries tend to be lower. The first explanation 

from the literature could be a weaker link between the management and company results in 

the case of big companies having high bank loans. This contradicts the assumption that a bank 

intensifies the enquiry of the creditworthiness and the monitoring of the borrower for high 

loans. The second explanation could be high leverage of big companies and violation of the 

absolute priority rule. If a big company defaults, there are many creditors competing for the 

company’s assets so the recovery for a bank can be small. The effect of other variables is not 

so unambiguous and the results are different for different models, the specifics are discussed 

for each class of models.  

There are different determinants of LGD for the two subsamples and the whole sample. The 

main reason is that subsamples contain different type of default cases so the important factors 

and the estimated coefficients are different. Subsample A (defaults with longer recovery 

                                                           
31 In the QQ-plots sample values are plotted against theoretical values predicted by a distribution. 
32 AIC yields similar results but allows more variables to be included in the models, we report only results based 
on SIC. 
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period than 1 year) has a relatively high concentration of high LGD, the most important 

factors are EAD, year of loan origination, and collaterals of A and C class. On the other hand, 

subsample B (default cases closed within a year) observations concentrate close to zero LGD 

and there is a smaller number of significant explanatory variables. These are EAD and a 

number of different collateral types. Specific collateral values are not so important for these 

cases, because these are mainly better clients with temporarily problems and the problems are 

usually cured so the collateral is not realised. However, the presence of collateral is important.  

For the whole sample, not all determinants of LGD from each subsample are significant. This 

can be explained by the fact that the whole sample has a bimodal distribution33 so some of the 

LGD determinants from each subsample offset each other in the whole sample. The best fit 

for the whole sample is achieved for models with ordinal responses, which are able to capture 

the bimodality.34 For subsample A the best results are obtained by the linear model, although 

the difference in performance measured by the power statistic compared to the other models is 

not significant. For subsample B, the quasi-maximum likelihood estimator with the log-log 

link function provides the best results due to the ability to capture the asymmetric response.  

Classical linear regression model 
The linear regression model as the benchmark is the simplest case in which a continuous 

recovery rate variable is regressed on a linear combination of explanatory variables. The 

major drawback of this method is that the predicted values can be outside the range [0, 1]. 

Rather surprisingly, the simple linear model is able “to remove” bimodality of the whole 

sample as shown by residuals which are inside the bounds of confidence intervals of the worm 

plot, close to normal quantile in the QQ-plot as shown in Figure 5 below. 

For the whole sample and subsample A there are two more significant variables apart from the 

common factors discussed in the previous subsection (Table 4). Length of business 

relationship has a strong negative effect on recovery rate. For clients with long relationship 

lower recoveries can be explained by a less prudent attitude to “familiar” clients. On the other 

hand, a number of different collateral classes of a client (a proxy for diversification) has a 

positive impact, but the effect is weaker. For subsample B, a number of loans and different 

                                                           
33 Subsamples have rather unimodal concentration either on the left side with zero LGD (subsample B) or on the 
right side with high LGD (subsample A). 
34 Alternatively, instead of using the whole sample to estimate the parameters, a model for the whole sample 
could be constructed as a combination of two models based on two subsamples. However, for such model it is 
necessary to estimate probability of counterparty belonging into one of the subsamples. Such estimation is 
beyond the scope of our paper. 
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loan types are the additional determinants, but compared to EAD their quantitative impact is 

rather weak. In the whole sample only the overdraft type of loan remains significant. 
Subsample A (>1 year) Subsample B (<1 year) Whole sample Recovery rate determinants 

Value Std. error P-value Value Std. error P-value Value Std. error P-value 
Exposure at default – EAD  -0.230 0.091 0.012 -2.250 0.518 0.000 -0.330 0.089 0.000 
Collateral class A as % of EAD 0.411 0.095 0.000    0.359 0.091 0.000 
Collateral class C as % of EAD 0.395 0.097 0.000    0.329 0.082 0.000 
Length of business relationship -0.197 0.062 0.002    -0.179 0.060 0.003 
Number of different collateral classes 0.079 0.028 0.005 0.211 0.046 0.000 0.103 0.026 0.000 
Year of loan origination before 1995 -0.283 0.040 0.000 -0.369 0.162 0.027 -0.298 0.039 0.000 
Number of loans    -0.097 0.032 0.004    
Investment type of loan    0.154 0.074 0.042    
Overdraft type of loan    0.125 0.045 0.007 0.186 0.045 0.000 
Purpose type of loan    0.143 0.064 0.031     
Table 4 –  Results of the classical linear regression model 

 

  
Figure 5 –  Tests of normality of residuals for the linear model (the whole sample) 

 

Models with fractional responses using quasi-maximum likelihood estimator 
Applying the asymmetric log-log link function35 (Table 5) to regress continuous recovery 

rates estimated by quasi-maximum likelihood yields better results than the logit link function 

especially for subsample B, where there is a high concentration on zero LGD.  

For subsample A, collateral of class A and C along with a year of loan origination are the 

major determinants of LGD. EAD which is strongly negatively correlated to the collateral 

classes appears not to be a significant factor36. In the subsample B, factor EAD with number 

of different collateral type are the main drivers. Strong negative effect of EAD for loans 

closed within a year can be explained by the fact that defaults on high exposures indicate a 

real problem (possibly a fraud with a very low recovery) whereas small exposures are rather 

technical defaults which are cured with low LGD. 

                                                           
35 Determinants of recovery rates for the logit and complementary log-log function are shown in the summary 
table in Appendix. 
36 However, a larger sample would enable to distinguish the effects of highly correlated factors better and we 
expect EAD to have an impact. 
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Subsample A (>1 year) Subsample B (<1 year) Whole sample Recovery rate determinants Value Std. error P-value Value Std. error P-value Value Std. error P-value 
Exposure at default – EAD    -15.950 3.261 0.000 -1.128 0.271 0.000 
Collateral class A as % of EAD 1.802 0.562 0.001    1.491 0.546 0.006 
Collateral class C as % of EAD 1.599 0.359 0.000    1.612 0.358 0.000 
Number of different collateral classes    1.589 0.282 0.000    
Year of loan origination before 1995 -1.032 0.107 0.000    -1.128 0.112 0.000 
Overdraft type of loan       0.825 0.194 0.000  
Table 5 –  Results of fractional responses (quasi-maximum likelihood estimator, log-log link) 

Models with fractional responses using a beta distribution 
The fit employing the inflated beta distribution and the logit link is very similar to the log-log 

link37. Logit reasonably fits the data (Figure 6), although the fit is worse for higher recovery 

rates. 

Compared to the other models, collateral of class A (residential real estate) is not significant 

for any subsample. The model for subsample B (Table 6), identify as the additional important 

factors collateral of class B (movables and receivables), age of counterparty and length of 

business connection, as well as different type of loans. Moreover, collateral of class C has a 

negative impact, offsetting the positive influence from subsample A and hence making it 

insignificant in the whole sample. These singularities can be explained by the assumption of 

beta distributed errors. The other factors are in line with the previous results. 
Subsample A (>1 year) Subsample B (<1 year) Whole sample  Recovery rate determinants Value Std. error P-value Value Std. error P-value Value Std. error P-value 

Exposure at default – EAD -1.426 0.348 0.000 -24.382 2.530 0.000 -1.946 0.354 0.000 
Collateral class B as % of EAD    1.854 0.532 0.001    
Collateral class C as % of EAD 0.963 0.405 0.018 -2.227 0.744 0.005    
Age of a counterparty    1.329 0.550 0.020    
Length of business relationship    1.900 0.862 0.033    
Number of different collateral classes       0.311 0.111 0.005 
Year of loan origination before 1995 -1.364 0.169 0.000    -1.390 0.168 0.000 
Industry not specified -0.725 0.182 0.000    -0.695 0.166 0.000 
Investment type of loan    2.984 0.625 0.000    
Revolving type of loan    1.718 0.386 0.000    
Overdraft type of loan    0.909 0.376 0.020 0.845 0.188 0.000 
Purpose type of loan    1.443 0.444 0.002     
Table 6 –  Results of fractional responses using beta distribution (logit link) 

 

 

 

Figure 6 –  Tests of normality of residuals for beta distribution (logit link, the whole sample) 
 

                                                           
37 The log-log and complementary log-log links are again shown in the summary table in Appendix. 
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Models with ordinal responses 
This kind of models was not applied on the subsample B due not sufficient number of 

observations for each LGD grade38. Table 7 shows the results for the cumulative logit link 

model. Increasing the length of business relationship measured as a period between the date of 

bank account opening and a date of default decreases the likelihood of low LGD, similarly to 

the classical linear model. Also consistent to previous results, a higher number of different 

collateral types and older counterparty increase the probability of low LGD. Loans types 

(apart from overdrafts) and other variables proved not to be statistically significant 

determinants of LGD. 
Subsample A (>1 year) Subsample B (<1 year) Whole sample  Recovery rate determinants Value Std. error P-value Value Std. error P-value Value Std. error P-value 

Exposure at default – EAD -2.500 0.744 -3.358 n/a n/a n/a -3.471 0.795 -4.367 
Collateral class A as % of EAD 2.799 0.650 4.309 n/a n/a n/a 2.242 0.634 3.538 
Collateral class C as % of EAD 2.338 0.648 3.606 n/a n/a n/a 1.802 0.591 3.051 
Age of a counterparty    n/a n/a n/a 1.202 0.464 2.589 
Length of business relationship -1.208 0.409 -2.956 n/a n/a n/a -1.348 0.422 -3.195 
Number of different collateral classes 0.581 0.191 3.049 n/a n/a n/a 0.652 0.187 3.491 
Year of loan origination before 1995 -1.769 0.275 -6.442 n/a n/a n/a -1.796 0.291 -6.175 
Industry not specified    n/a n/a n/a -0.811 0.271 -2.987 
Overdraft type of loan    n/a n/a n/a 1.133 0.310 3.653  
Table 7 –  Results of ordinal regression model (logit link) 

8. Comparing goodness-of-fit of the models 
Goodness-of-fit summary measures offer an overall indication of a model fit. Out of 

parametric performance measures, mean square error (MSE), mean absolute error (MAD) and 

correlation between observed and modelled LGD have been evaluated to compare suggested 

models predictive power. The outcomes from correlation are listed in Table 8. 
  Correlation 
Model Subsample A Subsample B Whole sample 
Linear model 0.603 0.841 0.602 
Fractional response Logit link 0.580 0.846 0.536 
Fractional response Log-log link 0.557 0.829 0.574 
Fractional response Complementary Log-log link 0.573 0.820 0.534 
Fractional response Beta - Logit Link 0.540 0.755 0.550 
Fractional response Beta - Log-log link 0.541 0.784 0.543 
Fractional response Beta - Complementary Log-log link 0.511 0.647 0.550 
Ordinal response Logit link 0.548 n/a 0.610 
Ordinal response Complementary Log-log link 0.563 n/a 0.605  

Table 8 –  Parametric performance measure - correlation 
MSE, MAD and correlation coefficient measure model performance parametrically and are 

sensitive to a model calibration. In contrast, a power statistic is a non-parametric measure that 

focuses on the ability to discriminate “good” from “bad” outcomes without being sensitive to 

the calibration. It indicates a model’s power and ranges from zero to one. It provides 

information about different aspects of model performance not registered by the above 

mentioned measures. 

                                                           
38 Moreover, also results of log-log link model are not available as only differently skewed complementary log-
log link could be estimated. The complementary log-log link is again shown in the summary table in Appendix. 
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The Power statistic39 is commonly used for PD models, where there are only two possibilities 

–  a default or a non-default. However, in LGD models dependent variable is continuous. In 

order to apply power statistic, it is necessary to defined what is considered as “good” and 

what as “bad”.  In this paper we propose three different alternatives. In the first, “bad” are 

those observations where the observed LGD is higher than the average LGD. Secondly, “bad” 

are those observations where the observed LGD is higher than the 75th percentile of the LGD. 

Finally, “bad” are those observations where the observed LGD is higher than the 25th 

percentile of the LGD. Results for the first case are reported in Table 940. 
Bad = above average LGD 

Subsample A (> 1 year) Subsample B (< 1 year) Whole Sample   
Model Power 

 Statistic SE Power 
Statistic SE Power 

Statistic SE 

Linear model 62.4% 22.5% 61.6% 23.6% 72.0% 26.3% 
Fractional response Logit link 57.8% 21.8% 68.3% 22.6% 69.3% 24.9% 
Fractional response Log-log link 55.2% 21.3% 69.2% 20.1% 67.7% 25.0% 
Fractional response Complementary Log-log link 57.2% 21.1% 68.3% 20.7% 69.0% 25.0% 
Fractional response Beta - Logit Link 56.4% 16.8% 49.7% 20.3% 68.4% 20.9% 
Fractional response Beta - Log-log link 59.9% 15.6% 56.8% 21.2% 71.0% 19.5% 
Fractional response Beta - Complementary Log-log link 53.7% 16.7% 52.1% 14.9% 68.5% 21.0%  

Table 9 –  Binary power statistic (Accuracy ratio) of models, bad – above average LGD 
Alternatively, ordinal power statistic can also be applied for LGD models. This statistic 

(Table 10) measures the ability of a certain model to differentiate between any numbers of 

rating categories in the correct order; hence it is particularly for the ordinal response models.  

The results are similar as in the previous case. 
Subsample A (> 1 year) Subsample B (< 1 year) Whole Sample 

 Model Power 
Statistic SE Power 

Statistic SE Power 
Statistic SE 

Linear model 64.4% 4.0% 87.2% 8.8% 70.8% 3.6% 
Fractional response Logit link 60.4% 4.3% 88.5% 5.7% 66.5% 3.9% 
Fractional response Log-log link 57.7% 5.0% 89.5% 6.4% 65.5% 3.5% 
Fractional response Complementary Log-log link 59.3% 4.0% 88.7% 7.8% 66.6% 4.2% 
Fractional response Beta - Logit Link 58.6% 4.9% 70.9% 16.8% 67.1% 3.6% 
Fractional response Beta - Log-log link 58.5% 5.4% 69.0% 19.8% 66.8% 3.8% 
Fractional response Beta - Complementary Log-log link 55.7% 4.7% 55.7% 21.5% 67.4% 3.6% 
Ordinal response Logit link 58.3% 4.5% n/a n/a 72.0% 2.8% 
Ordinal response Complementary Log-log link 61.1% 3.8% n/a n/a 71.8% 3.8%  

Table 10 –  Ordinary power statistic of models 
For both versions of power statistics, the linear model, fractional models using quasi- 

maximum likelihood and ordinal response models perform similarly and relatively well in 

absolute terms. Power statistic is generally higher for the subsample B, however, in the case 

of beta distribution the difference compared to the whole sample is not so significant and it is 

even negative for complementary log-log link. 

                                                           
39 The Power statistic is described for instance in Gupton and Stein (2002) 
40 The tables for the other two cases are presented in Appendix. 
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9. Conclusions 
In this paper, we analysed several aspects of the economic loss. Particularly, we focus on an 

appropriate discount factor and timing of recovery rates to identify the efficient recovery 

period. Various statistical models are applied to test empirically the determinants of recovery 

rates. We find out that the main drivers are a relative value of collateral, a loan size and a year 

of the loan origination. Different models provide similar results. As for the different links in 

more complex models, log-log models in some cases perform better, implying an asymmetric 

response of the dependent variable. All the models performed relatively well when the overall 

fit of the different models is assessed. However, models with the commonly assumed beta 

distribution achieve slightly worse results and hence are not deemed optimal for our data. 

From a policy perspective, our paper provides evidence that workout LGD is a viable option 

in credit risk estimation despite various methodological difficulties. In this study, we try to 

provide a reasonable detail of various issues to be tackled and proposed methodological 

alternatives how cope with these issues.  

To account for different determinants of LGD for different workout period we split the 

sample into two parts, the first one being the defaults closed within a year while the second 

subsample are the defaults with longer recovery periods. We show that different determinants 

are important for each subsample and the effects are then aggregated in the whole sample. For 

short recovery periods, exposure at default is the most important factor supplemented by 

existence of a number of collaterals classes. For the longer recovery periods, the year of loan 

origination and values of real estate collaterals are the major determinants of LGD. Generally, 

other factors such as the length of business connection or overdraft type of loan appear in 

some of the models but their effect is weaker. 

In this study we answer majority of issues in LGD modelling of advance IRB approach. 

Nonetheless, there are several ways in which our research can be improved. Firstly, a similar 

study can be done on a larger sample of data and hence some of the effects could be estimated 

more precisely. Secondly, correlation of recovery rate and probability of default, effects of 

macroeconomic factors and downturn LGD should be thoroughly analysed for a complete 

LGD model.  
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11. Appendix 
Authors Country Years Recovery Observations 
Asarnow and Edwards (1995) USA 1970-1993 65% 831 
Carty and Lieberman (1996) USA 1989-1996 71% 58 
Grossman et al. (1997) USA 1991-1997 82% 60 
Grossman et al. (1997) United Kingdom 1991-1997 68% 14 
Felsovalyi and Hurt (1998) Latin America 1970-1996 68% 1149 
Eales and Bosworth (1998) Australia 1992-1995 69% 5782 
Carty (1998) USA 1986-1997 87% 200 
Hamilton and Carty (1999) USA 1982-1997 84% 195 
van de Castle et al. (1999) USA 1987-1997 85% 258 
Bartlett (2000) United Kingdom 1996-2000 77% 55 
Gupton et al. (2000) USA 1989-2000 70% 181 
van de Castle et al. (2000) USA 1987-1996 84% 264 
Kabance (2001) Mexico 1995-2001 40% 70 
O’Shea et al. (2001) USA 1997-2000 73% 35 
Hamilton et al. (2002) USA 1982-2001 71% n/a 
Bos et al. (2002) USA 1988-2001 84% 528 
Hamilton et al. (2004) USA 2003 86% 21 
Keisman (2003) USA 1988-2003 79% 750 
Araten et al. (2004) USA 1982-1999 60% 3761 
Franks et al. (2004) United Kingdom 1984-2003 75% 1418 
Franks et al. (2004) France 1984-2003 53% 586 
Franks et al. (2004) Germany 1984-2003 61% 276  

Table 11 –  Empirical studies concerning the recovery rate of  loans, Source: Grunert and Weber (2005) 

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

Q1 Q4 Q7 Q10 Q13 Q16 Q19 Q22 Q25 Q28 Q31 Q34

Count Weighted Exposure Weighted

0%

5%

10%

15%

20%

25%

30%

35%

40%

Q1 Q4 Q7 Q10 Q13 Q16 Q19 Q22 Q25 Q28 Q31 Q34

Count Weighted Exposure Weighted  
Figure 7 –  Average cumulative and marginal recovery rate for closed files with longer than 1 year recovery period 
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Linear model A -0.230 0.411  0.395   -0.197 0.079  -0.283        
Fractional response Logit link A  2.552  2.565   -1.225   -1.622        
Fractional response Log-log link A  1.802  1.599      -1.032        
Fractional response Complementary Log-log link A  1.607  1.679   -0.939   -1.254        
Fractional response Beta - Logit Link A -1.426   0.963      -1.364  -0.725      
Fractional response Beta - Log-log link A -0.730   0.716      -0.797  -0.424      
Fractional response Beta - Complementary Log-log link A -1.230         -1.121  -0.611      
Ordinal response Logit link A -2.500 2.799  2.338   -1.208 0.581  -1.769        
Ordinal response Complementary Log-log link A -1.648 1.329  1.382  0.724 -0.943 0.367  -0.980  -0.507      
Linear model B -2.250       0.211  -0.369   -0.097 0.154 0.125  0.143
Fractional response Logit link B -27.240       2.149          
Fractional response Log-log link B -15.950       1.589          
Fractional response Complementary Log-log link B -13.096       0.936          
Fractional response Beta - Logit Link B -24.382  1.854 -2.227  1.329 1.900       2.984 1.718 0.909 1.443
Fractional response Beta - Log-log link B -20.540  1.766 -2.318  1.074 2.014    0.814   2.418 1.702 1.099 1.527
Fractional response Beta - Complementary Log-log link B -9.435  0.456           0.581    
Linear model A+B -0.330 0.359  0.329   -0.179 0.103  -0.298     0.186   
Fractional response Logit link A+B -2.873       0.666  -1.567     1.008   
Fractional response Log-log link A+B -1.128 1.491  1.612      -1.128     0.825   
Fractional response Complementary Log-log link A+B -2.254       0.471  -1.247     0.591   
Fractional response Beta - Logit Link A+B -1.946       0.311  -1.390  -0.695   0.845   
Fractional response Beta - Log-log link A+B -0.989       0.191  -0.830  -0.445   0.636   
Fractional response Beta - Complementary Log-log link A+B -1.504       0.237  -1.083  -0.454   0.500   
Ordinal response Logit link A+B -3.471 2.242  1.802  1.202 -1.348 0.652  -1.796  -0.811   1.133   
Ordinal response Complementary Log-log link A+B -2.218 1.144  1.050  0.725 -0.833 0.437  -1.002  -0.469   0.632    

Table 12 –  Summary of significant determinants for all models and samples 
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Bad = above 75 percentile LGD 
Subsample A (> 1 year) Subsample B (> 1 year) Whole Sample   

Model Power 
 Statistic SE Power 

Statistic SE Power 
Statistic SE 

Linear model 52.0% 22.5% 47.4% 23.6% 58.5% 26.3% 
Fractional response Logit link 49.2% 21.8% 45.4% 22.6% 52.9% 24.9% 
Fractional response Log-log link 48.5% 21.3% 46.1% 20.1% 55.6% 25.0% 
Fractional response Complementary Log-log link 47.6% 21.1% 45.4% 20.7% 52.6% 25.0% 
Fractional response Beta - Logit Link 45.8% 16.8% 42.8% 20.3% 53.3% 20.9% 
Fractional response Beta - Log-log link 48.0% 15.6% 51.4% 21.2% 54.3% 19.5% 
Fractional response Beta - Complementary Log-log link 41.0% 16.7% 47.5% 14.9% 53.7% 21.0%  

Table 13 –  Binary power statistic (Accuracy ratio) of models, bad – above 75 percentile LGD 
Bad = above 25 percentile LGD 

Subsample A (> 1 year) Subsample B (> 1 year) Whole Sample   
Model Power 

 Statistic SE Power 
Statistic SE Power 

Statistic SE 

Linear model 63.4% 22.5% 9.7% 23.4% 69.7% 26.3% 
Fractional response Logit link 60.6% 21.8% 4.7% 22.5% 64.0% 24.9% 
Fractional response Log-log link 59.9% 21.3% 5.4% 20.0% 64.5% 25.0% 
Fractional response Complementary Log-log link 59.0% 21.1% 4.7% 20.6% 64.1% 25.0% 
Fractional response Beta - Logit Link 55.9% 16.8% 39.2% 20.2% 65.5% 20.9% 
Fractional response Beta - Log-log link 62.5% 15.6% 55.5% 21.0% 69.0% 19.5% 
Fractional response Beta - Complementary Log-log link 50.3% 16.7% 22.2% 14.8% 65.6% 21.0%  

Table 14 –  Binary power statistic (Accuracy ratio) of models, bad – above 25% percentile LGD 
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