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Introduction 

This empirical paper airnB at analysing adjustment problems and asymmetries in 
the present European Monetary System (EMS) with special reference to their 

implications for the creation of the Economic and Monetary Union (EMU). Of 
course, any empirical work can only be related to the past performance of the 

EMS and may be of little relevance ror the future EMU system if the 'Lucas 

critique' holds, since according to the •Lucas critique' the structure of 
econometric models changes whenever policy is changed. This is likely to be 

especially true in the case of a fundamental policy change such as the 
introduction of a monetary union. However, it is beyond the scope of this paper 

to make quantitative predictions about the effects of policies under the EMU as 
opposed to the present EMS system. Instead the paper attempts to evaluate some 

or the standard assumptions underlying those theoretical macro models of the 

EMS, which in this volume are used to assess the possible costs of moving to a 
monetary union. 

The central assumption of most theoretical macro models of the EMS is the 
•asymmetry' assumption with respect to the conduct of monetary policy. In a 

series or papers Giavazzi and Giavannini (1987, 1988) were the first to articulate 
the view that the EMS worked asymmetrically .1 Their proposition was ·based on 

the assumption that the EMS was used by high-inflation countries as a credible 

disinflation device: the commitment to the rules of the EMS and the loss of 
monetary sovereignty allowed high-inflation countries to borrow counterinflation 

reputation from the Bundesbaok by locking into the German low-inflation 

mo.netary policy stance. As a result, so the argument, the EMS worked like a de 

facto •DM-1:one•. As Wyplosz (1989b) points out, this 'asymmetry' hypothesis 

enjoys much support among policymakers and analysts because it matches 
perceptions of how monetary policy has operated in Europe. Furthermore, the 

•asymmetry' hypothesis has important implications for monetary policy in a 

future European System of Central Banks (ESCB), both with respect to the 

status and design or this institution and with regard to the formulation or its 
objectives. In this context it may be argued that a stable low-inflation ESCB 

would, like the Bundeshank; be required· to be indepen!lent with a binding 

'See Giavazzi and Giovannini (1987, 1988) and for further references also Giavazzi 
(1988, 1989), Giavazzi and Pagano (1985, 1988) and Giovannini (1986, 1988a,b). 
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commitment to a.voiding inflation and an explicit ban on monetizing deficit's. 

These prerequisites for the ESCB ma.y be less strict if the present EMS does not 

work a.symmetrically. In this context it is interesting to note tha.t the 

•a.symmetry' hypothesis ha.s recently been criticized in a. number or papers2, 

n:iainly on empirical grounds. Thls literature is reviewed below and the ,empirical 

evidence is reconsidered with special ,emphasis on the relevance of the 'Lucas 

critique'. 

A second point to be taken up below concerns adjustment and convergence 

problems, whlch in recent times ha.ve frequently been addressed in the context of 

whether or not shocks a.re a.symmetrical (country-specific). The argument here is 

that predominantly symmetric shocks facilitate a fa.ster convergence of the 

economic performances of EMS member s tates' economies and tha.t therefore the 

additional costs of moving to a. monetary union can be expected to be smaller the 

more EMS economies ha.ve already converged. Thls is true for both internal a.nd 

external shocks. Secondly, external syni.metric shocks are likely to have a similar 

influence on the economic pedorma.nces of EMS countries participating in the 

exchange rate mechanism (ERM)3 and those outside the ERM, which would 

facilitate a convergence of economic performances between ERM and non-ERM 

countries. It ma.y therefore be stated tha.t under predominantly symmetrical 

external shocks the transition pha.se from the present EMS to EMU is likely to be 

shorter. This is of relevance because during the transition process, which 

according to the 'Delors report' should precede the irrevocable fixing of nominal 

bilateral exchange rates, the part icipation in the ERM is to be extended to all 
EMS. currencies and the fluctuation bands of exchange rates a.re to be reduced to 
a. narrow range, whilst a.t the sa.me time realignments a.re to be made less 

frequent. However, under ·a.symmetrical external sh~s and divergent economic 

isee De Gra.uwe (1989), Fratianni and von Hagen (1989a.,b,c) and Cohen and 
Wyplosz (1989). , 

3At the onset of the EMS in March 1979 the ECU currency ba.sket included, with the 
December 1989 relative weights indicated in brackets, the currencies from the EMS 
countries Bet~· um (7.6%), Denmark (2.45%), France (19.0%), the Federal Republic 
of Germany 30.l %), Ireland (1.1 %), Italy (10.15%), Luxembourg_ (0.3%) and the 
Netherlands 9.4%) a.s well a.s tha.t of the United Kin~dom (13.0%), which wa.s a. 
member of the European Community, but did not participate in the exchange rate 
mechanism (ERM) of the EMS. In September 1984 the ECU basket wa.s expanded to 
include the Greek drachma. (0.8%) and in September 1989 the Spanish peseta. (5.3%) 
and Portugese escudo (0.8%). Of these three countries only ·Spa.in currently 
participates in the ERM. 

, 
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performances tbe economic costs of this transition period and hence tbe incentives 

to panicipate in a monetary union may differ drastically between botb groups of 
EMS countries. Finally, note that asymmetrical shocks, regardless of whether 
internal or external, are not optimally dealt with by a monetary union since they 

require an asymmetrical policy response. Under predominantly asymmetrical 

shoclcs the loss of realignments as tbe prime asymmetrical monetary policy 

instrument may therefore imply high economic costs, despite t he fact that in a 
monetary union asymmetrical fiscal policies can potentially substitute for 

realignments. To evaluate the relevance of these arguments the performance of 
key economic variables in EMS countries is studied empiricalJy. However, it 

should be kept in mind that, the nature of shocks to the system may also be 

heavily regimlHlepeodent and may therefore change fundamentally with the 
move to economic and monetary union. 

The paper is organized as follows: asymmetries in the shocks to economic 

variables are discussed and quantified empirically in lbe first section of the paper 
for those countries participating in the ERM of the EMS from the beginning. In 

the second section 'asymmetries' in the conduct of monetary policy, frequently 
addressed under the beading of •German dominance in the EMS•, are analysed by 

applying vector autoregressions to a number of alternative definitions of national 

interest rates and monetary aggregates. Finally, some suggestions for further 
research conclude the paper. 
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1. Are Shocks Asymmetrical and External? 

A crucial question related to the transition from the present EMS to the EMU 

concerns the length of the transition period. In this context the merits of moving 

immediately to ·a monetary union w:ith internal exchange rate fixity have to be 

contrasted with those from the scenario of the •Delors report'. In the paper by 

David Begg, which .analyses the dynamics of output, prices, wages and interest 

rates under both the present EMS· with partial exchange rate accommodation and 

the EMU with exchange rate fixity, it is argued that the answer as to which 

scenario is preferable depends on the nature of the shocks to the system: firstly, 

note that monetary union optimally deals with symmetric shocks, since such 

shocks - to the extent that they have some degree of persistence - require a 

symmetric .policy response which may take t he form of a c~rdinated aggregate 

policy for the fixed exchange rate zone as the whole. Conversely, to smooth out 

the effects of predominantly asymmetrical persistent shocks an asymmetrical 

policy response is preferable. In fixed but adjustable exchange rate systems like 

the EMS a prominent form of such an asymmetrical monetary policy response is 

a realignment, which in the EMS have primarily been used to incompletely 

compensate for cumulated inflation differentials. Note that under a monetary 
' . 

union wi tb irrevocable exchange rate .fixity the nominal exchange rate is lost as 

an adjustment instrument and differential (asymmetrical) monetary policy Is not 

defined. It this case differential fiscal policy will have to supplement relative price 

variability to ensure that more than one type of asymmetric shocks can optimally 

be dealt with. 

In . attempting to provide empirical evidence on the relative importance of 

asymmetrical versus symmetrical shocks in the EMS, Cohen and Wyplosz (1989) 

apply the Aoki factorization of domestic variables (y t) and foreign variables (Yi) 
into independent ( +) and (- ) systems and estimate the variabilities of the 

transitory and permanent components of. the asymmetric (y 
1
-yi) and the 

symmetric (y t +yi) system in order to determine which type of shocks has 

dominated in the past. Looking at real GDP, real wages and price levels in 

France and Germany Cohen and Wyplosz (1989) derive that shocks are 

predominantly symmetric, and that symmetric shocks tend to be more permanent 

than transitory. This suggests that the nature of shocks found in these time series 

from France and Germany are not inconsistent with the rationale of a monetary 

union between these two countries. 

• 

• 
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Before presenting any estimates on the relative importance of asymmetric versus 

symmetric shocks some remarks on the problems related to such evidence are in 
order. Firstly, since shocks are typically defined as the unpredictable component 
of a timH;eries, results may differ substantially depending on which model is 

used for quantifying the predictions. However, much of these differences between 

the residuals of alternative prediction models may cancel out when these residuals 

are aggregated over time by calculating their standard deviations, which in the 
present paper are used to compare the relative size of shocks. Furthermore, there 

are in general no substantial qualitative differences between the results derived 
from using standard deviations of residuals aod standard deviations of the actual 

variables, given that the underlying series are stationary or transformed to 
achieve stationarity. This simply reflects the fact that less erratic time series (low 

variance) are more easily predicted (low error variance). I therefore follow Cohen 

and Wyplosz (1989) in using the standard deviations of the sums and differences 
of selected economic variables as proxies for the variability of symmetric and 

asymmetric shocks. Secondly, it is illlportant to note that an asymmetric policy 

response to perfectly symmetrical external shocks, such as the oil price shocks 
which hit all countries alike, may also account for the asymmetrical behaviour of 

macroeconomic time series.• In this context a monetary union which eliminates 
differential monetary policies in responses to common symmetric shocks is likely 

to eliminate the asymmetric behaviour of these time series. Finally, Cohen and 
Wyplosz (1989) argue that the only variable which is delivered optimally in a 

monetary union is the price level (or the inflation rate). The immedia~ benefits 

from monetary union are therefore likely to be small if price levels (or inflation) 

shocks are predominantly symmetrical and prices (or inflation rates) have already 
coqverged to a large extent during the EMS period. In addition, the immediate 

economic costs of irrevocably locking parities may also be minor under 

predominantly symmetrical exchange rate shocks. These two propositions will be 

discussed first before turning to asymmetries in shocks to other economic 
variables which may be potentially relevant for the transition to monetary union. 

•It is argued in Fisher (1988) that the post 1979 recessions in the United States and 
Europe as opposed to )apan may be attributed to a differing degree of monetary 
accommodation of the common oil price shock. 
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1.1. Asymmetries in Exchallge Rat.e Sbocb 

In order to judge the Importance of asymmetric nominal exchange rate shocks 
two concepts of exchange rat.e variability are distinguished. Tnternol variability is 

related to the variability of exchange rat~ between ERM currencies (group 1). 

Note that the exchange rate mechanism with its bilateral parity grid, 

intervention limits and divergence indicator precisely aims at eliminating this 
source of exchange rate variability. An important second definition of exchange 

rate variability is related to external variabilit11, and here I make a distinction 
between the variability of exchange rates between ERM countries and other 

European Community {EC) but non- ERM countries (group 2) on the one hand, 
and non-EC countries on the other (group 3). ln comparing the variability of 

exchange rates between countries in these groups it should be possible to identify 
whether exchange rate shocks are symmetrical or asymmetrical and whether they 

are likely to be internal or external. 

ln drawing inference on the internal/external issue I concentrate on the 
short-term variability of exchange rates, as reflected in the month to month 

variations in exchange rates. Since exchange rates typically follow non-stationary 
time-paths, I use the standard deviation of the change (.6. 1) in the logarithm of 

the exchange rate relative to the month before as a measure of such short-term 

fluctuations. Note that if bilateral nominal exchange rates follow random walk 
lime series processes, as frequently postulaLed in the empirical literature, this 

measure of exchange rate variability serves as a proxY for short-term unexpected 

exchange rate movements, as stressed by Ungerer et al. ( 1986). Such short-term 

unexpected fluctuat ions of exchange rates are of importance since they may - as 
discussed in the paper by Richard Baldwin in this volume - involve serious real 

costs, despite the fact that some of the risk involved can be hedged. 

1.1.1. Asymmetries in Nominal Exr.lwige Ra&e Shocks 

The nominal ,exchange rate stabilization effects of the EMS have been frequently 

studied in the literature. Early studies, for example van Ypersele (1984) or 

Ungerer et al. (1983, 1986), have found that the unconditional variances of 
various definitions of nominal exchange rates, both bilateral and effective, were 

much lower within the group of ERM countries than for countries outside of the 

ERM. In addition, Ungerer et al. (1983) report that exchange ra~e variability 

\ 

• 

' 
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declined M'.IOng ERM currencies, but increased among non-ERM currencies as 
well as between ERM and non- ERM currencies. A similar conclusion was reached 

by Rogoff (1985) using conditional variances or nominal exchange rates and by 
Anis and Taylor (1988), using a variety of statistical procEdures and exchange 
rate definitions. Lately these findings were supplemented by Wyplosz (1989b) 

using effective (MERM) and nominal exchange rates. He concludes that effective 

exchange rate variability did not, on average, decline more for ERM currencies 
than for tbe non- ERM ones. 

In the empirical anal)"is 1 focus on sixteen OECD countries, which , as indicated 

above, constitute three groups: the first group (Gl) consis~ of the countries 

which bad been participating in the ERM from the onset of the EMS (Germany, 
France, Italy, the Netherlands, Belgium/Luxembowg, Denmark and Ireland), 

while the second group (G2) includes the remaining EC member countries 

(United Kingdom, Greece, Spain, Portugal), some of which joined the ERM at a 
later point in time (Spain). Finally I consider a number of non- EC countries, 

both smaller European countries (Switzerland, Austria) and three major 
non-European countries (United States, <;:anada, Japan), which are summarized 
as a third group (G3). 

The results for sbort-t.erm exchange rate variability are shown in Table I, which 

reports the standard deviation of the change in the logarithm of the nominal 
bilateral spot exchange rates relative to the month before. The estimates for the 

bilateral rates io the upper part of the table are supplemented by unweighted 

averages of theee variability measures for each currency with respect to the 

currencies of the three groups (Gl ,G2,G3) in the lower part of the table. The 
numbers below the diagonal in the upper part of Table I suggest a clear rating of 

the degree of sborHerm exchange rat.e variability during the EMS period$: 

6Jo order to test the significance of the change in the variance of exchange rates 
between the pre-EMS and the EMS policy regime with the Goldfeld~uandt (19~) 
homosceda.stisity F-tesi, the sample bas to be subdivided into two equally long 
suHarnfles. The pre-EMS phase (August 1971-February 1979) starts with the 
closing o the gold window at the 0.S. Treasury in August 1971, which formally 
ended tbe Bretton-Woods system. The corresponding sample period chosen for the 
EMS (February 1982- August 1989) explicitly allows for a transition period by 
ommitting some of the early EMS observations , which at the same time serves to 
accentuate any differences in the variances of both regimes. 
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(a) changes in the bilateral nominal ex.change rate exhibit the lowest variance 

within the ERM group. The variability measure declines for all but two bilateral 
ex.change rates, which are the Dutch guilder's (hfl) rate relative to both the 

Belgian-Lwc.embourg franc (bfr) and the Danish krona (dkr). No~e that since 
these three currencies participated toge_ther with the German mark in the 

pre-EMS snake arrangement, the onset of the E~S ·in March 1979 did not 

represent a fundamental policy regime switch. This v.iew is supported by two 
facts: firstly, the pre-EMS variability of ex.change rates amongst these countries 

was already very low, and se.conclly, t he . identical fluctuation margins of 2.25 
percent in both systems implied no additional stabilization effects. Another strong 

result in Table 1 is that the decline in ·variability of intra-ERM exchange rates is 
statistically significant at the one percent level for all currencies with the 

exception of the Irish pound/Italian lira (Ir.C/Lit) rate.6 The only statistically 

significant increase in the variance of medium-term exchange rate changes is 
found for the Dutch guilder/Belgian-Luxembourg franc (hfl/bfr) rate. Again thls 

result is not SurP,rising given that the Benelwc. countries during the early snake 
arrangement adopted a narrower bilateral fluctuation margin of 1.5 percent, 

which in March 1976 was expanded to 2.25 percent. Finally, exchange rate 

variability relative to the average of ERM currencies falls for all ERM countries, 
with the smallest decline being found for the Belgian/Luxembourg franc. 

Summarizing these findings, . it can be stated that asymmetric exchange rate 
shocks appear to be of minor importance for the intra-ERM exchange rates and 

are almost eliminated in the EMS period for the German-Dutch (hfl/DM) 

bilateral exchange rate. 

(b) The variability of exchange rates between the ERM countries and the 

remaining EC countries in Table 1 is systematically higher than the variability 

within the ERM. A decline in the variance of medium-term exchange rate 

changes is only found for the Spanish peseta (Ptas) and the Portugese escudo 
(Esc) which were subject to extreme fluctuations prior to the EMS. In the latter 

case all variance reductions are significant at the one percent level. For the 

British pound sterling (UK£) ·and the Greek drachma ( drc) the variance of 

bilateral ERM exchange rates increases during the EMS period, for the latter 
significantly in most cases. This divergence of exchange rate performances of 

6This result is dominated by the two large unilateral reali~nments of the Italian lira 
in July 1985 (- 7.7% of ECU parity) and the Irish pound m August 1986 (-6.8 % of 
ECU parity). 

• 

·• 
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ERM and non-ERM currencies points towards potentially high costs in the 
transition period to monetary union. Furthermore, given that non-ERM exchange 
rate variability during the EMS is - on average - higher than the pre-EMS 

exchange rate variability of ·the ERM currencies, the transition period may 
endure for some time. 

(c) The variance of ERM currencies with respect to t he U.S. Dollar (US$) 
increases significantly during the EMS period in au cases. This is largely due to 

the Federal R.eserve's policy of 'benign neglect' for the exchange rate, but also 
reflects the fact that for the ERM currencies emphasis was placed primarily on 

interna.I as opposed to external exchange rate stabilization. Due to its close link 
with the U.S. dollar the above result also applies for the majority of exchange 

rates relative to the Canadian dollar (Can$). With respect to the Japanese Yen 
(Y), Swiss franc (sfr) and Austrian shilling (S) the variance of ERM exchange 

rates declines in many cases, frequently significantly. For the latter two countries 

these results may be explained by the close links which these countries 
tra<litional.ly have to Germany and, for Austria, by the existence of implicit 

exchange rate targets relative to the German mark. For the Japanese yen the 

decline in exchange rate variability relative to ERM currencies may partly be 
attributed to the increased coordination of foreign exchange market interventions 

among G7~untries after the Plaza agreement. 

'fable 1 therefore strongly supports the view that the EMS over the past decade 

was successful in reducing internal medium-term exchange rate variability, whilst 

at the same time not systematica.lly affecting the external variability of ERM 
cu_rrencies. With respect to the issue of asymmetric shocks it can be argued that 

for nominal intra-ERM exchange rates asymmetric shocks are less important 

during the EMS period as opposed to the pre-EMS period. This is not true for 

the four non-ERM currencies of the EMS, wher~ for the United Kingdom and 
Greece the size of asymmetric exchange rate shocks is found to have increased 
significantly. 

A Se()()nd important issue with respect to exchange rates is whether or not the 

EMS bas recently tightened, in which case nominal exchange rates should have 

been stabilized significantly in the more recent EMS J>!lriod. The results for 
nominal exchange rate variability are presented in Table 2, where the estimates 

of the short-term variability of bilat.eral rates above the diagonal are 
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supplemented by the results for the medium-term variability, defined as the 
change of the logarithm of the spot exchange rate relative to the same month of 

the year before, and reported below the diagonal. The upper (lower) numbers 
indicate the uncond.itional standard deviation of exchange rate changes in the 

early (late) EMS for a sub-<livision of the sample into two equally long 

sul>-i!amples (79M3-4!4M5, 84M6-89M7). It is found that short-term exchange 
rate variability is significantly reduced for all combinations of bilateral rates 

between Germany, France, the Netherlands and Belgium. Furthermore, an 
increased short-term variability is reported for most bilateral exchange rates 

involving Italy, Denmark and Ireland, whereby only for Ireland is this increase 

statistically significant. Note that this result depends largely on the massive 
devaluation of the Irish pound in the January 1987 realignment. Medium-term 

exchange rate variability is significantly reduced for all bilateral exchange rates 
between Germany, France, the Netherlands, Belgium and Denmark, but increases 

insignificantly for most Italian rates and significantly for all Irish bilateral 

exchange rates. Thus, with the exception of the Irish case, the hypothesis that 
the EMS has recently tightened is not rejected by the data.. 

1.1.2. AsymmetriES in Real Exchange Rate or Competitiveness Shocks 

Eliminating nominal exchange rate shocks, as achieved under a monetary union, 
will also tend to eliminate the variability of real exchange rates if asymmetrical 

price variability is of minor importance. The evidence on the stabilization effects 

of the EMS on real exchange rates, calculated by using monthly consumer price 

indices, is reported in Table 3 for a medium-term variability measure, defined as 

the standard deviation of bilateral real exchange rates relative to the same month 

of the year before.7 Compared to the results for nominal bilateral exchange rates 
in Table 1, these findings are more homogeneous witliin the ERM group, 

although the reduction of real exchange rate variability is again not significant 

for some of the pre-EMS snake participants and increases significantly for the 
intra- Benelux rate. With respect to the non- ERM ECU currencies in group 2 and 

the non-EC currencies in group 3 the reduction of real as opposed to nominal 

exchange rate variability is less frequently · statistically significant. This suggests 

that under the EMS asymmetrical internal competitiveness shocks were 

• 

7Tbls stationarity transformation was chosen to ensures the independence of the 
results from cross-country differences in the seasonality patterns of the monthly ' 
price data. 

• 
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considerably smaller than prior to the EMS, whilst for the bilateral rates with 

respect to the United Kingdom, the United States, Canada at\d Japan such a 
reduction in the variability of asymmetrical competitiveness shocks is not found. 

1.2. Asymmetries in Inflation Shocks 

The empirical evidence on asymmetrical inflatiOn shocks, as measured by the 

standard deviation of relative consumer price inflation rates ( "c"il is 
summarized in Table 4. The decline in the variability of relative inflation shocks 
between ERM countries during the EMS period is significant at the one percent 

level in all cases. However, as reported earlier by Rogoff (1985), Ungerer et al. 

(1986) or Collins (1987), t here is little difference between ERM and non-ERM 
countries, and most inflation differnotials have declined significantly. Secondly, it 

is obvious from Table 4 that unlike in the case of nominal and real exchange 
rates the standard deviations of these a.symmetrical inflation shocks vary 

considerably among ERM currencies, suggesting that at least part of the inflation 

shocks are country specific. 

This hypothesis is investigated more formally by applying the Aoki factorization 

of national inflation rates into sums (11't+"i) and differences (..-t- irt'> and testing 
for the significance. of the reduction of the variances of both components. These 

results are rnported in Table 5 using quarterly instead of monthly consumer price 
inflation data. Inflation shocks are found to be predominantly symmetric with the 

exception of the German-Italian case in the pre-EMS period (7JQ3- 78Q4), where 

asymmetrical shocks slightly dominate the symmetrical ones. Furthermore, with 

the. exception of the Danish-French and Danish-Italian cases, the variance of 
a.symmetrical inflation shocks bas been significantly reduced under the EMS 

regime. At the same time, however, the variance of symmetrical inflation shocks 

declined significantly only for inflation differentials relative to Ireland and 

- increased significantly in the French-Cerman case. The success of the EMS 
countries in reducing inflation differentials, as reported in Table 3, can thereforn 

largely be attributed to their success in redu.cing the variability of asymmetrical 

inflation shocks. Finally, Tables 4 and 5 reveal that during the EMS period 
asymmetrical inflation shocks have been smaller in size between Germany, the 

Netherlands, Denmark and Belgium than between these countries and France, 

Italy or Ireland, implying that further monetary integration between the former 
snake participants is likely to involve smaller economic costs. 
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1.3. Asymmetries in Money Demand and Money Supply Shocks 

An issue closely related to the above relative inflation shocks is that of relative 
monetary shocks. Tables 6 and 7 report the results for relative money supply 

shocks, approximated by the monetary base growth differentials, and relative 

money demand shocks, approximated by real money growth (Ml/P) differentia.ls. . . 

A fust result from Table 6 is that with the exception of DenmarkB the variance of 

asymmetric money supply shocks bas been si~nificantly reduced between a.II ERM 
countries during the EMS period. This also applies to the majority of 

symmetrical money supply shocks, which have been reduced drastically. As a 

result, money supply shocks, which prior to the EMS were relatively large and 
predominantly symmetrical have become relatively small and predominantly 

asymmetrical during the EMS. Note that a monetary union, which. would 
eliminate these asymmetrical money supply shocks, may therefore be desirable on 
these grounds. 

According to Table 7 the variance of both symmetrical and asymmetrical rea.1 

money demand shocks bas been signlficantly reduced in the German-Italian case 
and in a.II cases involving Fr~oce and Ireland, which exhibited relatively large 

variances prior to the EMS. Furthermore, there is no significant change in the 

variability of relative money demand shocks between the former snake 
participants Germany, the Netherlands, Belgium and Denmark. Finally, during 

the EMS the variabilities of asymmetric and symmetric money demand shocks 

are almost equa.!Jy high in most cases, suggesting that the asymmetric effects of 

mon.ey supply shocks have been largely offset by the symmetric effects of relative 
price shocks. Again, a monetary union, which would render national currencies 

perfect substitutes and eliminate the asymmetric component of money demand 
shocks, may thus be desirable. 

8This result for Denmark is due to the fact that the data used in this paper are not 
adjusted for the institutional changes in Danish monetary policy in the recent years. 
See also Fratianni and von Hagen (1989c) on this point. 

0 

; 
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1.4. Aaymm.etries in Nominal and Real lntereit Rate Shocks 

The above evidence on aaymmetric monetary shocks, which have important 
implications for medium-term conduct of monetary policy, baa to be 

supplemented by evidence Crom interest rates, through which short- term 

monetary policy is operated. Both relative shocks ·IO short-term money market 

rates and long-term government bond yields are considered. 

For short-term call money interest rates Table 8 reports a significant reduction 
in the variability of both symmetrical and asymmetrical interest rate shocks for 

all countries except France and Ireland, where the decline in variability is not 
significant in some cases. Table 8 also indicates that nominal interest rate shocks 

between ERM countries have been predominantly symmetric prior to the EMS, 

with the only exception being the German- Italian and German-Danish interest 
rate differentials. During the EMS period all interest rate shocks are 

predominantly symmetrical, and asymmetrical shocks are found to be relatively 

small in size in most cases. The elimination of the asymmetric component of 
interest rate shocks under a monetary union may therefore be expected to affect 

the overall behaviour of short-term interest rates to only a limited extent. 

For long- term nominal interest ratea in Table 9 the variance of asymmetrical 
shocks in relation to Germany bas been reduced for all ERM countries, and with 

the exception of France this reduction is statistically significant. A significant 

increase in the variability of asymmetrical shocks to long-term interest rates is 

found for the Dutch-French and Dutch- Belgian interest rate differentials, whilst 

at .the same time asymmetric shocks relative to Germany almost disappear. A 
second important result from Table 9 is that the variability of symmetrical 

shocks to long-term interest rates declines in none of the cases significantly, but 

increases significantly in eight cases, mostly in relation to Italy, Belgium and 
1 Denmark. Both results together imply that during the EMS period shocks to 

long- term interest rate differential are predominantly synunetric for all countries. 
Again, the elimination or the asymmetric component of these shocks may have 

only minor effects on the overall behaviour of long-term interest rat-es, in 

particular since shocks to long-term rates are more symmetrical than shocks to 
short-term interest rates. 
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With . both nominal interest rates an<} inflation rates being dominated by 
symmetrical shocks during the EMS period, real interest rates, approximated here 

by the difference between a three-month interest rate and the inflation rate over 
this time span, may also be expected to be dominated by symmetrical shocks. 

However, Table 10 ·reveals that during the EMS period this has not been the ca.se 
in Ireland with respect to shocks to rea.1 interest rates, which are found to be 
predominantly asymmetrical. 9 This asymmetry is likely to be caused by the sharp 

Irish post- 1982 deflation in excess of the nominal interest rate decline. This may 
also be seen from the highly significant decline in the variances of both 

symmetrical and asymmetrical real interest rate shocks, which again is more 

marked for Ireland than for the remaining ERM countries. 

LS. Asymmetries in Domestic Demand and Supply Shocks 

Tables 11 and 12 report the results for relative supply shocks, approximated by 

the differentials in the growth of industrial production Indices, and relative 
demand shocks, a.pproxima.ted by the differentials in the growth of retail sales 

volume indices. 

A first result from Ta.hie 11 is tha.t there is a significant decline in the variability 

of symmetrical relative supply shocks in the majority of cases (18 out of 21 ), 

which reflects the general decline in output growth rates in the 1980's relative to 
the 1970's also report.ed in Baxter and Stockman (1989). Furthermore, the 

variability of asymmetrical relative supply shocks increases in two cases 

(France-Netherlands and Germany-Ireland) and declines significantly in eight 
cases (mostly relative to Italy and Belgium). Fina.Uy Table 11 indicates that 

relative supply shocks between ERM countries have been predominantly 

symmetric both prior to the EMS and during the EMS. to Note that this dominance 

of symmetrical relative supply shocks does not indicate any immediate need for 
1 asymmetrical fiscal stabilization policies under a monetary union. 

9This strong asymmetry in real interest rates between Ireland and the remaining 
EMS member countries is also reported in Dornbusch (1989), Figure 6, page 187. 

tOThis result holds for all countries except Denmark, where due to data. problems the 
production index used is defined for animal products only (source: OECD Main 
Economic Indicators), whilst for all other countries the index of total industrial 
production is used. 

, 
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In Table 12 the variability of the proxy for symmetrical domestic aggregate 
demand shocks declines significantly in eight cases and increases significantly only 

in one case (Germany- Netherlands). Furthermore, the variability of asymmetrical 
·demand shocks declines in twelve cases and increases .in three cases (France, 

Belgium and Denmark relative to Germany). Finally, during the EMS period 

aggregate demand shocks are - with the exception of the Netherlands -
predominantly asymmetrical in relation to Germany and predominantly 

symmetrical between the remaining ERM countries. The existence of such 

asymmetcical domestic demand shocks may. therefore require asymmetrical fiscal 
stabilization policies under a monetary union. 

1.6. Asymmetries in Real Fiscal Expenditure Shocks 

Since in a monetary union the only potentially asymmetrical policy is fiscal 

policy, it is of interest to analyse to what extent fiscal policy over the past bas 

been dominated by symmetrical or asymmetrical shocks, here approximated by 
changes in real government expenditure. Table 13, whJch contains the evidence on 

this point, reveals that the decline in variability of both symmetrical and 
asymmetrical fiscal shocks during the EMS period is oJ?.ly significant in some of 

the cases involving Italy or Ireland. Furthermore, predominantly asymmetrical 
fiscal shocks are found only between Germany on the one side and France and 

Italy on the other, but the degree of asymmetry between the latter countries and 

the remaining ERM countries is also relatively high. In absolute numbers fiscal 

shocks in relation to France are thereby relatively small, but relatively large in 
relation to Italy, Belgium and Ireland. For these countries further fiscal 

stabilization, that is a reduction of government spending which largely reduces 

the need for future ta.x revenues and inflationary finance, may therefore be called 
for io the transition to monetary union. 

1.7. Asymmetries in Real Wage and Unemployment Shocks 

The relative developments of national labour markets during the EMS period are 

examined in Tables 14 for real wage growth differentials and in Table 16 for 
unemployment differentials. 

In Table 14 the variability of asymmetrical real wage shocks between ERM 

countries has declined significantly in 15 (out of 21) cases and increased 
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significantly in four cases. On the other hand, the variabmty of symmetrical real 

wage shocks bas declined significantly in ten cases and increased significantly in 
three cases. At the same time, a significant increase in the variance of both 
symmetrical and asymmetrical real wage shocks is found in the German-French, 

German-Belgian and French-Belgian cases. A combination of national differences 

in the degree of automatic wage-indexation scheme (Belgium). price controls 

(France) and trade union bargaining behaviour (Germany) is likely to account for 
this divergence of real wages. This view is supported by the fact that real wage 
shocks during the EMS period are predominantly asymmetrical between France, 

Italy and Belgium on the one side and Germany as well as Ireland on the other 
side. Also note that the only cases where asymmetrical real wage shocks are sma.11 

both in absolute size and in relation to symmetrical real wage shocks are given by 

the German-Dutch-Danish combinations of real wage growth differentials. This 

suggests that the wage-price mechanism between these three countries are similar 
in structure, and that for the remaining ERM countries asymmetries in 

wage-price adjustments may increase as the EMS moves toward monetary union. 

Since real wages - together with real interest rates - are important from the 
point of view of optimal currency area theory, it may be informative to check 

whether the symmetrical or asymmetrical real wage behaviour is 'Granger caused' 

by symmetrical or asymmetrical monetary or fiscal policies.I• The evidence from 

vector autoregressions of changes in real wages on four own lags and four lags of 
a monetary policy variable (change in real base money growth) or a fiscal policy 

variable (change in real government expenditure) is reported in Table IS and 

may be summarized as follows: asymmetrical real wage behaviour between France 
on the one side and Germany and the Netherlands on the other is •Granger 

caused' by both asymmetrical fiscal and monetary policy, whilst between Italy 

and the latter countries only asymmetrical liscal policy matters. Asymmetrical 

fiscal policy also significantly contributes to explaining asymmetrical real wage 
behaviour in the German-Belgian case, and for most cases in relation to Denmark 

asymmetrical monetary policy matters. The latter result may be explained by the 

fact that the Danish monetary policy reforms in 1985 coincided with a strong 

government interference in the two-year wage negotioations by enforcing strict 
upper-limit for wage increases. With respect to European monetary ini.egraUon 

UA more detailed description of the concept of 'Granger causality' and its 
econometric application in vector autoregressions are given in section 2 below. 

, 
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Table 15 suggests that the elimination or asymmetrical monetary policies under a 

monetary union may contribute to reducing some of the real wage asymmetries 

between ERM countries. However, in the French, Italian and Belgian cases 

relative to Germany a further harmonisation or fiscal policies appears to be at 

least equally as important in order to reduce real wage asymmetries. 

The above evidence on labour market asymmetries as reflected in real wage 

asymmetries is supported by the evidence from Table 16 regarding relative 

unemployment shocks between ERM countries. No£e that unemployment shocks, 

which between all countries were predominantly symmetrical prior to the EMS, 

have remained symmetrical between the former snake participants Germany, the 

Netherlands, Belgium and Denmark, but have become primarily asymmetrical 

between these countries and France, Italy and Ireland. This is due to the fact 

that in the former snake group the variability of both a.symmetrical and 

symmetrical unemployment shocks bas been reduced significantly. However, for 

the remaining countries only the variance or symmetrical unemployment shocks 

has been reduced Significantly, whilst the variances of asymmetrical 

unemployment shocks have remained unchanged or have increased significantly. 

Therefore, to the extent that political action in response t-0 unemployment shocks 

is concerned to be desirable, the above results may point towards a need for 

asymmetrical fiscal stabilization policies in a monetary uruon. 

1.8. Asymmelries in External Babnce or Current Account Shoe.kB 

The final point to be considered here concerns relative external balance or current 

account shocks between ERM countries. The evidence for differentials of current 

account indices (71Q2=!00) in Table 16 suggests that during the EMS period the 

variability of both symmetrical and asymmetrical shocks to external balances has 

significantly incrused. Furthermore, whilst current account shocks in the 

majority of ca,,es a.re predominantly asymmetrical in the pre-EMS period, they 

tend to be more symmetrical during the EMS period. This is due to the fact that, 

on average, the variance of symmetrical current a.coount shocks increased by a 

larger proportion than the variance of asymmetrical shocks. This increased 

variability and divergence between the external accounts of ERM countries 

represents a p0tential source of instability within the exchange rate mechanism 

and realignments in the period up to monetary and economic union may be 

crucial for the reversal of the process. This is supported by the fact that both 
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real exchange rate (competitiveness) shocks and relative domestic supply shocks 
are found to be predominantly symmetrical and therefore are unlikely to 
contribute to a reversal of current account developments. 

L 7. Summary and Conclusions 

In this chapter it has been argued that in the transition period to economic and 

monetary union the loss of the nominal exchange.rate as a policy instrument is of 
major importance only to the extent that relative shocks are predominantly 

asymmet rical. The relevance of this proposition for the present EMS system has 
been examined empirically by applying the Aoki factorization of domestic and 

foreign variables into independent systems of sums and differences of their 

national counterparts for a variety of macroeconomic time series. The findings 
from this analysis are summarized below. 

Firstly, the behaviour of nominal and real exchange rates, nominal interest rates, 

relaUve inflation rates and current accounts has been domi,nated by symmetrical 

shocks. However, whilst the variances of shocks to nominal exchange rate, 
relative inflation rates and international competitiveness have declined under the 

EMS, the variance of shocks to external balances has increased. Since current 
external . balances are an important indicator of the compatibility of 

macroeconomic performances with greater exchange rate stability, this current 

account externali.ty of the EMS is a serious obstacle to further monetary 

integration. Furthermore, it suggests that relative in.llation rates and 
competitiveness have not moved sufficiently in the right direction to avoid 

current account imbalances, and supplementary asymmetrical fiscal or supply side 

politics may be needed to achieve the necessary reversal of current external 

balance developments before moving to economic and monetary union. 

Secondly, whilst during the EMS period relative inflation rates are clearly 

dominated by symmetrical shocks, .real wages exhibit a relatively large proportion 

of asymmetrical shocks. This suggests that substantial differences in the degree of 
wage moderation in response to deflation have remained during the EMS period. 

In addition, relative unemployment shocks, which prior to the EMS were 

predominantly symmetrical, are found to be primarily asymmetrical during the 
EMS period. Th.is result, however, does not apply to relative unemployment 

shocks between the' former snake participants Germany, the Netherlands, Belgium • 

• 
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and Denmark, which after 1982 experienced predominantly symmetrical 
unemployment shocks and relatively moderate and quite symmetrical price a.nd 

wage inflations. When judged on the . basis of these relative labour market 
developments a monetary union between the former snake participants is 

therefore likely to be achievable at the cost of smaller labour market distortions. 

Furthermore, it has been shown that asymmetrical fiscal policies significantly 
contributed to asymmetrical real wage behaviour between the three major ERM 

participants (France and Italy on the one side and Germany on the other). More 

symmetrical real wage behaviour between these countries is therefore likely to 
require further harmonization and ooordioation of fiscal policies. 

Thirdly, the predominantly symmetric behaviour of inflation rates is found t-0 

coincide with predominantly symmetric domestic demand and supply shocks. The 
decline in the variability of asymmetrical demand and supply shocks during t he 

EMS period is thereby consistent with the general decline of output growth rates 

and the increased synchronization of business cycles a.cross most industrialized 
countries. It is important to note that the only asymmetrical behaviour of 

domestic demand shocks is found for Germany and may largely be attributed to 
the strong performance of the German economy. In addition, this asymmetry in 

domestic product demand is not inconsistent with the asymmetry in external 

demand for German products, which largely explains the massive current account 
surplus of Germany. To eliminate such asymmetries before moving to economic 

and monetary union ERM countries ma,y have to pursue asymmetric domestic 

pollcies which improve their price and cost competitiveness. 

Finally, relative money supply shocks are found to be predominantly 

asymmetrical, and money demand shocks also exhibit a relatively large 

proportion of asymmetry. It is important to note that these asymmetrical shocks 
would be eliminated under a monetary union with perfect capital mobility and 

currency substitution. The eipstence of asymmetrical monetary shocks may 
therefore provide a rationale for further monetary integration since they prevent 

an efficient international coordination of monetary policies. However, 

asymmetrical monetary shocks may simply be a reflection of asymmetries in the 

' conduct of monetary policy within the EMS, where according to the 'asymmetry' 
hypothesis Germany provides the monetary anchor and all non-Cerman ERM 

participants decide on the appropriate degree of exchange rate accommodation. 

The empirical relevance of tbese arguments is discussed in the following section . 
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2. Struct1Jlal Aaymmetries and the 'Lucas Critique' 

According to the famous 'Lucas critique' the structure of econometric models is in 

general not invariant to changes in policy objectives, operating procedures, or 

policy constraints over time, especially if these models incorporate the optimal 

decision rulelt of economic agents, which are conditional oo policy actions. 

Changes in policies will therefore typically alter the structure of such economeiric 

models. In other words, the structural parameters of these models are policy 

variant, meaning that they will change whenever policy is changed. As a result, 

reduced form econometric models, which are frequently used for quantitative 

policy evaluation, tend to exhibit structural breaks if policy changes are of the 

once-and-for-au type, or, more generally, will have parameters which vary over 

time and foUow deterministic or slOchastic processes that may be either 

stationary (random) or non~ationary (random-walk) processes. In the latter 

case, as emphasized by Lucas (1976). even small standard errors of short-term 

policy pro,iectioos do not rule out the possibility of an infinitely large variance of 

forecast errors in the long-£un and hence render such models useless for a 

quantitative assessment of long-run policy effects. 

The above type or policy induced structural change or reduced form econometric 

models has so far received little attention in studies of · the European Monetary 

System (EMS). Two major reasons account for this: firstly, quantitative research 

oo the EMS has only just begun since it i3 only reoenUy that a sufficient number 

of observations ba.s become available. Secondly, the majority of empirical work on 

the EMS is conducted by estimating single reduced form equations which 

frequently are postulated ad lioc rather than being explicitly derived from a 

structural economic model; hence the influence of policies on the structural 

parameters of these reduced form models is unclear and not directly testable. 

However, this does not imply that the 'Lucas critique' is irrelevant for these 

models. 

The above point may be illustrated by referring to the paper of David Begg in 

this volume, which analyses the dynamics of output, prices, wages and interest 

rates ~der two versions of the present EMS, characterized by partial exchange 

rate accommodation in connection with •German leadership', and a monetary 

union, defined as irrevocable nominal exchange rate fixity under a common 
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monetary policy. For the simplified case of a tw0-<ountry EMS the endogenous 
variables in the reduced forms of the noiH:entre country depend - in addition to 
their own past history - on the corresponding variables of the centre country. 

However, the reverse does not hold since the endogenous variables in the centre 

country depend only on their own past history. Furthermore, ·the coefficients of 
the centre country's lagged variables in the noo-<ientre country's reduced form 

depend negatively on the degree of exchange rate accommodation, and hence 

decline as the EMS progressively tightens on the road to monetary union. This 
type of policy induced structural change highlights the relevance of the •Lucas 

critique' for the EMS, in particular if vector autoregressive representations of 
economic models are estimated without identifying parameter restrictions. The 

empirical estimates below are, however, derived from such atheoretical vector 

autoregressions, primarily because all empirical evidence available to date on 
'symmetry' versus 'asymmetry• in the EMS is based on these models. However, 

the focus of the analysis is on the structural stability of the estimates with special 
reference to potentially policy induced structural change, which may serve to 

illustrate the limitations of the econometric evidence on •asymmetries' in the 

EMS provided to date. 

2.1. Asymmetries and Monetary Policy Interactions 

The empirical implications of the 'asymmetry' hypothesis may be described as 

follows: given that the transmission of monetary policy impulses both within and 

between economies is sluggish and frequently involves long lags, the policy 

variables in the non-centre EMS countries s~ould, in addition to their own 
history, also depend on the history of the corresponding policy variables of the 

centre country. However, the reverse does not bold and the policy variables in the 

centre country should only depend on their own history if monetary policy is set 
independently. Conversely, under the competing 'symmetry' hypothesis of the 

EMS policy variables in both countries should only depend on their own history, 

and causality relations should not exist. Therefore, the •asymmetry' hypothesis of 

the EMS may be tested econometrically by employing the concept of 
uni-directional •Granger causality' between domestic and foreign variables. 

Empirically such •Granger causality' test are carried out by running two sets of 

independent vector autoregressions for domestic variables (y tl and foreign 
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variables (Yt} of the form: 

n m 
Yt = 3o + E a. Yt . + E b. y•t . , 

i=l I - I i=l I - J 

n m 
y*t = a~ + E a! Y!t . + E M Yt . , 

i= I I -· i= I I -I 

(la) 

(lb) 

and computing F-tests or likelihood-ratio tests for the joint significance of the 

foreign variables in each country's regression equation. Since the distributions of 
these test statistics are well-known, their corresponding marginal significance 

levels can be calculated from the F-<listribution or t he x2-<listribution 

respectively. In the analysis below I focus primarily on these statistics instead of 

reporting the F-tests and likelihood-ratio tests with their corresponding degrees 
of freedom. 

Before proceeding, some remarks on the power of these tests are in order. Note 

• 

that such simple causality tests of the 'asymmetry' hypothesis can be criticized , 

on various grounds: firstly, they rely heavily on the assumption that the centre 
country sets its monetary policy instrument irrespective of the policy actions of 

the non~entre countries, as reflected by the degree of exchange rate 
accommodation. As Wyplosz (1989b) rightly argues, game theory shows that, 

whatever the policymakers' pref~rences, such a policy is clearly inferior to one 

where the cimtre country reacts to policy settings elsewhere. As ii result, •Granger 

causality' tests are likely to reveal cross-influences between. countries even if the 
conduct of policy is strictly asymmetrical in the sense above. Secondly, due to 

policy changes in response to exchange market pressure, or as a result of the 

transition to the EMU, the problem of the structural stability of reduced form 
equations arises, as would be expected according to ~he 'Lucas critique'. The 

empirical relevance of this argument therefore has to be checked before any policy 

recommendations based on estimates of equations are to be considered for the 

design of future policies or policy institutions in the process towards monetary 

union. 

' 

• 



• 

• 

-27-

2.3. The Empirical Evidence on Asymmetries, German Dominance and the 
Relevance ol the •Lucas Critique•. 

The relevance of the •Lucas critique' for the cro~ountry policy links in the 

EMS depends primarily on the frequency of monetary policy shifts in member 

countries as the EMS progressively tightened during the first deca.de of its 
existence. References to such policy shifts are frequently ma.de in the literature: 

in Wyplosz (1987, 1988) the commitment towards the EMS is said to have tipped 
the scale toward monetary restraint in France with the adoption of the austerity 

programme after March 1983. Artis (1987) reports that Denmark seems to have 
used the EMS initially more as a •crawling peg' and only later moved to a more 

counter-inflationary policy stance by adopting ' level-pegging' policies. In 

Andersen and Risager (1983) and Christensen (1987a,b, 1988) this Danish policy 
switch is related to the adoption of stabilization policies after the election of the 

Liberal-Conservative government in October 1982. Finally, in discussing Irish 
stabil.ization policies Dornbusch (1989) notes that not taking advantage of the 

EMS realignment in February and June 1982 for devaluations signifies a shift 

from accommodating exchange rate policy to a determined effort to squeeze 
inflation. Summarizing these arguments it can therefore be stated that policy 

shifts in connection with EMS membership appear to be have occured in a 
number of EMS countries. These policy shifts can be expected to have a 

non-neclectable influence on the 'asymmetry' properties and policy links of the 

system. In particular, it can be argued that the post-March:-1983 EMS may have 
worked quite differently than the pre--1983 system. 

In the empirical literature on the EMS a variety of specific versions of the above 

'asymmetry hypothesis' can be found. Giavazzi and Pagano (1985), Giavazzi and 
Giovannini (1988) and De Grauwe (1988) discuss asymmetries under the heading 

'DM-zont! and study the behaviour and interrelation of on-;,hore interest rates, 

off-11hore interest rates and forward prernla. Cohen and Wyplosz (1989) provide 
similar evidence using domestic short-term interest rates and monetary base 

growth. Giovannini (1988b) reports empirical evidence derived from domestic 

interest rates and foreign reserve flows. Finally, Fratianni and . von Hagen 

(1989a,b,c) analyse asymmetries in terms of 'German dominance' by looking at 
monetary base growth, on-;,hore and off-;,hore interest rates and forward premia 

around major realignment dates. The evidence provided by these studies, which is 
primarily based on 'Granger causality' tests, is reviewed in Wyplosz (1989b) in a 
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condensed form and may be summarized as follows: in all studies there is a rich 

pattern of interactions among the above monetary policy instruments. While 
German moneta.ry. policy impulses influence monetary policy instruments in other 
EMS countries, Germany is not immune from influences in the opposite direction, 

suggesting that the EMS worked quite symmetrically. However, given the above 

limitations of these causality tests, Wyplosz nevertheless states that "the 
asymmetry hypothe3is is probably corre.c(' . It is argued in this paper that the 

tim~va.riability of the estimates, resulting from structural breaks in the 
estimated relationships as the EMS progressively tightens, may explain this 
discrepancy between empirical fmdings and common intuition. 

2.3.l. Asymmetries, ShorHer:m Monetary Policy and Interest Rates 

The strongest non-formal evidence on asymmetries in the EMS is based on the 
relative behaviour of on-ilbore and off-i>bore interest rates. Amongst others, the 

studies of Giavazzi and Pagano (1985), Giavazzi and Giovannini (1987, 1988), 

Artis (1987) , Wyplosz (1987) and De Grauwe (1989) suggest that the EMS works 
in an asymmetrical fashion. Giovannini (1988b) explicitly states that the 

asymmetries in the_ use of capital controls a.re just a reflection of the central role 
played by the Bundesbank; countries other than Germany use capital controls as 

instruments to maintain their exchange rate t~gets without having to surrender 

their monetary sovereignty. This proposition is based on the observations that in 
France and Italy, which throughout most of the EMS period relied heavily on 

capital controls, both on-11hore and off-i>bore interest rates showed large 

deviations in periods prior to realignments, whilst for Germany and the 

Netherlands both rates moved closely together. Graphs 1 and 2 illustrate this 
point for France and Germany. 

A testable form of the hypothesis of asymmetry in the use of capital controls can 

be derived from the argument of Giavazzi and Pagano (1985) that capital 

1 controls in France and Italy effectively placed domestic interest rates under the 

control of the domestic monetary authority. Note that under perfect capital 

mobility domestic interest rates would be determined according to the covered 

interest rate parity condition by the centre country's interest rate plus the 

• 

• 
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forward premium12 or discount relative LO the centre country: 

(2) 

where the second term on the right band side represents the bilateral forward 

premium or discount, with rt as the n-period forward exchange rate, st as the 

spot exchange rate and it and ii as the domestic and foreign nominal returns on 
financial assets with n-period maturity 1'1l5pectively. Under free capital 
movements and fixed but adjustable exchange rates both interest rates in the 

above equation will tend t.o move closely LOgether as long as the probability of a 
realignment is small. However, under speculative attacks (=high probability of a 

realignment) these close CCHnOvements between both interest rates may break 
down. Taking off-shore rates as a proxy for the relevant interest rates under 

perfect capital mobility, the above capital control argument implies that under 
effective capital c1)11trols there shorJd be no causal relation from French off-more 
to French on-shore interest rates. The resuas from empirically testing this 

hypothesis are presented in Table 18, wb.icb reports the marginal significance 

level (A1) or the likelihood-ratio test on the joint significance of six lags (n=m=6)•3 
of the off-5hore interest rates in the on-5hore interest rate equations, while the 

reverse test is labelled A3.t• ·Furthermore, if the likelihood-ratio test A2 (A4) on the 
additional significance of the current off-1!hore (on-shore) interest rate in the 

on-5hore (off-shore) interest rate equation is significant at the I percent level, 

A2=.99 CA.=.99), the corresponding causality tests A1 (A3) are marked as bold 
numbers. Note tha1 A2 ( A4) measures the marginal significance or instantaneous 

'Granger feedbaclc' or co-movements between the two interest rates. Table 18 

allows the following conclusions to be drawn: in all cases highly significant 

illlltantaneous feedback (co-movement) exists between the on-ehore 

12under fixed exchange rates this is to be interpreted as the expected capital gain 
arising from the probability that a realignment will occur during the lifetime of \he 
asset lleld. 
13AJternatively experiments were conducted using both both n=m=3 and n=m=9, 
withou\ affecting lbe basic results. 
••StarS indicate significance at five (*) and one(**) percent levels respectively . 
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and off-shore interest rates of each country.I& With respect to the hypothesis 

regarding the 08J/mmtlries in the use of capital controls the results show that in 

addition to significant co-movements in off-5hore and on-1hore rates of each 

country significant lagged causality patterns also exist. In none of the cases 

reported does causality run from on-5hore to off-shore rates, but there is reversed 

causality for Germany in the firs\ sub-period (79M~M3) and for France in the 

second sub-period (83M4-89MIO). This suggests that France, at least in the early 

EMS, which as Graph Z shows is when most of the variability of off-5bore rates 

occurred, was successful in insulating domestic rates from speculative attacks. 

The insulation or domestic interest rates from speculative attacks under capital 

controls does not, however, necessarily prevent the transmission or monetary 

policy impulses from abroad. Assuming that the conduct or short-term monetary 

policy is primarily carried out through interest rate policy, this implies that 

under an asymmetric EMS with German dominance in monetary policy any 

interest rate innovations in Germany should •Granger cause• interest rates in the 

remaining EMS member coun.tries, whilst •reversed Granger causality' should not 

be found. In the following section this proposition is tested empirically using a 

variety Of interest rate definitions in order to ensure the robustness of the 

findings. 

Table 19 reports our results for 3-montb interest rates. With respect to German 

dominance it can be s~ that in the overall period and in the pre-1983 period 

German interest rates cause interest rates in France, the Netherlands and 

Belgium at a one percent significance level, while the reversed causality test is 

insignificant. The same result holds for Italy at the live percent level. This strong 

lagged interest rate relationships appear to dissolve in the post- 1983 period, 

where with the exception of the Belgian-Irish case no significant lagged causality 

relationships are found. Note that this phenomenon may be explained by the 

progressive tightening or the EMS: a decline in the degre of exchange rate 

accommodation will speed up the transmission of policy impulses and as a result 

' the more distant lags of tlie foreign country's policy variables in the vector 

t5Note that1 due to their simultaneous equation estimation method, Fratlanni and 
von Hagen\ 1989a,b,c) are unable to discriminate between lagged •Granger causality• 
and instantaneous •Granger feedback' between policy variables. As will be discussed 
below, this tends to bias the results towards tbe rejection of the •German dominance' 
hypothesis. 

• 
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autoregressions of the domestic equations will tend to have estimated coefficient.s 

which are no longer statistically clifferent from zero. Hence these foreign variables 

will tend to have no additional explanatory power, which in Table 19 applies to 

the France and Italy where the GenlWI variables in the post-1983 EMS are only 

significant at the ten percent level. At the same time the progressive tightening 

of the EMS implies that the ro-movement.s between domestic and foreign 

variables will increase. This is found to be true for Belgium and the Netherlands, 

where after 1983 the instantaneous co-movement.s with German interest rates are 

significant at the one percent level. The same applies to France at the five 

percent significance level. However, th.is does not imply that the EMS has 

recently worked more symmetrically; it only means that the effects of possibly 

asymmetric monetary policies are transmitted in a shorter time-span than the 

one used in the estimation. 

With respect to asymmetries in the EMS, the main message Crom Table 19 is 

that German short-term monetary policy, as reflected in domestic interest rate 

innovations, is found to have a powerful influence oo the remaining EMS 

countries, 1& while the reverse . d0es not hold. •7 ln particular, the significant 

bi-directional Fre.nch-German or Belgian-Cermao causality links reported in 

De Grauwe (1988) and Cohen and Wyplosz (1989) oould not be reproduced in our 

estimates. I will return to this point below. Secondly, as in the Cohen and 

Wyplosz (1989) paper, the non-German EMS oountries are also found to transmit 

their interest rate innovaUons.18 For example, there is an important bi-directional 

causality link between France and It aly, which is also reported in De Grauwe 

(1988). The signlficance of these. French-Italian and Dutch-French causality links 

can also be established if the causality or these variables is tested in addition to 

t6In Fratiaoni and von Hagen (1989b) this test is labelled 'independence from 
German policy' . In the estimates adjusted for a structural break in 89M3 this test is 
rejected for France, the Netherlands and Ireland in the first suH&mple and for 
France, Belgium and the Netherlands in the second sub-sample. 

t7Fratianni and von Hagen (1989b) reject this test, which they label •German policy 
independence' in all estimates for both sulHiamples. However, note that their test is 
rejected if causality runs from any non-German EMS ooutries to Germany, and that 
their notion of causality is based on both lagged awl instantaneous 'Granger 
causality'. Such a strong hypothesis is unlikely, however, not to be rejected. 

ISThis corresponds to the •EMS insularity• test of Fratianni and von Hagen (1989b), 
which in the estimates adjusted for a structural break at 83M3 is rejected in both 
sub-samples for Italy, Denmark and Ireland, but can not be rejected for France, 
Belgium and the Netherlands . 
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the inclusion of German interest rate innovations (6 lags) in the corresponding 
equMions. This result does p.ot hold for the Belgian-Dutch link, which 'is 

insignificant given the German influence.19 However, whilst this evidence might 
suggest that the EMS did not work as a full 'DM-wne", it does not rule· out 

•German dominance• in the EMS, which is viewed as the less strong hypothesis. 

In order to check the robustness of the above results alternative definitions of 

interest rates were employed. For the short maturity end the call money interest 
rate, which plays an important role in the conduct of domestic monetary policies, 

was used, whilst the long end of the maturity range is represented by the 
long.,.term government bond rate. Tables 20 and 21 summarize the results from 

these vector autoregressioos. The call money rate largely reproduces the results 

for the three month interest rate: Germap interest rate innovations are found to 
have a significant impact on interest rates in all remaining EMS countries, while 

the only bi-directional causality relationship is the German- Italian interest rate 
link in the first sulH!ample. Contrary to the evidence for three-month interest 

rates, the causality patterns for call money rates do not dissolve after 1983. The 

influence of Germany's interest rate policy is highly significant at the one percent 
level for the Netherlands, Belgium and Ireland, and at the five percent level· for 

France and Denmark. Significant reversed causality is not found in any of the 
cases. Again, this result points toward an asymmetrical conduct of monetary 

policies within· the EMS. With respect to the interaction of non--Oerman EMS 

member counuies Table·20 also reveals a strongly interactive pattern: whilst the 

highly significant uni-directional Belgian- Italian, French- Dutch a.pd !Iish- Dutch 
causality links break down after 1983, this result does not apply to the highly 

significant. bi-directional Danish- Belgian and the uni-directional Irish-Danish and 

Italian-!Iish interest rate links, which also are all significant in addition to a 

given German influence. Finally, significant external causality links, as measured 

• 

• 

.. 

19 A similar point is made by De Grauwe co'ncerning the German influence on EMS 
interest rates ~ the influence of U.S. interest rates on these countries. 
Surprising!{ De Grauwe (1988) l:loes not also test the reversed proposition on the 
inclusion o the U.S. interest rates~ the German influence. lo Fratianni and von 
Ha11en (1988b) this reversed test is carried out under the label •world ins'ularity• test, 
which in the structurally stable estimates was only rejected for Italy in the second 
sub-period. We also find that for the 3-month interest rates the inclusion of the 
U.S. interest rate (6 la~s) in addition to the German rate (6 lags) was only significant 
in the case of Italy. Fmally note that De Grauwe (1988) includes both tlie current 
and lagged U.S. rates and then tests for the significance of additional l~ed German 
rates, which in our view introduces a bias of the results towards the rejection of the • 
•OM-zone' hypothesis. 
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by the influence of the U.S. interest rate given the German influence, only exist 
for Italy in the first sub-period, as was the case for the three-month rates above. 

The evidence from long-'-term government bonds is somewhat different to the 
results repot.ted above. The influence of German interest rate innovations is 

highly significant for Italy. and Belgium, anil significant reversed causality links 

do not exist for any country. However, the hypothesis of independence from 
German policy cannot be rejected for France, the Netherlands and Denmark in 

both suHamples. Furthermore, Table 21 also reveals a less elaborate interactive 
pattern. Major interactions are only found for the Dutch- Italian and 

French-Italian as well as the Irish- Belgian and Dutch-Belgian interest rate 

linkages. Moreover, the latter two are not significant if tested in addition to a 
given German influence. Finally, long-term interest rates also exhibit stronger 

external interest rate linkages, as inclicated by the significance of the U.S. 
government bond rate (6 lags) in addition to a given German influence in the 

regressions for France, the Netherlands and Belgium in the first suti:-period and 
for Italy and Denmark in the second sub-period . 

The results discussed so far may best be summarized by saying that Germany 

appears to be an important and non-dominated player in the EMS monetary 
policy game, while this is not true for the remaining EMS member countries. In 

this sense there is 'asymmetry' in the system. However, this is far from saying 

that Germany is the only relevant policymaker in the EMS, as is frequently 

required under stronger formulations of the •German dominance' hypot.hesis. Such 

strong formulations of the dominance hypothesis are clearly rejected by the data. 

A second important result from above is that causal relationships between 

interest rates in the EMS frequently appear to break down between the two 
suHarnples. This corresponds to the results of Fratianni and von Hagen (1989b}, 

who also find that their •Granger causamy• tests are sensitive to the break in the 

sample. To test this hypothesis more formally I employ a variety of parametric 
stability test,s. Note that if there were a single structural break at an known 

point in time, for example around the March 1983 realignment, the significance of 

this break can be tested for by using the parametric F-test of Chow (1960), the 
likelihood-ratio test of Quandt (1958, 1960) or the CUSUM-OF-SQUARES tests 

of Brown, Durbin and Evans (1975). An example of the evidence from these 

stability tests is reported in Table 22. In general, the stability test results can be 
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summarized as follows: firstly, based on the CUSUM-OF-SQUARES forward and 

backward tests there is significant instability at the one percent level in all 
estimated equations for 3-month rates, while for call money rates and long-term 
government bond rates only the Italian regressions show no significant instability. 

Secondly, based on the F-test of Chow (1960) the hypothesis of regression 

parameter stability could rarely be rejected for the German, Dutch, Belgian, 

Danish and Irish regressions whilst significant parameter stability is frequently 
found in the French and Italian regressions, regardless of the definition of the 

interest rate. Finally, based on the likelihood-ratio test of G,oldfeld and Quandt 
(1973a,b, 1976) the stability of the Italian regressions could in general not be 

rejected if judged on the basis of a critical value from the x~istribution with 

k+l (number of regressors + 1) degrees of freedom.20 Summarizing these findings it 
may stated that the problem of structural instability of the estimated interest 

rate .equation appears to be rele.,ant in the vast majority of cases. 

• 

• 

The above results apply to the a-priori split of the sample in March 1983. More • 

generally, the most likely point of structural break may be estimated by using 
switching regression methods and calculating the above test statistics and the 

likelihood-ratio test of Goldfeld and Quandt {1973a,b, 1976) at every possible 
point of strnctural break. To illustrate the results from this analysis I focus on 

the German-French interest rate linkage and display these time-varying stability 

test statistics for the till'ee-month interest rate equations in Graphs 3 to 6. These 

Graphs clearly show the significant instability of the estimated vector 

autoregressions: the Chow test and the forward and backward 
CUSUM-OF-SQUARES tests all point towards a significant structural break 

after the presidential elections in May 1981 or the realignment in October 1981. 

The likelihood-ratio test of Goldfeld and Quandt (1973a,b, 1976), which is more 

20The likelihood-ratio test of Goldfeld and Quandt (1973a,b, 1976) tests the full 
null-hypothesis of k constant coefficients llrul oonstant residual variance, hence k+ 1 
corresponds to the number of restrictions across regimes. Quandt (1960) 
demonstrates that the likelihood test statistic -2ln>. does not follow an unmodified 
xYistribution. However, Lehner and Moller {1981) demonstrate that the 
x2-distribution with k+ I degrees of freedom may be used to construct a 
conservative test for stability. 

• 
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reliable21 in detecting the timing of departures from structural stability, points 
towards the Jll!le 1982 or March 1983 realignments as the most likely points of 
structural break. Note that at all four points in time speculative aUacks on the 

French franc occurred and interventions to stabilize nominal exchange rates in 
combination with a. progressive tightening of foreign exchange controls were 

carried out. 

The implications of this significant structural instability for the 'asymmetry' issue 
is examined in Graph 7, where the marginal · significance level of the 

likelihood-ratio test statistics >.1, and >.3 of the •Granger causality' test are 
calculated for every possible. break-point of the EMS sample by fixing the 

end-point of the sample (89M10) and iterating the starting point of the vector 
autoregressions. The time-paths of_ the marginal significance of this time-varying 

'Granger causality' tests are plo~ted in Graph 7 against the standard significance 

levels. From the backward regressions it is obviollll that for the overall sample ( = 

starting points of te3t trajectories) there is highly. significant causality link Crom 

German to French three month interest rates (>.,), whilst reversed causality (>.J) 
is non~ignificant throughout the sample. As more initial observations are 
dropped from the sample, >.1 remains constant until just after the presidential 

elections in France, and then falls below the .95 percent significance line. 

Between the March 1983 and the July 1985 realignment >. 1 fluctuates between the 
.9 and .95 per~t significance lines, and declines toward zero after mid-1985. 

With respect to the •asymmetry' issue Graph 7 therefore shows that over most of 

the EMS period German interest rate innovations are more likely to cause 
accommodating movements in French rates than vice versa. 

Graph 8 for the German-French call money rate linkage demonstrates this point 

more clearly. The inlluence of German interest rate innovations on French rates 
is significant at least at the .95 percent significance level throughout almost all 

the sample, whilst the reversed test -is insignificant. Again the evidenee points 
towards •German dominance'. However, this evidence from the short end of the 

21Toyoda {1974) demonstrates that the Chow-test is biased in the presence of 
heteroscedasticity. See also Jaytissa (1977) and Schmidt and Sickles {1977) on this 
point. For problems of the Chow-test under misspecification see Thursby (1982). 
Finally Brown, Durbin and Evans (1975} state that the CUSUM-OF-SQUARES 
test is not a very high powered parametric test for detecting specific departures from 
regression model constancy . 
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maturity range does not hold for long-term maturities. Graph 9 for the long-term 

government bond rate shows that the significant reversed causality relationship 
between France and Germany breaks down if observations prior to the May 1981 

presidential elections are excluded from the sample. 

2.3.2. A8ymmetties, Medium-Term MorieWy Policy an4;1 Monetary Aggregates 

Before drawing any conclusiooa on the V&lidity of tbe •asymmetry hypothesis' the 
empirical evidence based on vector autoregressions using interest rates has to be 

supplemented by evidence derived from monetary aggregates. I firstly consider 

broader definitions of monetary aggregates, which are frequently used as 

intermediate targets for medium-term monetary policy, and only later discuss the 
evidence from the directly controll~le monetary aggregate, the monetary base. 

Tables 23 and 24 display the evidence for changes in the growth rates of money 

(Ml, cash plus demand deposits) and quasi money (M2 = Ml plus time deposits 
or M3 = M2 plus saving deposits). German innovations in Ml growth rates are 

found to exert a significant influence on money growth in Italy, the Netherlands, 

Belgium and Ireland. However, Germany itself is not free from reversed influences 

from Belgium and Denmark in the first sub-sample and from Ireland in the 
second sub-sample. For quasi money growth such reversed causality is also found 

for the Netherlands and Denmark. This clearly violates the •German dominance' 
hypothesis, which is therefore rejected on the ·basis of Tables 23 and 24. 

In checking the structural stability of the estimates it is found that almost all 
money and quasi;nooey equations are structurally stable regardless of which of 
the above • stability tests is ·employed. The only significant departures from 

stability were detected in the Italian equations with respect to France, Germany 

and Belgium. 

With respect to the sensitivity of the •Granger causality• test ·regarding the choice 

of the sample period Graph 11 reveals that in the French-German money growth 

relationship both test statistics A1 and A3 are noo-l!ignificant for the overall 
period (=starting point of trajectory) and for the post March 1983 sub-period. 

However, as in the case of the interest rate equations above German money 

growth rates are more likely to cause French money growth rates than vise versa. 

Furthermore, note that after the July 1985 realignment the test for •German 

• 
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dominance' A1 becomes significant, whilst the reversed test A3 on German policy 
dependence remains insignificant. This again points towards •asymmetries' in the 

effects of medium-term monetary policy, as reflected by the international 
transmission of money growth rates. 

A problem with using the wider monetary aggregates such as Ml , M2 or M3 for 
the evaluating the effects of monetary policy is that they are jointly influenced by 

the behaviour of private sector agents and by the policy actions of the central 
bank. It is therefore preferable to use narrow aggregates which are directly 
controllable by the. authorities. For this reason Fratianni and von Hagen 

{19S9a,c) , and Cohen and Wyplosz (1989) run .vector autoregressions using 

monetary base growth (MO), which is the sum of changes in net foreign assets 

(FA) and net domestic credit (DC). In order to understand the findings from 
these estimates it is, however, necessary to discuss briefly the intervention rules 

of the EMS . 

At the bilateral intervention margins intervention in the partner currency 

concerned is obligatory and potentially unlimited in amount for both participating 
countries. These compulsory interventions are automatically financed under 

mutual credit lines in the European Monetary Cooperation Fund (EMCF) by the 
respective partners' central bank.· Thus, for unst.eriliw! interventions this •very 

short-term financing facility' (VSTFF) immediately implies inverse symmetrical 

short- term liquidity effects on the monetary base of both countries concerned. 

However, the obligation to repay the funds at the latest 9 1 /2 months after the 
month of the intervention22 results in a medium-term depletion of the limited 

stock of foreign exchange reserves in the •weak' currency country and in an 

accumulation of foreign exchange reserves in the •strong• currency country, 
regardless of which country intervenes in the foreign exchange markets. This 

secondary effect will be labelled the asymmetrical medium-term foreign exchange 

reserve effects. 

The above symmetric liquidity effect of unsterilized interventions is likely to 

result in significant <Xrroovements between the monetary bases of the countries 

concerned. However, large scale unsterilized interventions are typically in conflict 
with the strong currency country's domestic monetary targets. Therefore these 

22$ee Bofinger (1988) for the details on the derivation of this maximum time span . 
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liquidity effects may be sterilized by offsetting movements in the domestic credit 
component of the monetary ba.se. If sterilization in the month of the intervention 
is incomplete and tbci'efore bas to be spread over time, this is likely to result in 

reversed caus&lity links running from the liquidity effect in the monetary base of 
the 'weak• currency country to the sterilization effect ,in the monet&ry base of the 

•strong' currency country. Fi.nally, in the abeence oJ intervention the standard 

causality link from the centre couniry's monet&ry base to the non-<:entre 
country's monetary base may be detected. Summarizing, vector autoregressions 

using monetary base growth are unlikely to reveal any insight with regards to 
'asymmetries' in the EMS since a multitude of noIHliscriminable hypotheses is 

tested. Note that this reservation with respect to these tests carries over to the 

tests for monetary aggregates from above, given that a stable base multiplier 
exists. 

Table 25 reports our evidence for base money growth. In the early EMS period 

the German money base innovations significantly effect the monetary base in 
France and Belgium, whilst highly significant reversed causality links exist with 

the Netherlands and Denmark. In the second sulrperiod Table 25 reveals 
uni-directional causality from Germany to the Netherlands and Denmark, 

bi-directional causality between Germany and Belgium, and reversed causality 

between Germany and France; Italy and Ireland. Note that the latter three 

currencies have been devaluated in the post- 1983 EMS relative to the EMS 
average whilst the opposite holds for the former EMS currencies. More precisely, 

EMS intervention to support the Italian lira in March to July 1985, the Belgian 

franc in December 1985 to January 1986, and the French franc and Irish pound in 
April 1986 may account for this reversed causality findings given the German 

Bundesbank's preferences for sterili1.ed interventions. In other words, reversed 

causality findings in monetary base data may simply be a reflection of the 

dominant role of the Bundesbank in the EMS interventions given its preferences 
for sterilization rather than evidence of foreign policy dominance. 

This view is supported by the evidence from Table 26, which reports our results 

for the causality tests based on changes in foreign exchange reserves. Note that 
under the above asymmetric reserve effect the repayment of funds provided for 
interventions in the EMS will create causality links running from the 'weak' 

currency country to the 'strong' currency country. Table 26 indicates such 

causality links .in the French-German and Italian-German equations for the 

• 
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second sub-period, as would be expected from the 6ndings regarding mooey base 

growth. The causality links belween Germao--French and German-Dutch foreign 

exchange reserves in the first sub-period, which are also highly significant, are 

likely to reflect the intervention in support of the 'weak' German mark' 

surrounding October 1980 and February 1981. 

A seoond important finding with regard to asymmetries in the behaviour of base 

money in EMS member countries is thal the hypothesis of structural stability of 

the vector autoregressions could only be rejected for Denmark, irrespective of 

which stability test is considered. This insia.bllily for Denmark, which is due to 

institutional changes in Danish monetary policy in recent years, is also reported 

in Fratianni and von Hagen ( 1989c). 

Finally, as a result of the stability of the estimates the evidence on •Granger 

causality' also tends to be less sensitive with respect to the chosen sample period. 

This point is illustrated in Graphs 10 and 11 for the French-German base money 

and foreign exchange reserve link. Note thal when observations covering 1he 

initial German mark weakness are excluded from the sample the reversed 

causality from France to Germany is highly significant, which supports the above 

argument on the interpretation of the results. 

Summarizing these findings, it can be stated that evidence on •asymmetries' in 

the EMS, derived from regressions using base mooey data, is likely to reject the 

hypothesis of •German dominance' due to the asymmetric use of sterilized 

interventions by the Bundesbank. Unfortunately, the non-availability of 

intervention data makes it impossible to lest Ibis hypothesis directly. Further 

research on the exact interactions of sterilized interventions, short-term liquidity 

effects and medium-term reserve effects is necessary before drawing any 

conclusions on the validity of the •German dominance• hypothesis from data of 

monetary aggregates. 

2.t. Summary and Conclusions 

With respect to •asymmetries' in the conduct of monetary policy within the EMS 

the above findings question lhe relevance of some of the empirical evidence 

provided to date. Firstly, with respect to lhe evidence derived from interest rates 

ii is argued lhat the 'Lucas critique• appears to be relevant since the findings are 
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very sensitive to both changes in the political environment and to realignments 
within the EMS. This result is documented in some depth.for the French-German 

interest rate linkage. The message from the above evidence is clear: 'German 
' dominance' in the EMS is not rejected from the data, but the EMS js far from 

being a • DM-zone. ln particular, German short;-term monetary policy actions, as 

reflected by interest rate innovations seem to dominate interest rate policy in the 
non-German EMS member countries. Thi_s is especially true if the short end of 
the maturity range of interest rateS is considered. 

Secondly, the evidence from monetary aggregate5, which points towards a 
'symmetric• working of the EMS, also has to be questioned, albeit on different 

grounds. Here the •Lu~ critique' appears to be less relevant. This is not too 
surprising since medium-term policy considerations, which govern money supply 

decisions are typically Jess erratic and more orientated toward stable and 
predictable money growth. However, it is· argued that the •asymmetry' in the use 

of sterilized interventions requires a rHnterpretation of the results. In particular, • 

it is pointed out that reversed causality, which is frequently found in •Granger 

causality• tests of base money equations, may merely be an indication of the 
dominant role of the Bundesbank in the EMS intervention system given the 

Bundesbank's preferences for sterilized interventions. In summing up I therefore 
tend to agree with the statement of Wyplosz {1989b) that the •asymmetry 

hypothesis• on the working of the EMS is probably correct. 

The above conclusion has important implications for the process of monetary 
integration: if the success of the present EMS can be attributed to •German 

dominance', this should be reflected in the design of the future European system 

of central banks. In this context it may be argued that a stable, low-inflation 
ESCB would, like the Bundesbank, be required to be independent with a binding 

commitment to avoiding inflation and an explicit ban on monetizing deficits. 
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3. Summary and Suggestions for Further R.eeearch 

The paper aims at empirically analysing •asymmetries' in terms of 'shocks' and 
'policies' in the present EMS. or oourse, both issues cannot really be separated, 

either analytically or empirically, without an elaborate theoretical model, which, 

however, frequently is impossible to test econometrically. The above exercise may 

therefore be viewed as an attempt to 'make the data tall« on a number of policy 
relevant issues in oonnection with the creation of the EMU. 

The first part of the paper on •asymmetries in shocks' to major macroeconomic 

variables is thereby based on admittedly crude approximations of the 'shocks', 
which are neverthelss defendable given tbe fact that less erratic time series (low 

variance) are more easily predicted (low error or 'shock' variance), regardless of 
the prediction methods employed. However, using oonditional rather than 

unoonditional variances by estimating ARIMA time series models or structural 
regression models for each of the relevant · national variables and their 

•symmetrical' (sums) and 'asymmetrical' (differences) oomponents may be viewed 

as a next step. This would also allow to separate identification of transitory and 
permanent shocks, whereas this paper focused primarily on the latter by taking 

the appropriate differences (first or fourth differences in the case of seasonality) of 
the levels of the original ~ries. 

In the second part of the paper atheoretical vector autoregressions were employed 
to draw inference on the •symmetrical' or •asymmetrical' conduct of monetary 

policy within the EMS. The present paper finds more 'asymmetry' than the 

oontributions quoted from the literature. This result applies in particular to the 

short-term oonduct of monetary policy as implemented through the interest rate 
innovations, especially as far as the short end of the maturity range is concerned. 

However, the limitations and problems of this evidence based on vector 

autoregressions are higbligbt.ed by implementing time-varying •Granger causality' 
test procedures, which clearly demonstrate the instability of the estimates. On 

the basis of this evidence ii is believed that the ooncept of •Granger causality' is 

too crued a way of thinking about an •asymmetrical' conduct or policies. To 
understand asymmetrical policies they should be addressed empirically in terms of 

'credibility' and 'discipline' in connection with deflation efforts, as analysed in 

Weber (1988) for the EMS. Similar work on existing monetary unions may 

provide insights that help to resolve the 'credibility problem' of the future EM U . 
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IMF-International Financial Statistics, line rf. 
[MF-International Financial Statistics, line ld.d. 
lMF-International Financial Statistics, line 64, 
exceptions: for Ireland and Spain data on 
wholesale price indices from lMF-lnierna1ional 
Financial Si.atistics, line 63, were used. 

IMF-Iniematlona! Financial Statistics; line 60b, 
exceptions: for Ireland and Greece data from 
OECD-Main Economic Indicators were used. 
OECD-Main Economic Indicators, 
exception: for Italy a six month rate was used. 
IMF-Intemationa! Financial Statistics, line 60ea. 
lMF-Iniernational Financial Statistics, line 61. 

!MF-International Financial Statistics, line 14. 
OECD-Main Economic Indicators, index 
(1985= 100) of seasonally adjusted money. 
OECD-Mam Economic Indicators, index 
{1985=100) of seasonally adjusted quasi money. 

OECD-Main Economic Indicators, index 
{1985=100) of hourly rates in industry or 
manifacturing. 
OECD-Main Economic Indicators, index 
(1985=100) of seasonally adjusted total industrial 
production, exception: for Denmark an index of 
industrial animal products was used. 
OECD-Main Economic Indicators, value index 
{1985=100) of seasonally adjusted total retail 
sales. 
OECD-Main Economic Indicators, seasonally 
adjusted standardized unemployment rate. 
lMF-Iniernational Financial Statistics, line 82, 
exception: for France data from OECD-Main 
Economic Indicators on seasonally adjusted real 
(1980=100) government expenditure were used 
OECD-Matn Economic Indicators, billions of 
national currency units. To facilitate a 
comparison this series was transformed into an 
index series (71Q2= 100). 

• 

• 

• 



.. 

• 

• 

• 

-43 -

Rejermces 

Anderson,T.M. and Risager,o.; 1983, Stabilization Policies, Credibility and Interest 
Rate Determination in a Small Open Economy, European Economic Review 32, 
pp. 669-679. ' 

Artia,J.M., 1987, The European Monetary System: An Evaluation, Journal of Policy 
Modelling 9, pp. 175-198. . 

Artia,M. and Taylor,M.P ., 1988, Exchange Rates, Interest Rates, Capital Controls 
and the European Monetary System: AssesSing the Track Record, in: Giavazzi,F., 
Micoossi,S. and Miller, M., edit., The European Monetary System, Cambridge 
University Press. · 

Baxter,M. and St.ockman,A., 1989, Business Cycles and the Exchange Rate Regime: 
Some International Evidence, Journal of Monetary Economics 23, pp. 377-400. 

Blanchard,O.J., 1985, The Lucas Critique and the Volcker Deflation, American. 
Economic Review 74, Papers and Proceedings, pp. 211-215. 

Bofinger,P., 1988, Das Europaische W&hrungssystem und die Geldpolitische 
Koordination in Europa, Kredit und Kapital 21, pp. 317-345. · 

Brown,R.L., Durbin,J. and Evans,J.M., 1975, Techniques for Testing the Constancy 
of Regression Relationships over Time, Journal of the Royal Statistical Society, 
Ser.B 37, pp. 149-192. 

Cbow,G.C., 1960, Tests of the Equality Between Two Sets of Coefficients in Two 
Linear Reil;ressions, Econometrica 28, pp. 561 ~05. 

Christensen,J.I., 1987a, Disinflation, Credibility and Price Inertia - A Danish 
Exposition, University of Aarhus Discussion Paper 1987-S . 

Christensen,M., 1987b, Policy Credibility and the Lucas Critique - Some New Tests 
. with an Application to Denmark, University of Aarhus Discussion Paper 1987-8. 
Christen8en,M., 1988, On Interest Rate DeW!'mination, Testing for Policy 

Credibility, and the Relevance of the Lucas Critique. Some Danish Experience, 
University of Aarhus Discussion Paper, Mimeo. 

Cla&88ell,E.-M., 1988, IMS, EMS, and the (N-1) Problem, in: Gebauer,W., edit., 
Geld und Wlhrung, Working Paper Nr. 9, Universitat Frankfurt. 

Coben,D. and Wyplosz,C., 1989, 'rhe European Monetary Union: An Agnostic 
Evaluation, CEPR Discussion Paper No. 306, April 1989. 

Collins,S.M., 1987, lnfation and the EMS, Paper presented at the Conference on the 
EMS, Perugia, Oct. 1987, Mimeo. . 

De Grauwe,P., 1988, Is the European Monetary System a OM-Zone? CEPS Working 
Document No 39. 

Dornbwich,R., 1989, Credibility( Debt and Unemployment: Ireland's Failed 
Stabilization, Economic Policy April 1989), pp. 173-209. 

Fischer,$., 1988, Monetary Policy and Performance In the U.S., Japan and 
Europe,1973-1986, Finanzmarkt und Portfolio Management 2, pp. 8-25. 

Fratianni,M. and von Hagen,J., 1989a, Asymmetries and Realignments in the EMS, 
Indiana University Discussion Paper 429. . 

Fratianni,M. and von Hagen,J., 1989b, German Dominance in the EMS: Evidence 
from Interest Rates, Indiana University Discussion Paper 430. 

Fratianni,M. and von Hagen,J., 1989c, The European Monetary System: Ten Years 
after, Bradley Policy Research Center, Carnegie-Rochester Public Policy 
Conference (April 1989). 

Giavazzi,F., 1988, Incentives to Fix the Exchange Rate, European Economic Review 
32, pp. 382-387. 

Gi&vazzi,F., 1989, The Exchange Rate Question in Europe, Mimeo. 
Gi&vazzi,F. and Giovannini,A., 1987, The EMS and the Dollar, Economic Policy, 

(October 1987), pp. 456-485 . 



- 44 -

Giavusi,F. and Giovannioi,A., 1988, Can the European Monetary System he 
Copied OuLSide Europe? Lessons from ten Years of Monetary Policy Coordination 
in Europe, National Bureau of Economic Research, NBER Working Paper 
No. 2786. • 

Giavazzi,F. and Pagana,M., 1985, Capital Controls and the European Monetary 
System,io: Capital Control and Foreign Exchange Legislation, Occasional Paper, 
Euromobiliare, Milano. 

Glavazzi,F. and Pagano,M., 1988, The Advantage of Tying one's Hands, EMS 
Dlsipline· and central Bank CredJbility, European Economic Review 32, 
pp. 10115-1082. 

Glovannioi,A., 1986, Rules of the Game During the International Gold Standard: 
England and Germany, Journal of In~eroational Money and Finance :>, 
pp. 467-483. 

Giovannioi,A., 1988a, The Macroeconomics of Exchange Rate and Price Level 
Interactions: Empirical Evidence for West-Oermany, National Bureau of 
Economic Research, NBER WorkJng Paper No. 2544. 

Giovannioi,A., 1988b, How do Fixed-Exchange-Rate Reltimes Work: The Evidence 
from the Gold Standard, Breuon Woods and lhe l:MS, National Bureau of 
Economic Research, NBER Working Paper No. 2766. 

Goldfeld,S.M. and Quandt,R.E., 196:>, Some TesLS for Homoscedasticity, Journal of 
the American Statistical Association 60, pp. :139-547. 

Goldfeld,S.M. and Quandt.,R.E., 1973a, The Estimation of Structural Shifts by 
Switching Regression, Annals of Economic and Social Measureme.nt 2, 

. pp. 4 7:1-485. 
Goldfeld,S.M. and Quandt,.R.E., 1973b, A Markov Model for Switching Regressions, 

Journal of Econometrics 1, pp. 3-16. 
Goldfeld,S.M. and QUADdt,R.E., 1976, Techniques for Estimating Switching 

Regressions, in: Goldfeld,p.M. and Quandt,R.E., Studies in Nonlinear 
Estimation, Cambridge Mass. 

Groe,D. and ThygE8eo,N., 1988, The EMS: Achievements, Current Issues and 
Directions for the Future,, Centre for European Policy Studies, Mimeo. 

Jatatisaa,W.A., 1977, Tests of Equality Between Sets of Coefficients in Two Linear 
Kegressions When Disturbance Vaiiances are Unequal, Econometrica 4:1, 
pp. 1291-1292. 

Lehoer,H. and MOller,J., 1981, Eine Stabilititsuntersuchung kurzfristiger 
Besch!ftiguogsfunktioneo,Mitteiluogeo aus der ArbeiLSmarkt- und 
Berufaforschung 14 (Jan. 1981), pp 3!h50. 

Lucu,R..E., 1976, Econometric Policy Evaluation: A Critique, in: Brunnet,K. and 
Melber,A.B., edit., The Phillipe Curve and Labor Markets, Carnegie-Rochester 
Conference Series on Public Policy 1, pp. 19-46. 

Quandt,R.E., 19:18, The Estimation of the Parameters of a Linear Regression 
System Obeying Two Separate Regimes, Journal of the American Statistical 
Association :13, pp. 873-880. 

Quandt,R.E., 1960, Test of the Hypothesis That a Linear Regression System Obeys 
Two Separate Regimes, Journal of the American Statistical Association :IS, 
pp.3~30. 

Rogoff,K. , 1985, Can Exchange Rate Predictability be Achieved without Monetary 
Convergence: Evidence from the EMS, Eu_ropean Economic Review 28, 

.. pp. 93-115. 
Schmidt,P. and Sick.les,R., 1977, Some Further Evidence on the Use of the Chow 

Test UnderHeteroscedastisity, Eoonometrica45, p. 1293-1294. 
Tbunby,J.G., 1982, Misspecification, Heterosced&sticity, and the Chow and 

Goldfeld-Quandt Tests, The Review of Economics and Statistics 64 , pp. 314""321. 

.. 

• 

• 



.. 
, 

• 

• 

- 45-

Toyod&,T., 1974, Use of the Chow Test Under Heterooceda.stisity, Econometrica 42, 
pp. 601~. 

Ungerer,H. Evant,0. and Nybetg,P., 1983, The European Monetary System: The 
Experience, 197!H982, lMF Occasional Paper No. 19. • 

Ungerer,B., Evans,O., Mayer,T. and Young,P., 1986, The European Monetary 
System: Recent Developments, IMP Occasional Paper No. 48. 

van Ypenele,J., 1984, The European Monetary System: Origins, Operation and 
Outlook, The European Pen1pectlves Series, Commission of the European 
Communities, Brussels. 

Weber,A.A., 1988, The Credibility of Monetary Policies, Policymaker's Reputation 
and the EMS Hypothesis: Empirical Evidence from 13 Countries, Center of 
Economic Research Discussion Paper 8803, Tilburg University, the Netherlands. 

Wyplon,C., 1987, Capital Flow Liberalization and the EMS: A French Pmpectlve, 
European Economy 36. 

Wyploa,C., 1988, Monetary Policy in France: Monetarism or Darwinism, 
Floanrmarkt und Portfoliomanagernent 2 (1988), pp. ~7. 

Wyploa,C., 1989a, Asymmetry in the EMS: Intentional or Systemic? 
European Economic Review 33, pp. 310-320. 

Wyploa,C., 1989b, EMS Puzzles, Mlmeo, December 1989 . 



.. 
- A1 -

, 

Table 1: Slalldard Derialloo ol Ch&11ge9 in lbe ~arilhm of lhe 811-al Nominal Exchange Jl.&le 
llel&tlve lo lbe Moalh Before, Aver~ oalhly Elcbange Ra&e8, 
Sample Periodo: 72M8 lo 79M2 aad 2 lo 89M8 

G F I N B/L D E GB OR s p us c J CH A 

G 3.4' 3.8' t.1 • u • 1.7' 3.5' u 2.8' 4.5 4.9' 3.8' 4.8' 3.3 3.2' 0.8' 
F 2.0 2.7' 3.2' 3.0' 2.6' 3.7* 3.7 3.9 4.0' 4.5' 4.3' 5.4' u• 3.6 3.3' 
I 1.5 1.7 3.3' 3.2' 3.4' 2.6 3.7' 3.9 4.0 4.5' 4.4 1 5.6 4.1' 3.6' 3.7' 
N 0.3 2.0 1.6 0.9• 1.4 3.1' 3.1 2.2• u u • 3.4' 4.6' 3,9 3.2" o.8' 
B/L 2.1 1.2 1.6 2.2 1.4' 3.0' s.o• 2.41 4.3' 5.0' 3.41 4.6' 3.5 3. 1 1.2• 
D 1.3 I.I 1.4 1.4 I.I 3.7' . 3.7 2.1· 3.4 4.2" 3.3" 4.2' 4.t• 3.0' 1.4 
E 1.9 1.6 2. 1 L9 2.3 1.7 o.o· 2.9' s.o• 6.8' 4.3' 5.5 3.8 3.7' 3.4' 

on 3.9 3.5 3.9 3.9 4.0 3.6 2.9 2.9' 5.0' 5.8' 4.3' 5.5 3.8 3.7 3.4 
Oil 4.2 4.4 3.8 4.2 4.6 4.2 4.0 3.9 4.3 5.o• 2.6' 3.7 4.2 4.1 2.6' 
s 3.9 2.8 3.r 3.8 3.3 3.4 2.9 3.6 3.5 4.0' 4.7' 4.9' S.7 5.2 4.4 
p 3.7 2.7 3.1 3.6 3.2 3.3 2.9 4.0 3.8 2.0 5.2" 4.8' 7.J' S.9' 4.8' 

us 6.7 7.1 6.6 6.9 7.4 6.8 6.2 6.0 5.2 6.8 7.4 2.0 4 .. 61 4.5' 3,5• 
c 6.6 6.9 6.3 6.7 7.1 6.6 6.1 5.5 4.3 6.4 6.8 2.1 5.8 5.6 4 .. s· 
J 3.1 3.2 2.8 3.3 3.0 2.8 3.3 4.3 5.0 4.6 4.8 6.6 6.4 3.9 u • 
Cll l.7 3.0 2.9 1.8 3.1 2.4 2.9 u 4.6 4.7 4.4 7.1 7.0 3.4 3.1' 
A 0.1 2.0 1.6 0.4 2.1 1.3 1.9 3.9 4.1 3.9 3.7 6.7 6.6 3.1 1.7 

• Cl 2.S 3.1 3.2 2.2 2.2 2.4 3.3 3.3 3.4 4.9 5.7 u 5.8 4.6 4.1 2.4 
1..5 1.6 1.7 1.6 1.8 1.3 1.9 4.3 4.9 3.9 3.3 8.0 7.7 3.6 3.0 u 

02 3.9 4.0 3.8 3.6 3.7 3.5 3.4 3.4 3.1 3.3 3.7 4.2 4.7 5.2 u 3.8 

~ 3.9 3.4 3.6 3.9 3.8 3.6 3.2 2.9 2.8 2.3 2.5 6.4 6.8 4.7 4.6 3.9 

03 4.1 4.7 4.7 3.9 3.8 3.9 4.5 u 3.5 5. 1 5.7 2.2 2.6 3.5 4.7 4.1 
5.5 5.7 5.2 5.6 5.8 5.4 5.2 5.3 4.8 5.9 6.3 2.9 2.8 4.3 5.8 5.5 

Key: All numben are sL&Ddar<I devl&1ions ( ' 100). Columns cootaln Ille nominal« curttnciei &n<I 
rows the denomina1« currenciee of 1he respei;tlve bilat.eral exchange r&tes, e&lcul&ted as cross 
rates lrom the bilateral U.S. dollar excb~e rates. Standard deviations lor the pre-EMS period 
(Augusl 1971- Febru.%l' 1979) and an equ y long EMS int.erval (February 1982-Au~ust 1989) are 
are reportet above below the diagonal In the upper ~art ol 1he table. Numbers 1n bold laee 
charact.erlze a blgher variance of lbe - pclot 10 the MS and ttar1 iodlca1e lhe sigoiDcanc:e 
ol the F-<e11 OC1 & change In Ille variaoce betwE<'O ::f:Dft &I a I peruol level The 10-Ct'S 
ol Lhe table .,._IS uoweighted &ver1&es ol tbe stan ard deviations (first ~MS, lbeo MS) 
ol each oount~exchange rat.ea relative lo 1he remaini111 coun1ries io the RM Jroup bOl). the 
EC bu1 non- E group (02) and the group ol three non-European countries (0 =US, ,J) . 
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' Tab. 2: Standard Deviations of Cb~ Logarithms of 
Bilateral Nominal Exch~ , Fiist and Twelfth 
Differenres, Aver~e Mont y Exchange Rates, 
Sample Perioda: 7 M3 to 84M5 and 84M6 to 89M8 

to from Germany France Italy Holland Belgium Denmarklrd&nd 

Germany 4.2 4.1 1.9 4.4 3.7 3.4** 
2.4** 3.1* 0.6** 1.3•• 4.1 6.4 

France 2.2 3.8 4.3 4.7 4.5 3.4** 
1.1 •• 3.3 2.5** 2.s•• 4.2 6.0 

Italy 1.2 1.5 4.0 4.8 4.2 3.5** 
1.3 1.7 3.3 3.1•• 4.9 6.5 

Holland 0.6 2.2 1.4 4.4 4.0 2.8** 
0.2** J.2** 1.4 J.3** 4.2 6.4 

Belgium 2.2 1.3 1.7 2.4 4.1 4.5** 
0.5** 0.9** 1.3** .0.5•• . 4.1 6.3 

Denmark 1.5 2.2 1.6 1.6 2.0 4.1** 
o.8*" 0.9** 1.5 0.9** 0.5** 7.2 

Ird&nd 1.4** 1.3 1.3** 1.3** 1.9 2.0 
2.1 1.2 2.3 . 2.1 1.8 1.8 

Key: The numerical values are standard deviations of changes in 
bilateral nominal exchange rates relative to the month 
before (above the diagonal) and relative to the same month 
of the year before (below the diagonal). The first {secondj 
standard deviations in each row applies to the early (late 
EMS, with the sample being spl,it in May 1984. The stars 
indicate the si~ificance of the bet.eroscedasticity test 
at 5 (*) or I **) percent levels respectively. 
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'l'able 3: Slalldard DeYlalkm ol Chan&"' in lbe ~ ol I.be Bllaler&l a...t ~ Rale 
ReWl.e IO I.be Same Moalb o( lbe Yeu • A= Mou~ £@~ and 
C'-Oo•ililwt Price I.mc... Sample Pttlodl: 72M8 IO 79 and 2 IO 8$ 

G F I N B/L 0 E GB GR s p us c J CH A 

G 3.4' 3.6' l .•• 2.2' 1.8' • . 6 .. 4.0 4.0' 3.6 3.9 4.0' u 2.9 3.2" 1.2' 
F 1.6 2.6' i .o• 1.8' 3.l>' 6.0' 3.2 5.t• 4'0' 3.9' 4.o·· 5.1 3.9 3.t• 3.2' 
I 1.2 1.9 2.a• 2.4' S.I' s.o• 2.2• 4,4• 3.6 4.2' 3.6· 4.9 3.5 S.9• 3.2' 
N o.s 1.7 1.4 1.2' 1.3 4.3• 3.4 3.7 3.2 3.2 3.2' 4.1 3.0 3.3" 0.1>· 
B/L 1.9 1.3 1.9 2.1 u 4.3' 3.o• 4.0 3.5 3.4' 3.1 • 4.1 3.1 3.2 1.4 
D 1.2 1.2 1.$ 1.3 I.I u • 3.8 3.7 3. 1 3.4 3.3' 4.2 3.1 2.8' I.I 
E 2.5 2.1 2.6 2.4 2.9 2.5 4.5' 2.7 4,3" 4. r 4.3 5.0 4.5 S.O' u• 
GB 4.0 3.6 4.2 4.1 4.1 3.9 3.0 4.3 4.4' 4.3 3.4' 4.9 3.7 4.0 3.7 
GR 3.0 3.2 2.9 3.1 ~-6 3.0 3.3 3.7 3.8' 4.3' 3.4' 4.3 4.1 4.3' 3.6 
s 3.6 2.9 3.4 3.6 3.4 3.,3 2.7 3.1 2.9 3.8' 3.9' 4.5 3.6 u 3.4 
p 3.1 2.3 3.0 3.1 2.9 2.7 2.6 3.6 2.8 1.7 •.o• •.t• S.2' 4.2 u 
us 6.S 6.4 5.9 6.6 6.8 6.6 5.1 s.8 5.3 S.2 6.S 1.9' 3.5' 4.5· 3.4' 
c 6.3 M 5.8 6.6 6.8 6.4 5.3 5.5 4.8 5.3 5.8 2.0 4.5' 5.3' 4.2' 
J 3.2 3.0 2.8 3.4 2.7 2.8 3.7 4.6 4.3 4.0 3.8 6.6 6.6 3.5 3.1 

CH 1.6 2.3 2.3 1.5 2.7 2.1 3.0 4.5 3.4 4.2 3.7 7.0 6.8 3.6 3.1 
A 0.5 1.5 1.2 0.5 1.7 I. I 2.5 4.1 3.1 3.5 3.0 6.8 6.5 3.1 1.5 

• Cl 2.8 3.5 3.3 2.3 2.4 2.5 4.7 4.0 4.6 4.2 4.5 4.3 M 4.0 u 2.5 
1.5 1.6 1.8 1.8 1.9 1.5 2.5 4.5 3.7 3.8 3.3 7.3 7.3 3.6 2.6 1.5 

G2 3.9 4.1 3.6 3.4 3.5 3.5 4.1 , . 3.3 3.1 3.0 3.1 3.7 4.5 4.2 4.3 3.5 
~ 3.4 3.0 3.4 3.5 3.5 3.2 2.9 2.6 2.4 1.9 2.0 M 5.3 4.2 4.0 3.4 

G3 l.9 4.3 4.0 3.4 3.4 3.5 u I 4.0 3.9 4.0 4.4 1.8 2.1 2.7 ... 3.6 
5.3 5.3 4.8 5.5 M 5.3 4.7 5.3 4.8 4.8 5.0 2.9 2.9 4.4 5.8 M 

Key: All numbers are slandard devl&llons ( ' 1000). Columns contain the nominator currencies and 
rows lbe denominator currendes ol the rupective bll&lft&l exchange rala, c&lculal<d u croa 
r>.tes lrom lbe bilaieral U.S. dollar exch~ ralel. Standard deviations for tbe -EMS period 
(Augim 1971-Febru:l 1979)-and an equ long EMS lnt.erv&l \;ebruary 1982- Aurist 1989) are 
are reportel above an below the dlagon&l In lbe upper ~t of t e table. Numbers n bold lace 
cbaract.erlze a higher variance ol the aerklt prior to the MS and stars lodlc:ue lbe 1lgnlficance 
ol •he F-«111 on a chant• in the variance belweetl r:t,mes u • I pen:enl level Tbe IOwer m: 
of lbe t.ab1e ptt11e1118 unweigbled •veraiet ol the stan d deviations {Oral ~re-EMS, Ihm S~ 
ol each OOWll~ exchange ra.teo relative IO the remaining rountrles in the RM f.°"§ bGI), I . 
EC bul non-E group (G2) and the group or three non-European countries (G •U , ,J) . 

• 

-
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Table (: Slandvd Deviation ol ~ in lbe ~&rilhm ol lhe Comumer Price Index Relative 
t.o lbe Same Month ol lbe ear Before, ""'""' Mool~ Comumer Prioes, Twdftli. 
Dillerenoes of Logarithms of Levelll, Sample Periodl: 72 8 lo '19M2 Uld 82M2 lo 89M8 

G F I N B/L D E GB GR s p us c J CH A 

G 11.5• 22.a• s.8• 11.8' 13.s• 43.6' 22.l' 27.6' 24.0' 32.2. 11.4' 10.9* 19.1• a.a• 4.8 
F 9.2 14.0' 10.6' 8.2' a.5 39.1• 17.5' 23.3' 17.7' 22.S 4.4* 4.9* 17.6* 16.6• 9.1 
I 14.8 7.8 20.6• 15.7' 14.s• 33.9• 1a.1 26.3* la.3* 19.8 16.2 16.7' 2l.O' 27.3' 19.6' 
N 4.0 7.3 13.0 8.s• 14.1• 42.8' 1s.3• 28. 7' 24.8' 31.1' 11.9' 11.2" 19.2' 11.1• 3.a 
B/L 6.5 9.1 14.2 6.3 12.8• 39.6• 14.6 26. l * 23.3" 26.9* 10.6 10.1 15.9* 15.1• 8.1 
D 6.4 7.3 11 .6 6.0 9.6 36.3• 22. 7• 22.8' 14.6 23.5 9.5* 10.2• 17.0' 11.1• 11.9• 
E 18.9 12.4 10.2 17.4 19.4 15.6 45.4* 29.9* 37.3' 40.8' 40.0' 41.8' 29.0' 43.7' 41.0• 

GB 13.0 13.0 14.9 12.8 17.4 10.4 15.7 30.8* 29.2' 27.7 19.3' JU• 24.3' 26.3* 19.2• 
GR 12.8 13.8 16.4 II. 7 13.1 12.9 23.I 17.3 24.8 29.7 22.4* 23.4• 18.4* 28.0' 26.4' 
s 17 .! IM 9.3 15.5 15«8 15.2 9.6 17.6 20.7 20.4' 18.5 18.4 26.4. 29.0' 23.2' 
p 22.9 20.3 24.0 21.9 19.3 23.7 24.5 28.8 26.0 18.4 23.0 24.1 29.7 35.8° 30.3' 

us 9.9 I I.I l4.4 9.7 , 14.7 8.0 l6.0 5.9 15.3 17.2 27.4 u • 11.8' u.1• 10.4• 
c 6.4 8.4 l3.2 6.1 10.0 6.1 18.2 12.7 12.5 17.9 25.6 9.3 19.4' 16.3' 9.9' 
J 5.9 I I.I 15.3 5.9 9.7 7.a l9.7 11.3 11.8 1a.o 25.2 8.2 8.a 17.9' 17.6' 
CH 3.a 11.7 17.2 6.0 7.1 a.6 21.3 15.5 13.1 19.7 23.6 12.l 7.a • 7.5 10.6' 
A 4.9 10.6 16.2 u 6.7 8.4 20.4 15.0 11.9 1a.1 22.3 11.5 a.6 5.9 5.3 

G! 18.2 15.3 20.3 17.1 16.1 16.6 39.2 1 266 30.a 26.7 32.a 1 17.3 17.6 23.2 23.4 16.4 
10.0 a.9 11.9 9.0 10.9 9.4 15.7 16.2 17.3 15.5 26.1 14.0 11.4 12.6 12.6 11.9 

G2 26.5 20.3 20.8 25.7 22.7 20.9 38.3 121.9 21.3 1a.6 19.5 120.8 21.0 24.7 29.8 24.8 
16.5 14.4 16.2 15.5 16.4 15.6 18.2 15.9 16.0 14.2 1a.3 16.5 11.2 16.6 18.0 16.8 

G3 14.0 9.0 18.0 14.l 12.2 12.2 36.9 1 20.6 21.4 21.1 25.6 
I 

7.3 7.a 12.4 16.6 12.6 
7.4 10.2 14.3 7.2 11.5 7.3 18.0 10.0 13.2 17.7 26.1 5.8 6.0 5.7 9.1 8.7 

Key: All numbers are slandard deviations {' 1000) of eh~ in inflation rates between the countries 
in l he oorresp0nding rows and columns. The standar devia1ions ror the pre-EMS period 
(AuguSI 1971-Febru~ 1979) and an equally long EMS interval rebruary 19a2-Au~st 1989) are 
are rep0rt.et &llove an below the diagonal in the upper ~art ol I e table. Numbers m bold face 
characterize a higher variance of tbe series prior lo lhe MS and al&nl indicate tbe slgnificanoo 
ol the F-lelt on a change In the variance between r~mes al a I percenl level. The lower ~t 
or the table present.a unweifijted averages of lhe stan aro deviations {6111t pni-EMS, then MS) 
of each oount'b's inflation lfferential relative to the remaining oountries in the ERM rcu~ 
(GI), the EC ut non-ERM group {G2) and the three non- European oountries (G3=U ,C, ). 

• 
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Tab. 5: Sta.ndard Deviatiom of' Symmetric and Aaymmetric Shocks 
to Coosumer Price Inflation Rates, Quarterly Data, 
Sample Periods: 71Q3 to 78Q4 and 82Ql to 89Q2. 

Germany France Italy Holland Belgium Deomarklreland . 
Germany 1.2* t.9'* 0.6** 1.2** 1.4** 4.4** 

1.3* 2.2 1.3 1.7 1.5 4.8** 

Fra.nce 0.8 1.4** 1.0** 0.8** 0.8 3.9** 
2.1 3.1 1.5 2.3 2.2 5.3** 

Italy 1.1 0.6 2.1** 1.6** 1.5 3.4** 
2.4 3.1 2.6 3.3 3.3* 6.3** 

Holland 0.4 0.7 1.0 0.9* 1.4** 4.3** 
1.6 2.3 2.6 2.0 1.6 4.9** 

Belgium 0.7 0.5 0.6 0.6 1.3** 4.0** 
1.9 2.6 3.0 2.1 2.3 5.4** 

Denmark 0.5 0.8 I.I 0.5 0.7 3.7** 
1.6 2.3 2.6 · 1.7 2.0 5.6** 

Ireland 1.4 0.9 1.0 1.3. 1.0 1.4 
2.7 3.4 3.7 2.9 3.2 2.8 

Key: The lower ( upr:_r) numbers are standard deviations of sums 
(differences) o changes (A4) in the logs of variables for 
the countries in the rows and colull)Oll. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 

. asymmetric shocks, bold numbers mark a reduction in t he 
variability of t he shocks between the first and the second 
sub-period and stars characterize the significance of the 
heteroocedasticity test at 5(*) or I(**) percent levels. 

" 

• 
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Tab. 6: Standard Deviations of Syinmetric and Asymmetric Shocks 
to Monetary Base ~O) Growth Rates, Quarter~ Data, 
Sample Periods: 71 3 to 78Q4 and 82Ql to . 
Germa.ny France Italy Holland Belgium Denmark Ireland 

Germany 5.6** 6.4** 4.3** 3.6** 8.1•• 5.1•• 
9.5** 4.5** 5.7*• 5.5** 8.8"* 5.1•• 

France 9.5 a.rr• 7.5** 5.9** 11.5* 7.f!** 
9.1 4.9 6.fl"* 7.1** 7.fl"* 6.r• 

Italy 2.,1 2.8 4.0** 4.r1•• 6.9** 3.4** 
2.2 3.7 4.o•• t.rr• 9.4** 4.7*• 

Holland 2.6 3.2 2.3 2.(*• 7.0** 9.8"* 
1.9 3.4 2.3 3.0** 8.8** 9.1 

Belgium J.8 9.2 2.0 1.8 7.6** 2.9* 
1.8 2.6 1.4 1.7 7.7** 2.7 

Denmark 17.7 16.2 17.l 17.9 17.9 7.9** • 
17.5 19.2 18.1 17.2 17.2 s.o•• 

Ireland 2.4 2.9 2.0 2.4 1.9 17.3 
2.5 3.8 2.8 2.5 2.0 18.0 

Key: The lower {upper) numbers are standard deviations of sums 
(differences) of changes (A4) in the logs of variables for 
the oountries in t he rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominanUy 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the shocks between the first and the second 
sub-period and stars ~haracterize the significance of the 
heteroscedasticity test at 5(*) or 1 (**) percent levels. 

• 
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Tab. 7: Standard Deviations of ~c and Asymmetric Shocks 
to Real Mo':fs (M~P) rowth Rates, Quarter~ Data 
Sample Peri : 71 3 to 78Q4 and 81Q3 to 89 1. 

Germany France Italy Holland Belgium Denmarklreland 

Germany JUI'* 1.5** 1.1 1.0 1.2 2.1** 
2.-1•• 1.5** 1.8 1.3 1.9 2.8** 

France 1.0 2. ,,... 2.7** 2.4** 2.8"* 3.1•• 
1.0 2.6"* 2.7** 2.7** 2. ,,... 3.5** 

Italy 0.8 0.9 1.7 1.1 1.6 2.2•• 
1.0 0.9 1.6 1.5** 1.9 2.8** 

Bolland 1.2 1.5 1.5 1.3 1.3 2.0* 
1.6 / .,/ 1.9 1.5 2.1 3.0** 

Belgium 0.9 0.9 1.0 1.4 1.2 2.0** 
1.1 1.1 0.9 1.5 1.7 2.7*• 

' Denmark 1.3 1.3 1.2 I. 7 1.4 1.9 
1.4 1.4 1.4 1.7 1.4 3.2*• 

Ireland LO 1.2 I.I . 1.5 1.3 1.6 
1.4 1.3 1.3 1.8 1.3 1.6 

Key: The lower \up~) numbers are standard deviations of sums 
(differences o changes ( 61) in the logs of variables for 
the countries in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the shocks between the first and the second 
sub-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or I(**) percent level.s . 

• 
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Tab. 8: Standard Deviations of Symmetric and Asymmetric Shockll 
to Nominal Short-term Interest Rates, Quarter~ Data . 
Sample Periods: 72Ql to 78Q4 and 82Q4 to 89 3. 

Germany France Italy Holland ~um Denm&rlclreland 

Germany 2.5•• 5..f*• 3.4 .. 3.2"• 5.1'* 3.0 
4.7** ,/.IJ"· 5.5 .. 4.2"" 5.11'* 5.o• 

France 1.6 3.3** 2.6 1.5 3.6** 2.3 
2.8 6.1 .5.6** 4.7 6.0** 5.1 

Italy 2.4 1.2 4.3* 2.8** 3.9** 4.2°* 
3.6 4.9 6.6** 6.3* 7.5** 6.1 

Bolland 0.6 2.0 2.8 2.2° 4.3** 2.7 
1.6 2.4 3.2 5.7** 6.6** 6.1•• 

~um 1.3 1.1 1.6 1.5 3.7** 2.3 
2.5 3.7 4.5 2.2 5.9** 5.0 

Denmark 2.2 1.8 2.2 2.5 1.7 4.8** • 
3.1 4.2 5.0 2.7 4.0 5.6 

Ireland 2.8 2.2 2.1 3.0 2.1 2.1 
3.6 4.7 5.6 3.3 4.5 5.2 . 

Key: The lower \ upnt) numbers are standard deviations of sums 
(differences o the levels of the variables for the two 
countries in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the shocks between the first and the second 
sub-period and stars characteri:r.e the significance of the 
heteroscedasticity test at 5(*) or 1 (**) percent levels. 

• 
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Tab. 9: Standard Deviatioll8 of Symmetric and Asymmetric Shocks 

to Long-term Interest Rates Quarterly Data, 
Sample Periods: 72QI to 78Q4 and s2Q3 to 89Q2. 

Germany France Italy Holland Belginm Denmarklreland 

Germany 1.7 -1.r• 1.3** J.tr 2.5'* 2.7** 
2.1 2.2"• 2.3 J.7** 2.1 3.3 

France 1.4 2.5** 0.6** 0.6 1.2 1.9* 
2.9 3.5* 1.9* 1. 7•• 2.5* 3.4 

Italy 2.6 1.5 2.8 2.3* 2.2 2.6 
4.1 5.4 3.2 3.5 4.1 4.8 

Holland 0.2 L.3 2.5 0.7* l.4 1.9 
1.9 3.1 4.3 1.6* 2.4 3.4 

Belginm 1.2 0.7 1. 7 1.1 1.2 2.0• 
2.8 4.0 5.2 2.9 2.3* 3.3 

• Denmark I. 7 1.2 2.0 1.5 1.3 2.1• • 
2.9 4.2 5.3 3.0 4.0 3.8 

Ireland 1.7 1.3 2.4 1.6 1.3 1.5 
2.9 4.1 5.2 3.0 4.0 4.1 

Key: The lower ( upr.,r) numbers are standard deviations of sums 
(differences) o the levels of the variables for the two 
countries in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and .EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the shocks between the first and the second 
sub-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or I(**) percent levels . 

.. 
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Tab. 10: SWidard Deviatiooa of Symmetric and Asymmetric Shocks 
to 3--Mooth Real Interest Rale8, Quarterly DI.ta, 
Sample Periods: 71Q3-78Q4 and 81Q3-88Q4. 

Germany France Italy Hoilalld Belgium Denmarklreland 

Germany 3.5•• 5.1!'• 4.0 4.0** n.a. 1.l-9"* 
3.9** 4.9"* . 6.6** 5.0** n.a. 13.4** 

France 2.2 4.3** 4.3* 3.6** n.a. 13.5** 
2.2 7.2** 4.3** 5.1* n.a. 13.7** 

Italy 1.9 2.2 5.6** 3.s•• n.a. 12.l** 
2.7 2.5 6.0** 5.9"* n.a.. 15.6** 

Hol.land 2.9 2.7 2.7 4.3• n.a. 14.f** 
2.7 3.0 3.1 6.6** n.a. 14.1•• 

Belgium 1.7 2.2 2.3 2.9 n.a. 13.5** 
3.1 2.8 3.0 3.3 n.a.. 14.3** 

Denmark n.a. n.a. n.a. n.a. n.a. n.a. • 
n.a. n.a. n.a. n.a. n.a. n.a. 

Ireland 3.6 ••• 3.9 3.9 3.7 
3.1 2.8 3.0 3.3 4.0 

.. 
Key: The lower (uprn) numbers are sta.:idard deviations of sums 

(differences) o t he levels of the variables for the two 
countries in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of t he shocks between the first and the second 
sub-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or l(**) percent levels. 
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Tab. 11: Standard Deviations of S)'llllllel.ric aod Asymmetric Shocks 

lo lndutrial Produaioo Growth Rates, Quarterly Data, 
Sample Periods: 71Q3 lo 78Q4 and 82Q2 lo 89Ql. 

Germany France lt&ly Hollaod Belgium Denmark Ireland 

Genn&lly 1.1 2.3• 1.3 1.5 2.3 1.2 .. 
4.2** 5.4 .. 3.7* 4.6** 2.6 4.4 .. 

France 1.3 1.9" 0.9*• 1.2** 2.6* 1.7 
1.9 5.r• 4.1·· 4.9** 2.8** 4.4** 

Italy 1.6 1.3 2.3* 1.9 3.7* 2.7* 
2.6 2.2 5.2•• 6.0** 3.9** 5.s•• 

Hollaod I. I 1.6 1. 7 1.3 2.3 2.0 
2.7 1.7 2.6 4.5** 2.3 3.9 

Belgium I. I 0.8 1.4 1.3 s.r• 2.0 
2.1 1.5 2.2 2.0 s.rr• 4.8 .. 

• Denmark e.o 1.8 2.6 e.e 1.8 2.4 
1.9 1.9 1.5 1.8 l.i 3.2** 

• Ireland 2.2 2.0 2.0 2.2 1.9 s.o 
2.8 2.5 3.2 2.9 2.6 1.9 

Key: The lower (upper) numbers are stabdard deviations of sums 
differences of changes (~•) in the logs of variables for 
the countries in the rows and columns. Results are reported 
for both the p~MS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the series between the first and the second 
sub-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or I(*•) percent levels . 

• 

• 
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Tab. 12: Standard Deviatioll8 of Symmetric and Asymmetric Shocka 
· to Retail Sales Growth Rates, Quarter~ Data, 
Sample Periods: 71Q3 to 79Q4 and 8 2 to 89Ql. 

Germany Fr&DOe Italy Holland Belgium Denmark Ireland 

Germany LO** 1.7 1.2 0.9** 1.3* 1.4 
1.1 1.8* 1.2* 1.4 1.7 1.4 

France 1.6 1.7** 1.1 1.2** 1.4** 1.3* 
1.9 2.0* 1.5* 1.4 1.7 1.6** 

Italy 1.9 0.7 1.8** 1.9** 1.6** 1.7** 
1.9 1.4 2.0•• 1.9* 2.5** 2.3** 

Holland 1.4 0.9 1.0 1.2 1.5 1 • .,.. 
1.6 1.0 1.2 1.6 1.9* J.,' 

Belgjum 1.8 0.7 0.8 0.9 1.5** I.8** 
1.2 1.2 1.4 1.1 1.9 1 .• 

·Denmark 1.9 0.8 0.9 1.2 0.7 1.8** 
1.9 1.4 1.5 1.2 1.~ 1.9 

Ireland 1.6 1.0 1.0 1.1 1.0 1.0 
1.6 1.3 1.5 1.3 1.4 1.5 

Key: The lower (upper) numbers are standard deviations of sums 
differences of changes ( ~1) in the logs of variables for 
the countries in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the series between the first and the second 
sub-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or l(**) percent levels. I 

" 
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Tab. 13: Standard DeviatioDS of Symmetric aod Asymmetric Shocks 
to Real Government Expenditure Growth, Quarterly Data, 
Sample Periods: 71Q3-78Q4 aod 81Q3-88Q4. 
Germany France Italy Hollaod Belgium Denmark Ireland 

Germany 2.0 5.7 2.0 4.1 n.a. 4.5 
2.2 6.6 •• 3.2 4.4 n.a. 1.4•• 

France 1.9 5.7 1.8 3.6 n.a. 5.5** 
1.8 6.o•• 2.0• 3.9 n.a. 6.t•• 

Italy 9.8 3.0 5.5* 7.! n.a. 6.2** 
9.5 3.4 6.6 6.6 n.a. 9.8** 

Holland 2.2 2.1 3.4 J.9 n.a. 5.2** 
3.3 2.2 4.2 9.9 n.a. 6.8* 

Belgium 4.2 4.1 5.1 4.3 n.a. 6.4* 
4.8 4.3 5.4 5.0 n.a . 7.3 

• Denmark n.a. n.a. n.a. n.a. n.a. n.a. 
n.a. n.a. n.a. n.a. n.a. n.a. 

• lrel&nd 3.6 3.2 3.8 2.9 4.2 n.a . 
3.9 3.4 5.3 4.7 6.1 n.a. 

Key: Tbe lower ( uprr_r) numbers are standard deviations of sums 
(differences} o changes ( A4) in the logs of variables for 
the countries in the rows and columns. Results are reported 
for both the. pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the shocks between the first and the second 
sub-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or !(**) percent levels . 

• 
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Tab. 14: Standard Devia&iooa ol Symmetric and Asymmetric Sbocb 
to Real W• Growth Ra&ea Quanaly Data, 
Sample Perioda: 71 Q4 l.O rgq4 and 82QI to 89QI. 

Germany France Italy Holland Belgium Denmarklrelaod 

Gennany O.!I .. 1.7* 1.2** 0.1" 1.6"* 5.1•• 
0.5** 1.7"° 1.4 0.6"* 1.5 4.8"* 

France 1.6 1.6 1.2 0.1• 1.2• 4.7** 
1.1 1.8 1.4 0.8 .. 1.9 s.2•• 

11.aly 1.3 1.4 l.1•• i.s•• 2.0•• 4.6 .. 
1.0 1.4 J.!I"' I.8u 2.4** 5.1•• 

Holland 0.6 1.3 I.I 1.6'• 1.3"* 5.r• 
1.4 1.3 I.I 0.9 z.3•• 5.0 .. 

Belgium 1.2 I.I 1.0 1.0 1.6' 4.8 .. 
1.0 1.5 1.2 1.0 1.5 5.1 .. 

Denmark 0.8 1.4 1.3 0.8 1.2 4.6** • 
1.7 1.6 1.3 1.5 1.3 5.6** 

Ireland 1.2 2.0 2.0 1.5 1.8 1.6 
2.1 1.8 1.5 1.8 1.6 2.0 

Key: The lower ( uprc!) numbers a.re standard deviations of sums 
(differences} o changes (A4) in the logs of variables for 
the countries in the rows and columns. R.esult.s are reported 
for both the pre-EMS (above the diagonal) and EMS {below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric sboclcs, bold numbers mark a reduction in the 
variability of the sboclcs between the first and the second 
sulrperiod and stars characterize the significance of the 
heleroscedasticity 1es1 at 5(*) or t( .. ) percent levels. 

.. 
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Tab. 15: Granger Causalit7 Test Results for. Real Wage Growth 
Dependence on Mo~ Poliii Sbocka (Changes in Re.al 
Baae Money) or F"aacal olicy bocka (Changes in Real 
Government Expenditure), 
Quanerl)' Data, 79Ql to 88Q2, m=n=i. 

Germany France ltal7 Holla.od Belgium Denmarklreland 

German7 .988* .021 .664 .887 .981* .336 
.984* .981* .284 .982* n.a. .620 

France .9'22 .985* .996** .914 i.oo•• .262 
.985* .694 .979* .869 n.a. .654 

ltal7 .912 .214 .741 .793 .794 .360 
.607 .998** .988* .707 n.a . .641 

Holla.od .532 .416 .341 .721 . 994** .748 
.997** .171 .026 .574 n.a . .641 

• 
Belgium . m .390 .458 .554 1.00** .111 

.707 .111 .908 .895 n.a . .289 

Denmark .988* .947 .995** . 998** .998** 1.00** .. o.a. n.a . n.a. n.a. n.a. .874 

Ireland .722 .345 .936 .243 .436 .874 
.651 .739 .824 .884 .862 n.a. 

Key: The numerical values are the marginal si~ficanoo levels 
of the likelihood-ratio tests. >.1 for the di erences 
~oove the diagonal) and >.2 for the sums (below the 

a5onal) test the joint significanoo of 4 lagged changes 
( ll.4 of the policy variables io the AR( 4) autoregression of 
real wage growth (.!4). The upper (lower) likelihood-ratio 
tests a.re for the monetary (fiscall policy shocks of the 
two countries in the rows and co umns. Stars indicate the 
sigoificanoo of these tests at 5(*) or 1(**) peroont levels 
respectively. Bold numbers mark predorrunantly asymmetrical 
real wage behaviour from Table 14 . 

• 



• 
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Tab. 16: Standard Deviatiooa of Symmetric and Asymmetric Shoclc$ 
to St&Ddanlli.ed Unemployment Rates, Quarterly Data, 
Sample Periods: 71Q3 to 78Q4 and 81Q3 to 88Q4. 

Germany Franoe Italy Holland Belgium Deo.roark Ireland 

Germany 0.6*• 1.2 0.4** . 1.2 1.4*" 3.2 
2.3•* 1.8** 2.9"* 3.4** 3.9** 5.7** 

Franoe 1.3 0.8 0.8** 1.2* 1. 7 3.5** 
1.3 1.6 2.6** 3.2** 3.6** 5.4** . 

Italy 1.5 0.6 1.3* 1.7 2.3 4.1** 
1.9 2.1 2.1** 2.8** 3.t•• 4.9* 

Holland 0.7 1.8 2.0 0.9* 1.2** 2.9 
1.8 1.2 1.0 3.7** 4.2•• 6.0** 

Belgium 0.9 1.7 1.9 0.7 0.9 2.6 
1.4 iJ.9 0.7 1.9 4.8** 6.5** 

Denm&rk 0.9 1.9 £.0 0.6 0.8 2.1•• 
1.6 0.8 0.8 2.0 1.7 7.0** 

Ireland 2.7 1.8 1.8 9.9 9.9 9.~ 
3.0 3.7 3.8 2.6 2.~ 2.9 

Key: The lower \upper) numbers are standard deviations ol sums 
(differences of the levels of the variables for the two 
countries in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymmetric shocks, bold numbers mark a reduction in the 
variability of the 'shocks between the first and the second 
sub-period and stars characterize the significance of the 
heterosoedasticity test at 5(*) or 1( .. ) percent levels. 
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Tab. 17: Standard Deviations of Symmetric and Asymmemc Shocks 
to Current Account Indioes, Quanerly Data, 
Sample PeriodB: 71Q3 to 78Q4 and 81Q3 to 88Q4. 

Germany France Italy Holland Belgium Denmarklreland 

Germany 8.2-* 1.j.1** 6 . .j** 5.0** 5.1** n.a. 
9.1** 9.5** 5.2** 6.2** 5.8** n.a. 

France 18.2 9.2** 6.4** 1.6"* 1.5** n.a. 
26.7 15.6** 8.2** 6.8"* 6.fl"* o.a. 

Italy 95.4 28.3 9.2** l!U,.* ll.l** n.a. 
95.J 39.5 12.8** 9.9"* 10.7"* n.a. 

Holland 18.0 15.3 28.8 4.J** 9.J** n.a. 
11.5 16.5 33.4 ' 2.2* 2.!!"* n.a. 

Belgium 14.4 13.3 29.8 6.7 2. ,,.. n.a . 
20.7 

. 
18.4 32.7 7.4 2.9"* n.a. 

• Denmark 15.8 14.4 91.0 6 . .j 5.1 n.a . 
18.6 16.4 90.9 4.6 6.5 o.a. 

• Ireland o.a. n.a. n.a. n.a. n.a. n.a. n.a . 
n.a. n.a. n.a. n.a. n.a. n.a. n.a. 

Key: The lower ( uprit) numbers are stand¥d deviat ions of sums 
(differences) o the le.vel indices of the variables· for the 
two couotnes in the rows and columns. Results are reported 
for both the pre-EMS (above the diagonal) and EMS (below 
the diagonal) period. Italic numbers indicate predominantly 
asymme(ric shocks, bold numbers mark a reduction in the 
variability of the shocks between the first and the second 
su.b-period and stars characterize the significance of the 
heteroscedasticity test at 5(*) or l(**) percent levels . 

• 
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Tab. 18: Granier CaUBal.ity Test Results for 3-Month Euro 
Interest Rates, Monthly Data, Firs·t Differences, 
Sample Period: 79M3 to 89M10, m=n=6. 

OIHlhore Off-ilhore 
to from Germany France Holland Gennany France Holland 

On-e.hore .481 .123 .999-• .982* 1.00•• 
Germany .251 .258 .997** .437 .999** 

.573 .912 .047 .991** .367 

OIHlbore 1.00·• .994** .962 .994•• .996 
France LOO** .954* .741 .749 .990 

.989 .451 .792 .987* .464 

On-shore .985* .979 .928 .815 .984 
Holland .979* .687 .745 .733 .778 

.920 .925 .256 .995** .451 

Off-shore .997 LOO** 1.00** .993** LOO** 
Germany .914 LOO** .995** .604 .999** 

.541 .961* .721 .994** .439 

Off-shore .190 .304 .568 .749 .584 
France .055 .425 .550 .292 .504 

.580 .645 .193 .902 .237 

Off-ilhore .931 1.00 .. .911 .988* .717 
Holland .816 .990° .772 .975* .609 

.165 .962* .306 .203 .992** 

Key: The numerical values are the martnal significance levels 
of the likelihood-ratio tests .>.1 an .>.3. .>., (above the 
diagonal) and .>.2 (below the diagonal/ tests the joint sig-
oificance of 6 lags of the variables o the country in each 
column in the regression of the country in each row. Tests 
are reported for the overall sample (top~ and for both sub-
samples, with 83M3 as breaking point. tars indicate the 
significance at 5(*) or l~*) percent levels respectively. 
BOid numbers point to t e additional s~nificance of the 
likelihood-ratio test for instantaneous • ranger causality• 
or co-movements between the variables at a I percent level. 
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Tab. 19: Granger Causality Test Reeu.11.8 for 3-Month Interest 
Ratee Monthly Data, FlnJt Difl'erenoes, 
Sample Period: 79M3 to 89Ml0, m=n=6. 

to from GennanyFrance Italy BoUand Belgium Denmark Ireland 

.481 .123 .853 .306 n.a. .334 
Germany .251 .258 .730 .180 n.a . .624 

.573 .912 .315 . 342 n.a. .201 

1.00 .. _994•• 1.00 .. .989 n.a. .489 
France 1.00•• ,954• .994* .929 n.a. .45.5 

.909 .451 .945 .327 n.a . .542 

.985* .979 .9'46 . 897 n.a. .707 
Italy ,979• .687 .870 .717 o.a . .933 

.920 .925 . 870 .826 n.a . .161 

1.00•• . 998*• .997 .995·"' n.a. .960 
Boll&nd .999•• .992** .839 .992*" o.a . .881 

.736 . 813 .830 .067 n.a . .856 
• 

1.00•• .990 .635 .604 o.a . .691 
Belgium . 993** .890 .362 .362 n.a . .850 

.796 . 395 .576 .815 o.a . .877 • 
n.a. o.a. o.a. n.a. n.a. n.a. 

Denmark n.a. n.a. n.a. n.a. n.a. n.a. 
o.a. n.a. n.a. n.a. n.a. n.a. 

.875 .716 .722 .392 .950* n.a . 
Ireland .722 .759 .883 . 256 .805 n.a . 

.278 .286 .300 .320 . 976* n.a. 

Key: The numerical values are the marf nal significance levels 
of the likelihood-ratio tests A1 an As. A1 (above the 
diagonal) and A2 (below the dia~onal) tests the joint sig-
niflcance of 6 lags of the variab es of the country in each 
column In the regression of the country in each row. Tests 
are reported for the overall sample (top~ and for both sub-
aarnples, with 83M3 as breaking point. tars indicate the 
significance at 5(' ) or l~*) percent levels respectively. 
BOid numbers point to t e additional sa;::ficance or the 
likelihood-ratio test for instantaneous ' ranger causality' 
or co-movements between the variables at a 1 percent level . 

• 

• 



.. 
- A.20 -

Tab. 20: Granger C&Ull&li~ Test Results for Call Money Interest 
Rates Monthly &ta, First Differences, 
Sample Period: 79M3 to 89M10, m=n=6. 

to from Ger:m&ny Fr&n<:e Ita.1.y HOUand Belgium Denmark Ireland 

.636 .982• .950 .690 .977* .926 
Ger:m&ny .234 .979* .862 .293 .791 .819 

.845 .444 .887 .031 .141 .408 

1.00•• .912 .480 1.00** .939 .144 
France .1.00** .943 .398 1.00•• .918 .435 

.96.3* . .772 .823 .222 .048 .474 

.931 .832 .514 .835 .689 .765 
lta.ly .953* .265 .965* .712 .640 .703 

.468 .997** .682 .359 .047 .106 

1.00•• 1.00•• .988 .975 .885 .995** 
Holland .976* .997** .869 . 885 .727 . .993** 

.999** .291 .885 .400 .002 .844 

1.00** .838 .775 .317 1.00•• .641 
Belgium .815 .692 .358 .094 .996** .678 

.999** .643 .910*' .889 .998** .973* 

.909 .998 .703 .972* .996** .986* 
Denmark .414. .915 .929* .785 .992** .961* 

" 
.987* .. 854 .061 .992** .991** LOO** 

.455 .263 .998** .811 .840 .984 
Ireland .117 .066 .889 .463 .558 .834 

.994** .453 .970** .818 .817 .848 

Key: The numerical values are the martnal significance levels 
of the likelihood-ratio tests >.1 an >.3. >.1 (above the 
diagonal) and >.2 (below the diagonal) tests the joint sig-
Difica.nce of 6 lags of the variables of the country in each 
column in the regression of the country in each row. Tests 
are reported for the overall sample (top~ and for both sub-
samples, with 83M3 a3 breaking point. tars indicate the 
significance at 5(*) or l~*) percent levels respectively. 
Bold numbers point to t e additional s~ificance of the 
likelihood-ratio test for instantaneous ' ranger causality' 
or co-movements bet weeo the variables at a 1 percent level. 
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Tab. 21: Gran~ Causality Test Results for Long-Term Government 
Bond Interest RatEB, Month,i Data, First Differena:s, 
Sample Period: 79M3 lo 89 10, m=n=6. · 

lo from Germany France Italy Bollaod Belgium Denmark lrcland 

.9'2 .472 .313 .180 .646 .918 
Germany .810 .842 .073 .2.50 .909 .SS! 

.273 .114 .081 .us .893 .742 

.761 .836 .665, .864 .750 .957 
France .792 .993 .755 .884 .829 .926 

.340 .307 .426 .809 .899 .780 

1.00** .987* .999 .. .943 .155 .336 
Italy .983* .473 .m•• .828 .314 .815 

.999** .956* .991** .618 .065 .662 

.787 .713 .275 .754 .787 .m •• 
Holland .408 .672 .900 .837 .855 .967° 

.597 .187 .233 .605 .878 .926 

• .939 .978 .374 .SCI .077 .995** 
Belgium .991** .845 .205 .958* .725 .967* 

-~·· .91( .421 .954* .276 .958* .. 
.531 .939 .554 .731 .900 .890 

Denmark .882 .996** .915 .963* .853 .975* 
.500 .789 .278 .929 .835 .7~ 

.4.M .160 .842 .208 .399 .506 
Ireland .712 .143 .329 .058 .047 .279 

.~ .319 .942 .315 .524 .348 

Key: The numerical values are the marf oal significance levels 
of the likelihood-ratio tests A1 an As. A1 (above the 
diagonal} and A2 (below the di~onal) tests the joint sig-
nificance of 6 lags of the variab es of the country in each 
column in the regression of the country in each row. Tests 
are reported for the overall sample (top~ and for both sub-
samples, with 83M3 as breaking point. tars indicate the 
significance at 5(*) or l~*) percent levels respectively. 
Bold numbers poim to t e additional s~caoce of the 
likelihood-ratio test for instantaneous ' ranger causality' 
or co-movements between the variables at a 1 percent level . 

.. 
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Tab. 22: SLability Test Results for C&ll Mooey Interest 'Ratel, 
Monthly Data, First Differences, 
Sample Period: 79M3 to 89M10, m=n=6. 

to from Germany France Italy Holland Belgium. Denmark Ireland 

.94 .92 .95* .84 .81 .90 
Germany .16 .80 .59 .03 .09 .38 

.99** .99** .. 99** .99** .99** .99** 

.99** .99** .99** .99** .99** .99** 

,99•• 1.0** 1.0** .99** .99** 1.0** 
France 1.0** .97** .79 1.0•• .90 .85 

.99** .99** ,99•• .99** .99** .99** 
.99** .99** .99** .99** .99** ,99•• 

.61 .39 .83 .49 .43 .45 
Italy .96* .77 1.0** .89 .86 .88 

- - - - - -
- - .95* - - -

1.0•• 1.0•• 1.0** 1.0•• 1.0** 1.0•• 
Holland .34 .66 .14 .22 .08 .91 

.99** .99** .99** .99 .. .99** .99** 
.99** . 99** .99** .99 .. .99** .99** 

.64 .54 .63 '.66 .64 .81 
Belgium .12 .30 .23 .23 .73 .73 . 

.99** .99** .99** . 99** .99** .99** 

.99** .99** .99** .99** .99** .99** 

.95* .83 .91 .96* .94 1.0** 
Denmark .13 .12 .77 .42 .87 .96* 

.99** .99** .99 .. .99** .99 .. .99** 

. 99** .99** . 99** .99** .99 .. .99** 

.99** .97* .97* .98* .98* ,97• 
Ireland .41 .15 .32 .32 .39 .43 

.99** .99** .99** ,99•• .99** .99** 

.99** .99** .99** .99** .99** .99** 

Ker- The first and second numbers a.re the mar~inal significance 
levels of the likelihood- ratio test of Goldfe d and Quandt 
a.nd the F-test of Chow respectively. The third and fourth 
numbers are the significance levels of the forward and 
backward Cusurn~f Squares Tests of Brown, Durbin a.nd Evans. 
All test statistics are reported for the 83M3 breaking 
point of the sample. Stars indlcate the significance at 
5{*) or 1( .. ) percent levels respectively. 
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T&b. 23: Granger Causamy Test Results for Money Growth Rates 
~ Mont!!i: Data, First Differences, 

le Peri : 79M3 to 89M7,1 m=n=9. 

to from Germany France Italy Holland Belgium Denm.uklreland 

.462 .158 .65( .994** .892 .993** 
Germany .946 .213 .940 .951* .989* .796 

.504 .937 .472 .942 .746 .963* 

.805 .308 .755 .438 .896 .295 
France .161 .723 .689 .967* .871 .237 

.837 .957* .611 .374 .676 .733 

.983* .584 .753 .442 .880 .737 
Italy .999** .267 .997 .. .975* .968* .999* 

.921 .412 .459 .883 .962* .175 

.972* .831 .385 .491 .466 .973* 
Holland .987* .912 .580 .901 .996* .927 

! 
.963* .489 .520 .745 .907 , .997** 

.998** .719 .455 .789 .756 .971* 
Belgium .986* .993** .959* .977* .371 .998*• 

.995** .744 .979* .508 .580 .933 • 

.805 .980* .312 .837 .849 .863 
Denmark .906 .997** .195 .077 .986* .977* 

.336 .986* .559 .995** .665 .931 

.806 .229 .848 .650 .994** .784 
Ireland .959* .336 .972* .433 .938 1.00• 

.637 .099 .768 .803 .996*• .084 

Key: The numerical values are the ma.rsinal significance level! 
of the likelihood-ratio tests A1 an As. A1 (above the 
diagonal) and A2 (below the di~onal) tests the joint sig-
nificance of 6 lags of the variab es of t he country in each 
column in the regression of the country in each row. Tests 
are reported for the overall sample (top~ and for both sub-
samples, with 83M3 as breaking point. tars indicate t he 
sign:ificance at 5(*) or I~·) percent levels respectively. 
Bold numbers point to t e additional s~ficance of the 
likelihood- ratio test for instantaneous ' ranger causalitf 
or Co-movements between the variables at a 5 percent eve!. 

•For the regressions including Belgium the sample period is 79M3 to 89M3. 



- A24 -

Tab. 24: Granger Causali~ Test R.esult8 for Money Growth Rates 
~,M3~ ~ont y Data, Firs\ Differences, 

pie eriod: 79M3 to 89M6, m=on=9. 

to 
&om Germ&ny France Italy Holland Belgium Denmarklreland 

.768 .243 .834 n.a.. .392 .487 
Germany .695 .112 ,999•• n.a . .495 .866 

.922 .903 . 991 .. n.a . .961** .870 

.595 . 933 .707 n.a . .883 1.00•• 
.France .413 . 999** . 952* n.a . .409 1.00 .. 

.802 . 998** .469 n.a. . .956* .998** 

. 072 .351 .166 n.a . .344 .680 
Italy .292 .550 • 868 n.a. . .985* .648 

. 580 .010 .829 n.a. . .669 .355 

.883 .106 . 979* n.a. . .585 .427 
Holland . 998** .928 .879 n.a. .855 .995** 

.455 .875 .904 
, 

.855 .822 n.a.. 

n.a. n.a.. n.a.. n.a.. n.a. o.a. 
Belgium n.a. o.a. n.a. n.a.. n.a. n.a. 

o.a. n.a.. n.a.. n.a.. n.a . n.a. 

.981* .032 .859 . 999** n.a. . .307 
Denmark .881 .067 .810 . 949 n.a. . .967* 

.996** .957* .941 . 973* n.a . .689 

.926 .831 . 999** .619 n.a. .914 
Ireland ,999•• .451 .999** .946 n.a . .920 

.931 .988* . 959* .847 n.a. .919 

Ker- The numerical '>:a.iues are the martna.1 significance levels 
of the likelihood-ratio tests A1 an Aa. At (above the 
diagonal) and .X2 (below the diafiona.11 tests the joint sig-
nificance of 6 lags of the varia.b es o the country in each 
column in the regression of the country in ea.eh row. Tests 
are reported for the overall ·Sample (top§ and for both sub-
samples, with 83M3 a.s breaking point. tars indicate the 
significance at 5(*) or I~*) percent levels respectively. 
Bold numbers point to t e additional s~fica.oce of the 
likelihood-ratio test for instantaneous ' ranger causality' 
or co-movements between the variables a.t a 5 percent level. 
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Tab. 25: Gr~ Cauaality Test Results for ResErve Money 
~), Mont~ Data, Twelfth Diffenmoos, 

pie Peri : 79M3 to 89Ml0, m= n=9. 

to from ·GermanyFrance Italy Bolland Belgium Denmarklroland 

.666 .981* .867 .930 .133 .924 
Germany .910 .901 .991** .083 .994** .398 

.960* .966* .759 _996•• .453 .969* 

.897 .986* .677 .253 .967* .575 
France .877 .754 .710 .999** .740 .999** 

.944 1.00•• .935 .792 1.00•• .849 

.858 .949 .015 .765 .384 .093 
Italy .998* .996** .806 .738 .545 .870 

.452 .996** .322 .375 .898 .483 

.886 .174 .083 .721 .973* .224 
Bolland .900 .806 .857 .707 .271 .810 

.958* .161 .565 

' 
.698 .974* .637 

.992** .773 .980* .820 .777 .948 
Belgium .979* .641 .991** .993** .926 .883 

.966* .908 .423 .982* .544 .985* • 

.864 .814 .725 .695 .388 .705 
Denmark .321 .985* _999• .268 .962* i.oo•• 

.979* .865 .875 .675 .792 .673 

.741 .905 .910 .996** .507 .021 
Ireland .916 .989** .933 .880 .853 .181 

.287 .836 .969* .999** .688 .173 

Key: The numerical values are the martnal significance levels 
of the likelihood- ratio tests >.1 an ).3. >.1 (above the 
diagonal) and >.2 (below the diafional( tests the joint sig-
nificance of 6 lags of the variab es o the country in each 
column in the regression of the country in each row. Tests 
are reported for the overall sample (top~ and for both sub-
samples, with 83M3 as breaking point. tars indicate the 
significance at 5(*) or l~*) percent levels respectively. 
BOid numbers point to t e additional s~nificance of the 
likelihood- ratio test for instantaneous ' ranger causality' 
or co-movements between the variables at a 5 percent level. 

• 
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Tab. 26: Granger Causality Test Results for Foreign Exchange 
ReserVes, Monthly Data, Fim Diff-cee, 
Sample Period: 79M3 to 89Ml0, m=n=9. 

to from Germany France Italy Holland Belgium Denmarklieland 

.682 .006 .748 .233 .449 .956* 
Germany .193 .552 .839 .585 .591 .866 

.987* .185 .566 .796 .410 .997** 

.584 .065 .991** .654 .128 .312 
France .959** .533 .959* .645 .096 .715 

.355 .903 .818 .870 .904 .993'* 

.930 .581 .988 .975* .043 .658 
Italy 1.00 .. .477 .861 .515 .423 .361 

.620 .985* .925 .989* .232 .971* 

.873 .109 .442 .822 .103 .961* 
Holland .875 .615 .5?D .884 .203 .777 

.687 .981* .254 .352, .134 .999** • 

.658 .652 . 64o .918 .011 .658 
Belgium .582 .867 .568 .972* .236 .826 

.828 .681 .297 .177 . . 036 .416 • 
.289 .612 .051 .?DS .447 . 603 

Denmark .173 .285 .125 .296 .558 .996** 
.365 .791 .632 .462 .876 .962* 

.048 . .442 .062 .102 .871 .426 
Ireland .969* .488 .483 .081 .643 .956* 

.754 .962* .240 .710 1.00** .650 

Key: The numerical values a.re the marf nal significance levels 
of the likelihood-ratio tests At an Aa. At (above the 
diagonal) and A2 (below the diagonal( tests the joint. sig-
nificance of 6 lags of the variables o the country in eacli 
column in the re~ession of the country in each row. Tests 
are rei>orted for t. e overall sample (top~ and for both sub-
samples, with 83M3 as breaking point. tars indicate the 
significance at 5(*) or l~*) percent levels respectively. 
Bold numbers point to t e additional s~ficance of the 
likelihood~atio tt!St for instantaneous ' ranger causalit.y' 
or ~ovements between the variables at a 5 percent level. 
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Time Path of French 3-Month Domestic Interest Rates and 
3-Month Euro ln~t Rates, Monthly Data., First Differences, 
5'.mple Period: 79M3 to 89Ml0, 
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Time Path of German 3-Month Domestic Interest Rate and 
3-Month Interest Rates, Monthly Data, First Differences, 
Sample Period: 79M3 to 89Ml0, 

~ ..... ~ ...... ~ ............ ~ ...... ~ ..... ~ ....... ~ ..... ~~ ..... ~ ...... ~ ..... ~...., 
Ill 
N 

0 

Ill 
ci 
0 
ci 

- - - - - Off~hore 3-month interest rate 
--- On~hore 3-montb Interest rat.e 

• 

• 

.. 



• 

• 

"' 

• 

Graph 3: 
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Ti.me Pa.tb of Chow F-t.est Test for 3-Month Interest Rates, 
Monthly Data, First Differences, 
Sample Period: 79M3 to 89Ml0, 
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Graph 4: Time Path of Goldfeld-Quandt Likelihood-Ratio Test for 
3-Month Interest Rates, Monthly Data, Firsi Differences, 
Sample Period: 79M3 to 89MlO, 
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Graph 5: 
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Time Path of Brown, Durbin and Evans Cusw!H>f-Sq11&res 
Backward Test for 3-Montb Interest Rates, Monthly Da~ 
First DlfferenCES, 
Sample Period: 79M3 to 89MIO, 
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- - - - - Significance lines (10, :; and I percent levels) 
Cusum-of Squares Backward test 
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Graph 6: 
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Time Path of Brown, Durbin and Evans Cu.sum-of-Squares 
Forward Test for 3-Month fnterest Rat.es, Monthly Data, 
First Differences, 
Sample Period: 79M3 to 89Ml0, 
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- - - - - Significance lines (10, 5 and 1 percent levels) 
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Graph 7: 
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T ime Path of Granger Causality Test for French-(lerma.n 
3-Month Interest Rates, Monthly Data, First Differences, 
Sample Period: 79M3 to 89MIO, 
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--- Causality runs from Germany to France (~1) 
_____ ....._ Causality runs from France to Germany (~,) 

Significance lines (10, 5 and I percent levels) 



Graph 8: 

..., 
0 

-

- A34 -

Time Path or Granger Causality Test for Freoch--Oerman 
Call Money Interest Rates, Monthly Data, First Differences, 
Sample Period: 79M3 to 89M 10, 
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--- CausaJity runs from Germany to France (..\1) 

_...__..._...._ Causality runs from France to Germany ( ..\3) 

Significance lines (10, 5 and l percent levels) 

• 

l 

I 

• 



• 

Graph 9: 
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Time Path of Granier Causality Test for French-Gemwi 
Government Bond Rates, Monthly Dau, First Difference!, 
Sample Period: 79M3 to 89M9, 
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--- Causality runs from Germany to France (~1) 
---- Causality runs from France to Germany (~~ 

Significance lioes (10, 5 and I percent level!) 
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Time Path of Granger Causality Test for Frencb--Oerman 
Money Growth Rates (Ml ), Monthly Data, First Differences, 
Sample Period: 79M3 to 89M7, 
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--- Causality runs from Germany to France (A1) 

~--- Causality runs from · France to Germany (A3) 

Significance lines (10, S and 1 percent levels) 
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Graph 11: Time Path of Granger Causality Test for French--Oerman Money 
Growth Rates (M2,M3), Monthly Data, First Differences, 
Sample Period: 79M3 to 89M6, 
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Significance lines (10, 5 and l percent levels) 
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Grai>h 12: Time Path of Granger Causality Test for French-German 
Reserve Money (MO), Monthly Data, Twelfth Difference&, 
Sample Perid: 79M3 to 89M7, 
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Graph 13: Time Path of Granger Causality Test for Frencb--Oerman 
Foreign Exchange Reserves, Monthly Data, Filllt Differences, 
Sample Period: 79M3 to 89Ml0, 
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