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Abstract
Employing econometric methods for univariate timeries, this paper investigates the

empirical validity of assuming a unit root in indiwals’ labor-income processes. Using a
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to-unity parameters. The results indicate that iagenfor the representative worker are
governed by a process where shocks to earnings faaiye high persistence but are both
economically and statistically significantly difeert from having permanent effects; that is,
the largest autoregressive root is less than uftigse results add to the studies that question
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1. Introduction

How to best model individuals’ earnings and wagaaiyics has important implications for
several fields in economics. In particular, it @ag key role in our understanding of
idiosyncratic labor-income risk and thereby for masf individuals’ life-cycle decisions
related to consumption and saving (for an overviese Meghir and Pistaferri, 2010). Other
important fields include the relevance of modelattaim to explain individual’s earnings
trajectories (Baker, 1997; Neal and Rosen, 2000gstijons related to the incidence and
persistence of low income spells (Atkinseal, 1992) and how to best model the time-series
variation in earnings distributions (Moffitt and @&chalk, 2002; Baker and Solon, 2003).

The currently most applied model of individuals'ridags dynamics is a labor-income
process where earnings are subject to idiosyncigtiimcks with permanent effects. In
particular, contemporary research based on calimstof life-cycle and overlapping
generations models rely heavily on this framewafk Guvenen, 2007, 2009). Since such a
process, which we henceforth refer to as the watfUR) model, is nonstationary, it exhibits
distinct features that set it apart from other oeable representations of individual earnings.
Obviously, it induces maximum persistence in shottksncome. It also means that the
variance of the forecast error of earnings doesanverge to a constant value — as it does for
a (trend-) stationary process — but grows lineatith the forecast horizon; all else equal, this
induces more income risk on the individual. Thesgperties have been shown to matter for
conclusions in a wide array of topics related te-tiycle consumption, precautionary saving,
portfolio behavior, and labor supply; see, for epdenKimball (1990), Carroll and Samwick
(1998), Davis and Willen (2000), Low (2005), anddW& and Pistaferri (2010).

Given the important implications of the UR modael,is not surprising that a substantial
literature has tried to test its empirical validifjhese studies can be divided into two strands.
The first recognizes that the UR process implistatde implications for the lag structure of
the autocovariance matrix of earnings. Conclusimsn this part of the literature are
dispersed though.Researchers have also raised serious doubt abeuvdlidity of this
approach sinc@ the statistical tests are associated with poorgpd®aker, 1997; Guvenen,

2009), andii) parametric models fitted to the autocovariancacstire are sensitive to the

! Studies that report evidence in favor of the URdetanclude MaCurdy (1982), Abowd and Card (1988)d
Meghir and Pistaferri (2004). Studies that finddevice against the UR model include Palme (1995keBa
(1997), and Guvenen (2009).



exact choice of functional form (Baker and SoloA032). The second strand has deduced
information about labor income processes by compartheoretical predictions of
individuals’ life-cycle consumption behavior to thaf actual data. Up until quite recently,
this part of the literature was nearly undividedfaror of the UR model, which — together
with the mixed results from labor-income data —batady explains the heavy use of the UR
model in calibrationd.However, the more recent work of Guvenen (200@shthat a trend-
stationary process along the lines of Mincer’'s @3%7uman capital model also can match the
patterns in consumption if individuals’ gradualgatn about their earnings trajectories in a
Bayesian fashion. Succeeding research by GuvergiSanth (2010) further shows that the
trend-stationary model of Guvenen (2007) inducgsicantly smaller lifetime income risk
than what is typically assumed in most calibratextiats.

In this paper, we address the question of the URak®validity in a new way. Our study
belongs to the field that use earnings rather tmarsumption data, but instead of focusing on
indirect implications for the autocovariance stwiet as has been commonly done in the
literature, we employ direct methods with theirgors in univariate time-series econometrics.
Applying these methods to the individual-specifimé series of earnings, we obtain
distributions of the median unbiased estimate ef lttal-to-unity parameter which can be
used to assess the relevance of the UR modeldaefiresentative worker.

Concretely, we have access to longitudinal regisi@ia of high quality without survey
attrition which allows us to use time-series datad birth cohort of Swedish men over the
period 1968 and 2005, resulting in 38 years of eousve labor-income data for over 2,400
individuals. With these data, we estimate indiviegecific local-to-unity parameters for an
autoregressive process governing the dynamics af malividual’s relative earnings. When
this parameter is equal to zero, individual earsihgve a unit root; when it is less than zero,
individual earnings are (trend-) stationary. FolilogvStock (1991) and Campbell and Yogo
(2006), we invert a unit-root test statistic in @rdo get a median unbiased estimate of the
local-to-unity parameter. This estimate has theealipg property that the probability of

overestimation is equal to the probability over emegtimation. Hence, estimating local-to-

2 The significant rise in within-cohort consumptiarequality observed over the life cycle has beerd ha
reconcile with an earnings process where indivislaaé able to predict future earnings but is coemsisvith the
UR model; see, for instance, Deaton and Paxson4{199cas (2003), and Storeslettenal (2004). The
observation that consumption growth parallels ineognowth over the life-cycle has also been intdguteas
evidence in favor of the UR model; see, for instar@@arroll (1992) and Gourinchas and Parker (2002).
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unity parameters for each individual, we obtain &gl distributions of the local-to-unity
parameter which allows us to draw inference aboeilikelihood of a unit root in individuals’
earnings. In particular, the median of the distiilou of the estimated local-to-unity
parameters should be located at or close to zewmorkers’' data generating process for
earnings contains a unit root. As it turns out, empirical distributions have most of the mass
located well below zero, suggesting that temporatiger than permanent effects of shocks to
earnings are a better representation for the typioaker. This conclusion is in accord with
contributions such as Baker (1997), Guvenen (2@00D9), Browninget al (2010), and
Guvenen and Smith (2010).

The rest of the paper proceeds as follows. In 8e@i we present our data and the sample
construction. In Section 3 we present our empirfcainework and relate it to the previous
literature. Section 4 contains a short discussibnthe obtained results from applying
statistical tests to the autocovariance structdfireun earnings data. Section 5 presents and
discusses the results for the UR model based olot¢héto-unity framework. Finally, Section

6 concludes.
2. Data

The data used come from the Swedish longitudin@bdse LINDA, constructed to be cross-
sectionally representative of the Swedish poputatiach year from 1968 onwards (Edin and
Fredriksson, 2000). The database contains 3.35eperf the Swedish population. All
information is based on administrative registersctWitonfers several advantages compared
to an analysis based on survey data. First, tisen® ioutflow apart from death or migration,
so the data are free of the kind of sample attritommon in surveys such as PSID (see
Fitzgeraldet al, 1998). Second, the data are highly reliablegrmiation from administrative
registers is likely to be better than the recoitecof individuals.

The analysis is based on annual labor earringfrmation on individuals’ earnings comes

from Statistics Sweden’s Income Register. Up urfiB1, this register is based on employees’
tax reports under the provisions of the incomeléaxs. From 1982 onwards, it is based on
employers’ reports, also under the provisions efitttome tax laws.

% The earnings variable is constructed following teeommendations in the LINDA documentation by Eafixl
Fredriksson (2000), and the reader is referretitostudy for detalils.
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Our sample consists of Swedish men born in thesy&847 and 1948, which in turn is
divided into three sub-samples corresponding toviddals with a primary education, high-
school education, and college education, respégtfé/e use this particular two-year birth
cohort since, between 1968 and 2005, its indivilaaé old enough to have completed their
education and performed the mandatory year of Sheudlilitary service but young enough
not to be seriously affected by early retiremeritilevat the same time giving us the necessary
number of time-series observations for each indiaidIndividuals with less than a college
education are followed over the 38 years 1968—-2008¢esponding to the ages 21/22-58/59,
and individuals with a college education are fokalvover the period 1973-2005,
corresponding to the age interval 26/27-58/59.

Following the standard in the literature (see Megimd Pistaferri, 2010), we focus on
individuals with positive annual earnings. To maienthe number of included individuals
under the restriction of long enough and consistiem series, men with less than a college
education are kept in the sample if they have pesgarnings (above zero) in each year that
follows after their first year of positive earningsovided that this first year occurs prior to
1973. The corresponding individuals with a collesghication, which we start to study in
1973, need to have positive earnings in all theimgle years. To ensure that each
individual’'s time series is not made noisy by labmarket entry, we next discard the first year
of earnings for each individual; that is, we omiglude consecutive years of positive earnings
that have a preceding year of positive earnfhiysthe end, we have a working sample of
2,486 men, of which 741 have a primary-school etimeal,078 a high-school education,

and 667 a college education.

* Individuals are assigned to an educational attairirtevel based on the information in LINDA in 2005

® As a sensitivity analysis, we have also used apamhere individuals can be believed to have angjer
attachment to the labor market in each year. i $himple, we required consecutive years of ear@hgse the
‘basic amount’. The basic amount is annually cdaeg@dor inflation and corresponds to 39,400 SERQD5,
which translates to around 5,000 USD or 4,000 edm.analysis based on this sample did not alter any
conclusions; results are available on request.

® For example, the actual time-series used in tldysis for an individual with a high school eduoatand zero
earnings in 1968 but with consecutive years oftp@siearnings in the period 1969-2005 will coves trears
1970-2005.



3. Thelabor-income process and the empirical framework
3.1 The unit-root model

Consider the following model for the logarithm abbr earnings in yedrfor individual i
with educational attainmestwho belongs to birth coholt (in our case individuals born in
1947/48):

WP =as P gl (1)

In equation (1),dt5’b is a year-specific dummy variable for individubklonging to the same

birth cohort and with the same educational attamirteel. This dummy variable will capture

both the common life-cycle variation in earnings tluis group as well as common aggregate

shocks and/or time trends. The varialnje captures the individual-specific component of

earnings, and hence also individual-specific chanigeearnings. Since the focus in the

literature and in this paper is on individual-sfiecearnings dynamics, the rest of the paper

will focus on the time-series properties qf. In Appendix A, we depict some of the

individual-specific time series af that results from using equation (1).

To place our analysis in context, consider nextfélewing stylized decomposition of the

process fom! which nests the most common specifications irlitaeature:

=0 +y't+y, (2)
—_— -
A B
where
M= Pl & 3)

and & is white noise. In equation (2p describes a deterministic arél a stochastic

component, with individual earnings being goveribgdan individual-specific intercept and
trend plus a stochastic autoregressive processdefr @ne, AR(1). If o in equation (3) is

smaller than unity (in absolute value), earnings taend stationary. lfo is equal to unity,

6



earnings are non-stationary, with or without atdté#pending on whethet' #0 or not (see,

for example, Maddala and Kim, 1998).

Before proceeding, it is here important to recogrimt the model in (2) could be extended to
include additional and independent processes dlmngnes of that in expression (3), in order
to capture that some shocks may be less persisi@nothers. In the literature, it is common
to include two independent processes, one thatczgppermanent or highly persistent shocks
and another that captures more transitory shocttditidnal and independent processes could
also be included to capture measurement errorarmregs. For our purposes, it is sufficient
to recognize that the effects of such additiona @wlependent processes on earnings can be
accounted for by including additional MA and/orwatable number of AR terms in equation
(3), and this way of specifying the earnings preoggl not affect our identification of a unit
root in the data generating process for earnirfg (s, the properties of the largest AR rdot).
To keep the discussion simple, we disregard sudhtiadal terms for now and discuss them

in connection to our empirical specification in tiext sub-section.

Based on the model in equations (2) and (3), thadan this paper is whether is equal to

or smaller than unity and this has been addresseal humber of different ways in the
literature. In an influential paper based on theoemvariance structure of labor-income data
for the United States, MaCurdy (1982) is unableeject p =1 as well agy' =0 for alli in
equation (2); hence, individuals’ relative earnirage nonstationary (without a drift). These
properties have also found much support in indizidlonsumption data and are used in most
calibrations of life-cycle models. Not all studibased on the autocovariance structure find
support for the UR model though. In particular, 8akl997) and Guvenen (2009) have relied
on so called ‘covariance models’ in order to diwinate between processes. Here, the
implied expressions for variances and autocovaesmuplied by models such as in equation
(2) are fitted to the empirical counterpart by rmnoim distance estimation. Both these studies

have found estimates @b that are statistically and economically signifittarwell below

unity while insteady' #0 and &' # 0 for at least oné That is, individual earnings are trend

" The properties of any invertible MA processes barcaptured by a suitable AR process. For thisyelsas
details on how several independent processes caatared in a single process, see, for example)ilktan
(1994).



stationary. This is also the property of the lalmmome process that Guvenen (2007) finds

support for based on US consumption data.
3.2 Empirical strategy

In this paper we will approach the question®fs value using a methodology that has not
been employed previously in this field, namely theal-to-unity frameworK. This takes its

starting point in the near-integrated process. Arfietegrated process is one that has an AR
root close to unity which means that it in fini@ngples bears many similarities to a unit-root

process. In its simplest form, this is given by

X = @Ky T 17 (4)
where
p=1+c/T, (5)

n, is aniid error termg is the local-to-unity parameter afids the sample size. The local-to-

unity parameter can hence be seen as measuriagtivegressive root’s deviation from unity
relative to the length of the sample. Whes 0, the autoregressive root is unity. Using the
terminology of Phillips (1987, 1988),c< Omeans that the process is “strongly
autoregressive” — but mean reverting — whereapitbeess is “mildly explosive” it > 0In
practice, economists are almost exclusively intecesn whetherc= 0or c< 0 and this

study does not constitute an exception.

The typical focus when time series are analyzeahisther the null hypothesis of a unit root
can be rejected or not, even though it is well knahat tests of the Dickey-Fuller variety

tend to have low power against local alternati/&s. pointed out by Andrews (1993, p. 139):

8 Analysis based on the local-to-unity framework hasome increasingly popular, with applications oamly
found in macroeconomics and finance; see, for el@an@avanagket al (1995), Lanne (2000), Campbell and
Yogo (2006) and Beechey al (2009).

® A vast majority of unit-root tests have a unit ramder the null hypothesis, including the two sestat
probably are the most commonly used, namely thenfarged Dickey-Fuller test (Said and Dickey, 1984d a
the Augmented Dickey-Fuller test with GLS detremd{klliot et al, 1996). The KPSS test (Kwiatkowsi al,
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“In such cases, the failure to reject the null higests cannot be constructed as providing
evidence in favor of the nutllin fact, in the application in this paper, eagstimate of the
largest autoregressive root could be substantidilierent from unity but the null of a
standard unit-root test might still not be rejectdde follow workers’ earnings over a
maximum of 37 years, which is as far as we can gbowt running into data problems
associated with early retirement later in life awhooling early in life. Since the data are
annual, the number of observations is limited dredgower of Dickey-Fuller type unit-root

tests can accordingly not be expected to be vety. hi

The local-to-unity framework provides a means tarads the question of a unit root in
worker’s data generating process for earnings wdtildne same time circumventing the issue
of poor power in unit-root tests. The approach &asimber of advantages. First, it allows us

to address the downward bias of the OLS estimdtgr m equation (4) by obtaining median

unbiased estimates of*° Second, with a large number of median unbiasdthatts we can
focus on empirical distributions of the local-totynparameter,c; with a total of 2,486
observations, such distributions provide a largewm of information regarding the presence
of a unit root in earnings. Of specific interesthe location of the median of the estimated
local-to-unity parameters; if the UR model is indee correct characterization of workers’
earnings processes, this median is expected tochéeld at or close to zero.

The process underlying the empirical models usdtigpaper is more general than equation
(4) in that both deterministic terms and a richgnamic structure — namely a general
ARMA(p,q) — are allowed fot* More specifically, it is given by

X =M+ & + Vi, (6)
where
kL, =« (7

1992) provides an important exception but also essfffrom poor power properties and is less fredyent
employed in empirical work.
91t is a well-known fact that while the OLS estimaf ¢ is consistent, it is biased. The bias is presehbnly

AR(1) models but also in AR} models; see, for example, Shaman and Stine (1®88)discussion.
M Recall that an AR process of appropriate order approximate a general ARMBG) process; see also
footnote 7.



m-1

@, is aniid error term andk(L) = x(L)1- o), where x(L)=> x,L' and x, = 1 (L) is

j=0
hence factorized such that the largest rgot; 1+ ¢/T, is distinguished from the fixed stable

roots.

The median unbiased estimatecois obtained by employing a method suggested bgkSto
(1991) which is straightforward to carry out. A troot test statistic — in our case we rely on
the test statistic from the ADF test with GLS detheg (henceforth ADF-GLS test) of Elliot
et al (1996) — is calculated based on data. This iplsifihe t-statistic ony in equation (8)

below:

. . m .
AR = yiiq+ Y AN +4, (8)
j=1

where r}i is the GLS-detrended value qif, where rti is calculated as in equation (1). In the

GLS detrending, we focus on the case where we adleh individual to have both a constant
and a trend; in the analysis, we do, however, jailssent estimates where we only allow for a
constant? Using the known distribution of the test statistitder the alternative hypothesis,
this statistic then maps to a median unbiased estimofc; see Stock (1991) and Campbell
and Yogo (2006) for detaif$.This estimate of could in turn be used to calculate an estimate

of the largest autoregressive rogt, However, seeing that (for a giva@i there is a one-to-

one mapping betweanand o, we choose to focus an*

12 Since equation (8) is estimated separately for éadividual, each individual is allowed to have mique
empirical data generating process. The lag lengtach test equation is determined using the Seh(@&78)
information criterion.

13 In practice, the distribution of the test statiss simulated for a large number @§. Thec which has the
observed value of the test statistic as its medidure is the value af that is the median unbiased estimate.

14 As a comparison to our applied local-to-unity feamork, we in Appendix B also present and discusslte
from a traditional unit-root test analysis basedpplying the ADF-GLS test to each series.
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4. Initial analysisusing a traditional autocovariance method

Since the analysis in our paper utilizes Swediblorancome data, it is relevant to ask what
the Swedish autocovariance structure of earningdies) in terms of individual's earnings
processes. Like for the US, the evidence turngmbe mixed. In Appendix C, we present an
analysis of the autocovariance structure of eamfongour sample of a Swedish birth-cohort
along the lines of MaCurdy (1982). Similar to thedses that use this approach on US data,
the main conclusion from this exercise is that eowariances support a nonstationary
process. However, as discussed in the introduttighis paper, studies such as Baker (1997)
and Guvenen (2009) have highlighted several, pailgnsevere, statistical difficulties with
this approach. Consistent with this, not all ouplagal statistical tests are supportive of the
UR-model.

5. Resultsfrom thelocal-to-unity analysis

The results from the local-to-unity analysis focle@ducation group — where equation (8) has
been employed to data that were GLS detrended usitiy a constant and a trend — are
depicted in Figures 1 to 3 and in Tabl&®The distributions of the estimated local-to-unity
parameters show strong similarities across edutagioups with the great mass of the

distribution located well below zero.

With values notably below zero, the medians of ds#mated local-to-unity parameters
indicate than the UR model is not a correct charaation of the typical earnings process.
For the three education groups, the median estsmatege from -9.8 to -8.2; see Table 1. To
put these numbers into perspective, it can be nibigidthe median estimate for those with a
high-school education, which s=-9.2, corresponds to the largest autoregressive rangbe
0.75. For an AR(1) process with a persistence 05,0the half life of a shock — that is, the
time it takes for half of the effect of the shookvianish — is approximately 2.4 years; after six
years, roughly 18 percent of the effect still remsaiThis stands in sharp contrast to the UR
model, where the half life of a shock is infinitihdt is, shocks have a permanent effect).
From an economic perspective, it should be noted ¢tven if the unit root does not find

support, shocks have an effect that is non-nedégitso at reasonably long horizons.

15 Note that in all figures, the bar furthest to ke contains all observations smaller than theigah question.
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A relevant question to ask is whether the mediatimeses of c also are statistically
significantly different from zero. We have investigd this through a bootstrap procedure

which is conducted separately for each educationmy. Initially, we randomly sample,

individuals with replacement and estimate the ktoalnity parameter for each individual.

(n; is equal to the sample sizes originally used farhegroup, that is, 741 for those with a

primary-school education, 1,078 for those with ghkschool education and 667 for the
college educated.) We then calculate the medidhesie estimates. This procedure is repeated
10,000 times and we accordingly get 10,000 estisnatt¢he median of the estimated local-to-
unity parameters. The values corresponding to tf¢h2and 97.5th percentiles in our
distributions of median estimates are shown in &4blthus giving a 95% confidence
interval. As can be seen, the median estimatesare significantly different from zero. In

fact, none of the bootstrap estimates of the mealiarabove zero.

Figure 1. Estimated local-to-unity parameter fodividuals with primary-school education.
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Note: GLS detrending conducted with constant aaddr
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Figure 2. Estimated local-to-unity parameter fodividuals with high-school education.
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Figure 3. Estimated local-to-unity parameter fodividuals with college education.
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Table 1. Results from local-to-unity analysis.

With individual-specific trends Without individuapecific trends

Primary High school College Primary High school ll&ge
Median € -9.8 -9.2 -8.2 -5.0 -4.7 -4.2
Implied largest 0.73 0.75 0.74 0.87 0.87 0.87
AR root
Bootstrapped
95% confidence
inte:val folr [-10.6, -9.1] [-9.9, -8.4] [-9.0,-7.5] [-5.9,-4.4] [-5.2,-4.3] [-4.8,-3.5]
medianC
Share with¢ >0 13% 14% 14% 12% 13% 12%
Std. dev.C 12.2 14.0 13.1 9.1 8.8 10.9
P10 ¢ -26.5 -24.7 -23.0 -18.0 -16.9 -14.4
P90 ¢ 1.7 1.7 1.9 0.2 0.4 0.1

Note: “P10 ¢” and “P90 ¢” are the values of¢ corresponding to the 10th and 90th percentilepeetively
from the distributions in question.

What do our results imply concerning a unit rootearnings for individuals with large
estimates ot? The answer depends on the assumptions one isgmidl make. If one takes
the stand that the size of the largest autoregressiot is the same, or similar for all
individuals — along the spirit of the assumptionade in most calibrations of life-cycle
models and in most test of the UR model based totauvariances — the median estimate of
suggests that no one has a unit root in earningse3he median unbiased estimate has the
property that the probability of overestimatioregual to the probability of underestimation,
this view suggests that estimates differ from thfathe median simply because of random
estimation error. If one instead takes the starad idividuals differ significantly in their
values of the largest AR root, as for instance aggim Browninget al (2010), the estimates
are consistent with the view that some individuase a unit root; for all three education
groups, approximately 14 percent of the individuadsve an estimate af that is zero or
larger'® However, the median of the estimates oftill implies that earnings for the
representative agent — in terms of being the meididinidual — are trend stationary, and thus
are governed by a process which features shocks weiporary rather than permanent

effects.

16 Browninget al (2010) allow the entire income process to berbgeneous across individuals through the use
of a simulation based method known as ‘simulatedimmim distance’, which utilizes the auto-covariance
structure of earnings.
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The results in Figures 1 to 3 are generated urdeassumption that individuals may have
individual-specific trends. However, some applicas of the UR model do not allow for such
trends. It is therefore interesting to see howresults change once we impose the restriction
that no one has individual-specific trends in thé@ta generating process. As expected,
excluding the trends leads to higher median es@ismatc, now being roughly half of their
previous negative value. The bootstrapped confiel@mervals nevertheless clearly show that
the median estimate dfis significantly different from zero for all threlucation groups; see
Table 1.Translated into the largest autoregressive ro@,ntledian estimates now imply a
value of 0.87 for all three education groups. Hosveuhe share of individuals with an
estimate ot below zero — implying a mean-reverting processtually increases marginally.
This may seem odd at first. However, the exclugibthe individual-specific trends reduces
the dispersion of the whole distributions @rTable 1 displays a marked fall in the standard
deviations and increases in the lowest 10th pefteenit the estimates. That is, the share of
individuals with very negative estimateswélso falls. This might partly be explained by the
fact that we may incorrectly have included indiatigpecific trends for some individuals;
inclusion of irrelevant variables is well known tead to more imprecise estimates. In
addition, Stock (1991) shows that the precisiothaestimates increasesagets larger. The
distributions are however still strongly skewedtte left, away from the unit root; see Figures
D1 to D3 in Appendix D. To conclude, our resultlynhigher persistence in labor-income
shocks for the representative workers once we aiscaividual-specific trends, but there is

still no evidence in favor of a ‘pure’ unit root.

6. Conclusions

This paper investigates the presence of a unitiroatdividual earnings by applying direct
time-series methods that previously have not begriay/ed in the literature. Using a register-
based longitudinal dataset which allows us to f@lep cohort of workers from 1968 to 2005,
we are able to obtain empirical distributions ofda@ unbiased estimates of local-to-unity
parameters. These distributions indicate that egsnifor the majority of workers in our

sample are governed by a trend- (or mean-) reyepiiacess.

Many life-cycle or overlapping generations models aurrently calibrated using a labor-
income process where earnings for the represeatatdividual are governed by a unit-root

process, that is, shocks to earnings have permaifiects. The previous empirical evidence
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in favor of such a specification is mixed thoughisTpaper has investigated the issue of a unit
root in a new way and our results clearly questlmn heavy use of unit-root processes for
earnings. Our findings are hence in line with thfasering transitory rather than permanent
effects of shocks to earnings, such as Baker (198i@yenen (2009) and Brownirgg al
(2010). Our results are thereby also consisterth Yaibor-income processes that imply less
uncertainty about future earnings than what is comgnassumed, along the lines of those
suggested by Guvenen (2007) and Guvenen and S20ii0Y.
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Appendix A. Selected time series graphs of relative earnings

Figure Al. Time series d‘f for selected individuals with a high-school edimat
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Appendix B. Resultsfrom ADF-GL S unit-root tests

In this appendix, we report the share of tests witlee null hypothesis of the ADF-GLS test is
rejected. As can be seen from Table B1, the nudl ohit root is rejected between 18 and 22
percent of the time for the three education growpsn allowing for both a constant and a
trend. Allowing for only a constant, the null igaeted between 31 and 40 percent of the time.
This inability to reject a unit root would perhapgr se by some be interpreted as providing
evidence in favor of the UR model; the results frame local-to-unity analysis clearly
guestion this conclusion though. This illustrates problem of relying on traditional unit-root
tests for the question analyzed in this study.

Table B1. Fraction where the null hypothesis of Ali--GLS test is rejected.

Primary school High school College
Constant 40% 37% 31%
Constant and trend 22% 20% 18%

Notes: Significance level used is five percent.ri€ant” indicates that GLS detrending was conduetit
constant only; “Constant and trend” indicates tHat.S detrending was conducted with constant anditren
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Appendix C. Testsbased on the autocovariance structure of first-differenced earnings.

In this appendix we investigate the presence daifiaraot in individual earnings by studying
the autocovariance structure of first-differenceatnengs along the lines pioneered by

MaCurdy (1982). We also briefly recapitulate themmaiticism raised against this approach.

Consider first the alternative where individuall§tere) earnings follow an AR(1) unit-root

process without any deterministic component. Inagiqua (2), this corresponds o =1 and

042, =0. As recognized by MaCurdy (1982), this model ireplthe testable implication that

autocovariances of income changas, =r' —r,",, should be equal to zero at all lags; income

changes are driven by idiosyncratic shocks thaddfinition are uncorrelated. If an MA term
is also present in the income process, autocow@sarshould be different from zero
(generally negative) at the first lag but zero lahegher lags. Adding two MA terms makes

the two lowest lags different from zero, and saboilf we in equation (2) instead have

O0<p<1and Jj, #0, it can be shown that higher order autocovariaméeéscome changes

should be positive; see Guvenen (2009) for a atakposition.

Following such studies as MaCurdy (1982), Abowd @add (1989), Topel and Ward (1992),
and Meghir and Pistaferri (2004), Table C1 presensrage autocovariances of income
changes with accompanied standard errors for theZ0 lags. Similar to the results in these
US studies, average autocovariances are all irfgigntly different from zero for all
education groups (also for the even longer lags stmwn in Table C1). Within the

framework of equation (2), this pattern is congisigith an income process whepe= atd
042, =0. Hence, like for the US, the MaCurdy (1982) applogupports a UR model for

Swedish data

Two serious objections have however been raisethstgdie above approach. Firstly, Baker
(1997) shows, based on Monte Carlo analysis, tmatemployed statistical test has poor
power in finite samples, so that it is hard to ceflae null of covariances equal to zero. Or in
Baker’s (1997, p. 364) own word<Clearly this test cannot provide reliable evidemgginst
the alternative of person-specific profileSecondly, and also based on Monte Carlo analysis

Guvenen (2009) shows that g is sufficiently large, albeit still allowed to tsibstantially
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lower than unity, andﬁ, is quantitative small, albeit stiélconomicallysignificant in terms of

affecting the dispersion of life-cycle earningsddhere also is noise in the data, it becomes
even harder to find evidence in favor of (the trmehd-stationary process.

One way to try and validate the above analysis hiighto use a Wald-test to investigate if all
covariances above a certain lag pmetly equal to zero, as for instance done in Abowd and
Card (1989). Based on the results in Table Clasomable strategy for our data is to test the
autocovariances above the first order, since tis¢ @rder covariances are close to being
statistically significant. As it turns out, we aaetually able to reject the null of all auto-
covariances beyond the first lag jointly being dquazero for all education groups (test-
statistics not shown but available on request).af¢ealso able to reject that auto-covariances
above the fifth and tenth order are jointly equakéro, respectively. These results contradict
the above support for the UR model. They are aisvlas to the US evidence in Baker
(1997), as he also finds support for the UR modkeénvsingle restrictions on the auto-
covariance matrix are tested but not when jointrictons are tested. However, there is also
serious criticism against this particular test. &l 997) demonstrates that it has inflated size
in small samples. Guvenen (2009) also highlights tlesults from this joint test are not
straightforward to translate into evidence for gaia income process — either a stationary or
nonstationary — since it does not distinguish betwpositive and negative deviations from

Zero.

Since autocovariances can be sensitive to outlerdiave also performed the above analysis
with samples where individuals are required to heaveual earnings above the ‘basic amount’
— 39,400 in real SEK in 2005 which translates touad 5,000 USD or 4,000 Euro.

Conclusions are robust to this alternative samgpiestuction and the only change is that one-
by-one tests of autocovariances (as in Table C)also indicates the presence of a negative

MA term in the earnings processes (results ardamaion request).

To conclude, like the US studies that employ theCMraly (1982) approach, we find evidence
in favor of the UR model. However, consistent witie skepticism raised against this
methodology, we — like the US study by Baker (1997@re left with inconclusive evidence
once results from joint statistical tests are addetie picture.
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Table C1. Average auto-covariances of first-diffex@d earnings by education group (std. errors).

Auto-covariances Primary High-School College
cov(Ar, ,Ar, ) 11011 .10933 .12553
(.03315) (.02664) (.03860)
cov(Ar, ,Ar,_,) -.03088 -.03134 -.02317
(.02021) (.01679) (.02043)
cov(Ar, ,Ar,_,) -.00765 -.00540 -.01375
(.01001) (.00810) (.01326)
cov(Ar, Ar,_;) -.00384 -.00356 -.00138
(.00792) (.00601) (.01137)
cov(Ar, Ar,_,) -.00105 -.00318 -.00234
(.00698) (.00537) (.00964)
cov(ar, ,Ar,_;) -.00245 .00085 -.00493
(.00611) (.00483) (.00874)
cov(Ar, ,Ar,_) .00085 -.00140 .00039
(.00592) (.00431) (.00686)
cov(ar, Ar,_,) .00011 .00027 -.00001
(.00506) (.00448) (.00653)
cov(Ar, ,Ar,_;) -.00174 -.00081 .00274
(.00501) (.00427) (.00770)
cov(Ar, ,Ar,_g) .00060 -.00155 .00021
(.00436) (.00373) (.00678)
cov(Ar, ,Ar, ;) -.00025 .00024 -.00430
(.00438) (.00366) (.00699)
cov(ar, ,Ar,_,,) -.00105 -.00011 .00260
(.00424) (.00351) (.00656)
cov(Ar, ,Ar,_;,) .00040 -.00077 -.00010
(.00413) (.00318) (.00661)
cov(Ar, Ar, ;) .00022 .00106 -.00201
(.00395) (.00310) (.00692)
cov(Ar, ,Ar,_,) -.00238 -.00131 .00257
(.00439) (.00322) (.00858)
cov(Ar, ,Ar,_.) .00210 -.00005 .00127
(.00535) (.00384) (.00932)
cov(Ar, ,Ar, ) .00068 .00106 -.00675
(.00491) (.00431) (.00741)
cov(Ar, ,Ar,_;;) -.00280 -.00038 .00554
(.00456) (.00357) (.00622)
cov(r, ,Ar,_g) .00118 .00104 .00104
(.00406) (.00337) (.00630)
cov(Ar, ,Ar,_q) -.00072 -.00003 -.00373
(.00456) (.00336) (.00489)
cov(Ar, Ar,_,,) .00225 -.00129 -.00027
(.00451) (.00303) (.00568)
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Appendix D. Estimates without individual-specific trends

Figure D1. Estimated local-to-unity parameter fadividuals with primary-school education.

140

Note: GLS detrending conducted with constant.

Figure D2. Estimated local-to-unity parameter fadividuals with high-school education.

200

Note: GLS detrending conducted with constant.
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Figure D3. Estimated local-to-unity parameter fadividuals with college education.

160

Note: GLS detrending conducted with constant.
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