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Abstract

This paper proposes a simple explanation for the frequent appearance

of a price puzzle in VARs designed for monetary policy analysis. It sug-

gests that the best method of solving the puzzle implies a close connection

between theory and empirics rather than the introduction of a commodity

price. It proves that the omission of a measure of output gap (or potential

output) spuriously produces a price puzzle in a wide class of commonly

used models. This can happen even if the model admits a triangular

identification and if the forecasts produced by the misspecified VAR are

optimal. In the framework of a model due to Svensson, the omission

of a measure of output gap is shown to generate several other incorrect

conclusions. When the model is tested on US data, all predictions are

supported.
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1 Introduction

A vast literature has produced a reference framework for VAR analysis of mon-

etary policy.1 This reference VAR includes a commodity price index. The first

VAR studies showed that omitting a commodity price and taking a short in-

terest rate as the policy instrument produced a response of the price level to

contractionary monetary policy shocks which was positive for many quarters, a

finding that took the name of price puzzle. Sims (1992) proposed a rationale for

the puzzle, and a way to fix it. His conjecture was that the information set avail-

able to policy makers may include variables useful in forecasting future inflation

that the econometrician has not considered. If the VAR forecast of inflation is

in fact a poor one, the VAR will mistakenly identify as shocks movements in the

instrument of policy which are in fact endogenous responses to signals of future

inflation, hence the finding that prices increase after a contractionary monetary

policy shock.2 Sims himself (1992) and later studies building on this suggestion

have found that the puzzle disappears in the US, at least to a large extent, when

the VAR is extended to include a commodity price index, a variable useful in

forecasting inflation.

Besides solving the price puzzle, the inclusion of a commodity price changes

the overall picture of monetary policy, in that the response of output to a MP

shock is smaller andMP shocks are less important in the variance decomposition

of output and of the federal funds rate (the policy instrument). Based on these

results, Leeper, Sims and Zha (1996) warn that the exclusion of a commodity

price can result in serious misspecification.

But while no one wants a price puzzle in their VAR, eliminating it sometimes

comes at a cost since the models monetary economists work with do not include

a commodity price. Of course the models are not meant to be complete rep-

resentations of reality, and if monetary authorities do react to information not

incorporated in the models, so much worse for the models. Nevertheless, having

to include a commodity price in the VAR can be disturbing if a researcher is

trying to bring a model to the data and she is interested in identifying all shocks,

or anyway more than just MP shocks. For example, how are we to interpret

the structural shocks if the VAR has two price levels, say CPI and commodity

prices, but the theoretical model only has one? Adding variables to the VAR

1For a summary of this literature see Christiano, Eichenbaum and Evans (1998) or Leeper,
Sims and Zha (1996). For a thorough presentation of the framework VAR for monetary policy
analysis, see Favero (2000).

2Henceforth MP shock.
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to solve the price puzzle makes interpretation and identification of shocks other

than the MP shock more problematic and less model-driven. This paper argues

that this situation may be avoidable.

The paper explores the possibility that the price puzzle may be due to some-

thing other than the omission of a variable useful in forecasting inflation (such

as a commodity price). It shows that a wide class of models produces a price

puzzle when subjected to a seemingly innocent misspecification common in ap-

plied research: output is used in applications while theory speaks of the output

gap. The key requirements needed to produce a puzzle is that the monetary

authority has the output gap in its policy function and that there are lags in

the transmission of monetary policy, so that monetary policy affects output first

and then inflation. The intuition is that since the output gap is omitted from

the inflation equation, the interest rate spuriously appears in the equation with

a positive coefficient, because the interest rate reacts positively to output gap

increases.

The rest of the paper proceeds as follows. Section 2 presents a model for

monetary policy analysis (Svensson, 1997), which incorporates in a simple form

some key features of more complex models and admits a triangular identification

scheme in the order: potential output (or output gap), output, inflation and

interest rate (the model also admits a three variable representation including

output gap and omitting output). Taking the Svensson model as the data

generating process (DGP), this section explores analytically the consequences

of estimating a three variable VAR that includes output but not the output gap.

Among other things, a price puzzle emerges and the variance of theMP shocks is

overestimated. The impact of a MP shock on output is also overestimated. The

consequences of the misspecification are also shown through impulse responses,

giving more color to the analytical results. These results extend to a rich class

of models (Section 2.3).

Section 3 takes the theory to the data, using as output gap a measure of

capacity utilization produced by the Federal Reserve Board. A three variable

VAR in the order: output gap, inflation and federal funds rate, is compared to

a VAR including output rather than the output gap. The second VAR produces

a large price puzzle, the first none. In the first VAR monetary policy is more

endogenous and accounts for much less of the forecast error variance of output.

Overall, the results produced by the first VAR are closer to those implied by the-

ory and by larger VARs that include a commodity price. Section 3.1 estimates

a four variable VAR (derived from the model) in the order: potential output,
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output, inflation, federal funds rate, allowing technology shocks to enter the

picture. Technology shocks identified with short run restrictions taken from the

model yield predictions consistent with the model and with the assumption (not

imposed) that only technology shocks affect output in the long run. Section 4

argues that the commodity price index does not solve the price puzzle because

it is useful in forecasting inflation, but rather because it is correlated with the

output gap. Section 5 concludes.

2 A simple model for monetary policy analysis:

Svensson (1997)

Svensson (1997) presents a model designed to capture some key features of the

transmission mechanism of monetary policy. In fact, it is more generally a

model of business cycle fluctuations. The same model is used in Rudebusch

and Svensson (1999), in Judd and Rudebusch (1998) and, extended to a small

open economy, in Ball (1999). A forward looking version appears in Clarida,

Gali and Gertler (1999) and in Svensson (2000a and 2000b). Romer (2000)

presents the same model as an improvement over the traditional IS -LM. The

model consists of an IS equation, a Phillips curve and a Taylor rule obtained

from the monetary authority’s optimization problem. This core three-equation

structure is shared by many recent New-Keynesian models for monetary policy

analysis. A distinctive feature of the model is that it incorporates delays in the

transmission of monetary policy. Monetary policy can affect output only with

a lag. Output, in turn, affects inflation with a lag. Since the transmission from

policy action to prices goes through output variations, monetary policy affects

prices with two lags. The IS and Phillips relations are backward-looking, but

section 2.3 shows that the main results hold in a very general framework, which

includes forward looking and (totally or partially) microfounded models, the

key requirement being that they display delays in the transmission of monetary

policy. The IS relation is given by

ygt+1 = βyy
g
t − βr(it − πt) + ²ADt+1, (1)

where it is a short term interest rate set by the monetary authority, yg is the

output gap, defined as ygt = Yt− Y Nt , where Yt is the log of output and Y Nt the

log of natural (or “potential”) output. Natural output is assumed to follow an
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exogenous AR(1) process3

Y Nt+1 = ρY Nt + ²Nt+1. (2)

The Phillips curve is modelled as

πt+1 = πt + αyy
g
t + ²CPt+1. (3)

All shocks are iid.4 They are labelled: aggregate demand shock, technology

shock and cost-push shock. Denote their standard deviations by σAD, σN ,

σCP . The model is supplemented by a loss function for the monetary authority

of the standard type

Lt = Et

∞X
i=0

βi
£
λ(ygt+i)

2 + (πt+i − π∗)2
¤
. (4)

The solution takes the form of a Taylor rule (See Svensson (1997) for the closed-

form solution. Since the model is backward-looking the discretionary solution

and the commitment solution are the same):

it = γππt + γyy
g
t . (5)

A monetary policy shock can be added by assuming that the Taylor rule is not

followed deterministically. In that case, the shock ²MP with std σMP is added

to the Taylor rule.

2.1 The correct identification

AD shocks affect output but not inflation contemporaneously while MP shocks

affect neither output nor inflation contemporaneously. Technology shocks in-

crease output contemporaneously, leaving output gap, inflation and interest rate

unchanged (the extension of Section 2.3 can accommodate technology shocks

that affect all variables). The model delivers a three variable VAR with tri-

angular identification in the order: output gap, inflation, interest rate (output

gap and inflation can be reversed). Four variable formulations are also admissi-

ble, with any two of output, output gap, natural output, appropriately ordered.

3 Svensson (1997) makes no assumption about potential output. I follow Svensson (2000a
and 2000b) in assuming an AR(1) process.

4The assumption of iid shocks is not particularly restrictive, as more lags can be added to
equations (1)—(3) without any difficulty.
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However, the model does not justify a three variable VAR including output,

inflation and interest rate, which is the core of VARs that researchers have

estimated in practice.5

2.2 From the VAR implied by theory to the empirical
VAR, taking a false step

Let the DGP be given by equations (1)—(5). The Taylor rule is assumed deter-

ministic for simplicity (all results generalize to the case σMP > 0: the Appendix

shows the form taken by the system if σMP > 0, and a simulation for this case

appears later in this section). Suppose that a researcher estimates a VAR in-

cluding: output, inflation and interest rate (identified in the same order) but not

the output gap.6 What are the effects of this common and seemingly innocent

change?

I start investigating the consequences of this misspecification by relating the

true structural moving average representation to the one recovered by the mis-

specified VAR. To avoid mixing problems of misspecification and of parameter

uncertainty due to small sample size, assume that the sample is large. The DGP

has a VAR(1) representation

A0Xt = A1Xt−1 + ²t,

which can be inverted to obtain the moving average representation of the DGP

Xt =
∞X
i=0

Di²t−i,

where

X
0
t =

©
Y Nt , Yt,πt, it

ª
;

²
0
t =

½
²Nt
σN
,
²ADt
σAD

,
²CPt
σCP

¾
;

5Two exceptions are Leichter and Walsh (1999) and Rudebusch and Svensson (1999).
6This group of three variables, with this same ordering, plus a commodity price index

ordered after prices, is the core of the framework VAR model for monetary policy analysis
(see, for example, Bagliano and Favero (1998) and Favero (2000)).
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V CV (²t) = I;

D0 =


σN 0 0

σN σAD 0

0 0 σCP

0 γyσAD γπσCP

 . (6)

The researcher is estimating a VAR in (Y,π, i),7 working under the (erroneous)

assumption that the moving average representation for the structural residuals

is given by (asterisks denote the misspecified system)

Zt =
∞X
i=0

D∗i ²
∗
t−i,

where Z
0
t = {Yt, πt, it}. The researcher identifies the system by assuming that

D∗0 has a lower triangular structure (the system of equations is assumed recur-

sive). Since D∗0D∗00 =
P
, where

P
is the variance-covariance matrix of the re-

duced form residuals, the recursive assumption implies thatD∗0 = Cholesky(
P

).

The researcher will then interpret D∗0 as

D∗0 =

 σ∗AD 0 0

b21 σ∗CP 0

γ∗yσ∗AD γ∗πσ∗CP σ∗MP

 .
If σMP = 0, the exclusion of Y N produces no loss of fit in any equation, a result

driven by the deterministic form of the Taylor rule that allows to retrieve Y N

(and thus yg) with no error as a linear combination of the three variables of the

system. Therefore the misspecified VAR produces optimal forecasts of inflation

at all time horizons, excluding the possibility that the standard explanation for

the price puzzle may be relevant in this setting. ConsequentlyX
= D∗0D

∗0
0 = [D0D

0
0]42,

where [D0D
0
0]42 is the 3× 3 matrix obtained deleting the first row and the first

7Throughout the paper I refer to the VAR in output, inflation and interest rate as “mis-
specified VAR”.
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column of D0D
0
0.

[D0D
0
0]42 =

 σ2
N + σ2

AD 0 γyσ
2
AD

σ2
CP γπσ

2
CP

γ2
yσ

2
AD + γ2

πσ
2
CP


= D∗0D

∗0
0 (7)

=

 σ∗2
AD σ∗ADb21 γ∗yσ∗2

AD

σ∗2
CP + b221 b21γ

∗
yσ

∗
AD + γ∗πσ∗2

CP

γ∗2
y σ

∗2
AD + γ∗2

π σ
∗2
CP + σ∗2

MP

 .
The relations between the actual and estimated shocks are straightforwardly

obtained from the equalities in (7). b21 is correctly set to zero, since σ∗ADb21 = 0.

It follows that:

1. σ∗2
AD = σ2

N +σ2
AD. The variance of the labelled AD shock is the sum of the

variances of the AD shock and of the technology shock The importance

of AD shocks in the variance decomposition of output is overestimated.

2. σ∗2
AD = σ2

AD + σ2
N and γyσ

2
AD = γ∗yσ∗2

AD imply

γy
γ∗y

=
σ2
AD + σ2

N

σ2
AD

> 1,

that is the output gap coefficient in the Taylor rule is underestimated.

Some simple algebra gives

γyσAD − γ∗yσ∗AD = γyσAD

Ã
1− σADp

σ2
AD + σ2

N

!
> 0.

This means that the intensity of the response of the monetary
authority to a one std AD shock is underestimated even though the
std of AD shocks is overestimated. The intuition is that some unforecasted

movements in output are due to technology shocks, to which monetary

policy does not respond. Since the misspecified VAR registers a small

average reaction of the interest rate to unforecasted output movements, the

coefficient γy in the Taylor rule is underestimated. The underestimation

grows with σN .

3. σ2
CP = σ∗2

CP , following from the fact that b21 = 0.
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4. Finally, the variance of MP shocks is overestimated. To derive the
result, start from (7), which sets γ2

yσ
2
AD + γ2

πσ
2
CP = γ∗2

y σ
∗2
AD + γ∗2

π σ
∗2
CP +

σ∗2
MP . Use the results obtained so far, namely

(a) γ2
πσ

2
CP = γ∗2

π σ
∗2
CP ,

(b) σ∗2
AD = σ2

N + σ2
AD,

(c)
γy
γ∗y

=
σ2
AD+σ2

N

σ2
AD

,

to obtain

σ∗2
MP = γ2

y

σ2
ADσ

2
N

σ2
AD + σ2

N

> 0. (8)

Even though the Taylor rule is deterministic, the VAR finds that the variance

of the labelled MP shock is strictly positive. The intuition is that since the

interest rate does not react in the same way to technology and AD shocks,

when a movement in output (of a given amount) is observed the VAR will

sometimes register a certain change in the interest rate (when the movement is

caused by an AD shock) and sometimes a different change (when caused by a

technology shock) and will be tricked into interpreting this as random behavior

of the monetary authority.8 If σMP > 0, the right-hand-side of equation (8)

gives a lower bound for σ∗2
MP −σ2

MP . Notice that if σN = 0, all misspecifications

disappear, as they should since in that case ygt = Yt.

I now use the result that σ∗MP > 0 to prove that the misspecified system will

display a price puzzle. The strategy is to derive the coefficients of the inflation

equation in the misspecified VAR.

Use the Taylor rule in (5) to obtain an expression for the output gap

ygt =
1

γy
(it − γππt), (9)

and substitute it into the Phillips relation. This yields

πt+1 =

·
1− αy γπ

γy

¸
πt +

αy
γy
it + ²CPt+1. (10)

Equation (10) is both the inflation equation in the VAR and the structural

equation of the recursive system, since b21 = 0 (see (7)) implies that Yt+1 has a
8 In this model the interest rate does not react at all to technology shocks, but the intuition

applies more generally, as long as the monetary authority reacts differently to technology and
AD shocks.
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zero coefficient. If σN = 0, it follows that ygt = Yt, so there is no misspecification

and (10) is equivalent to

πt+1 = πt + αyYt + ²CPt+1. (11)

Yt, πt, and it are perfectly collinear and choosing between (10) and (11) is

a matter of taste. On the other hand, if σN > 0, no other autoregressive

representation fits as well as (10). Therefore OLS will retrieve (10). The reason

why it appears with a positive coefficient in (10) is that movements in the

interest rate help retrieve movements in the output gap, which is omitted. Since

αy/γy > 0 and output does not appear in the equation, the impact of a MP

shock (which causes it to be higher than forecasted) on inflation is estimated to

be zero contemporaneously and positive at one lag. In other words, a positive

response of inflation to a contractionary MP shock (a price puzzle) at lag one

is guaranteed as long as the variance of the retrieved MP shocks is estimated

to be strictly positive, which will be the case if σN > 0 (see equation (8)). The

magnitude of the puzzle at lag one is given by
¡
αy/γy

¢
σ∗MP , so it grows with

the variance of technology shocks (see equation (8)). If the econometrician is

not ordering the interest rate last she will obtain an even larger price puzzle,

since (10) does not change and σ∗MP is obviously larger.
9

To gain further understanding of the puzzle, it is useful to show that the

misspecified MP∗ shocks are positively correlated with the true AD shocks and

negatively correlated with the true technology shocks.

In the DGP, the one-step-ahead forecast error is given by

it+1 −Etit+1 = γy²
AD
t+1 + γπ²

CP
t+1, (12)

while the one-step-ahead forecast error in the misspecified model is given by

it+1 −E∗t it+1 = γ∗y²
∗AD
t+1 + γ∗π²

∗CP
t+1 + ²∗MP

t+1 . (13)

Asterisks denote the shocks obtained from the misspecified VAR. Since the

assumption that σMP = 0 implies Etit+1 = E∗t it+1, we can equate the right-

hand-sides and use the results just obtained, namely γπ²
CP
t+1 = γ∗π²∗CPt+1 , ²

∗AD
t+1 =

9The existence of a price puzzle does not depend crucially on the fact that the central
banker can observe inflation and output gap contemporaneously (see Section 2.3).
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²ADt+1 + ²Nt+1 to obtain as expression for ²
∗MP ,

²∗MP
t+1 = (γy − γ∗y)²ADt+1 − γ∗y²Nt+1. (14)

Since cov(²ADt+1, ²
N
t+1) = 0 by assumption, using γy/γ

∗
y =

¡
σ2
AD + σ2

N

¢
/σ2

AD > 0

gives

cov(²∗MP
t+1 , ²

AD
t+1) = (γy − γ∗y)σ2

AD > 0, (15)

cov(²∗MP
t+1 , ²

N
t+1) = −γ∗yσ2

N < 0. (16)

These results provide further intuition for the origin of the price puzzle:

the misspecified monetary policy shocks are positively correlated with the true

aggregate demand shock, which in turn raise inflation with a lag. Since at lag

one the true monetary policy shocks cannot affect inflation, only the spurious

part is active at lag one, so we are certain to find a price puzzle. Moreover,

monetary policy shocks are spuriously correlated with technology shocks. This

means that the misspecified impulse response of output to a contractionary

monetary policy shock is contaminated by the response of output to a negative

technology shock. If potential output is more persistent than the output gap,

the response of output to a monetary policy shock will be longer lived than the

true one.

There are more potentially erroneous conclusions that can be derived from

the misspecified system. To illustrate them, I obtain the reduced form equation

for output in the misspecified system. Start with the IS equation (1) and

eliminate ygt+1, y
g
t using the definition, y

g
t = Yt − Y Nt . Move Y Nt+1 to the right-

hand-side and substitute it using (2). This leaves ²Nt+1 and Y
N
t on the right-

hand-side. Finally, eliminate Y Nt from the right-hand-side by rearranging (9)

as

Y Nt = Yt − 1

γy
(it + γππt), (17)

which gives the equation for output in the misspecified model

Yt+1 = ρYt +

·
(ρ− βy)

γπ
γy

+ βr

¸
πt −

·
(ρ− βy)

1

γy
+ βr

¸
it + ²ADt+1 + ²Nt+1.

(18)

11



Some implications of equation (18) are worth noticing.

• If ρ > βy, for example when the output gap is stationary while technology
has a unit root, AD shocks will appear to have a more persistent effect on

output than they actually do.

• If ρ > βy, the effect of a given interest rate shock on output one step

ahead is overestimated, since the coefficient attached to it is larger than

βr. The same is true of CP shocks.

The derivation of (10) and (18) assumed that the Taylor rule is determin-

istic. The Appendix shows the form taken by the system if σMP > 0, and a

simulation for this case appears later in this section. If σMP > 0, the misspec-

ified system (Y,π, i) is no longer VAR(1), but VARMA(2,1). This implies that

the econometrician who is selecting lag length for a VAR is likely to choose a

VAR with more than one lag, and will produce sub-optimal fit and forecasts

even is she estimates a VARMA(2,1).

A more complete picture of the consequences of the misspecification can be

gained from looking at impulse responses. The experiment is as follows. Each

graph plots the response of output or inflation or interest rate to a shock in

the theoretical economy together with the response to the same shock in the

misspecified three variable VAR (output, inflation, interest rate).

The model parameters are set as in Ball (1999): αy = 0.4, βy = 0.8, βr = 1.

Reflecting the idea that potential output is a highly persistent process, I set

ρ = 0.98. The standard deviations are σAD = σCP = σN = 1. For ease of

comparison, the parameters in the Taylor function are not set to the optimal

value in each case, but are kept constant at γy = 0.5, γπ = 1.5.10 These

parameters are kept fixed. The only difference between Figure 1 and Figure

2 is the standard deviation of the true monetary policy shock. In Figure 1

σMP = 0, so all results are analytical. Recall that the differences between

theoretical and misspecified responses cannot be accounted for by parameter

uncertainty. The response of output to a labelled AD shock is higher than

the true one upon impact and more persistent thereafter, while the response of

the interest rate to an AD shock is underestimated. In the low-right corner,

notice that the estimated std of a MP shock, which is zero in the DGP, is a

substantial 0.35. Therefore in the variance decomposition of all variables the

10The optimal value of the parameters of the Taylor function has a closed form solution
given in Svensson (1997).
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role of MP shocks, which is truly zero, is estimated to be positive. The price

puzzle has warning proportions. The response of output to a misspecified MP

shock is highly persistent, reflecting the fact that the misspecified MP shocks

are negatively correlated with the true technology shocks.

In the second experiment a stochastic element is added to the behavior of

the monetary authorities by setting σMP = 1. The results are displayed in Fig-

ure 2. As previously argued, the misspecified system is no longer VAR(1) when

σMP > 0, and impulse responses for the misspecified VAR have to be obtained

numerically if we are to give the misspecified model its best chance.11 Portman-

teau test of residual correlation is first passed at four lags, so a VAR(4) is fit to

the misspecified system. If less than four lags are chosen, the misspecifications

maintain the same qualitative pattern but become larger. The response of the

interest rate to an AD shock is underestimated, again as expected. Responses

to MP shocks are once again those that display the most obvious misspecifica-

tion. On the low-right corner, the std of the MP shock is overestimated. The

price puzzle is substantial and can now be confronted with the true behavior of

inflation in response to a MP shock. As for the response of output to a MP,

not only is the size of the response overestimated, but the response is much

longer lived than the true one (the reason being that the retrieved MP shocks

are negatively correlated with the true technology shocks). These results extend

without surprises to different combinations of ρ, σN , σMP .

In fact, the main results are valid if potential output is a non-constant deter-

ministic function of time while the only exogenous variable in the misspecified

VAR is a constant. In that case equation (10) does not change, while σ∗MP > 0,

since no combination of the included variables is perfectly correlated with the

output gap: therefore there will be a price puzzle. Simulations using determin-

istic trends have shown that the effects of MP shocks in this case look much

like in Figure 2.

2.3 Robustness of the main results to modifications in the
model

The adoption of a completely specified model has allowed us to quantify the

misspecifications. However, the result of a spurious appearance of a price puzzle

11The misspecified impulse responses are obtained by fitting a VAR on data generated by
the DGP. The first 500 observations are not used in estimation. The VAR is estimated on
10000 observation to eliminate parameter uncertainty.
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Figure 1: True impulse responses (thick line) and impulse responses from mis-
specified VAR (dashed line). σMP = 0.
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Figure 2: True impulse responses (solid line) and impulse responses from mis-
specified VAR(4) (dashed line). σMP = 1.
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holds in a wide class of models. The models in this class have a reduced form

solution characterized by12 (i) inflation responds with a lag and positively to

the output gap (ii) the monetary policy authority can affect inflation with no

less than two lags (iii) the output gap appears with a positive coefficient in the

monetary policy function and ygt cannot be reduced to a linear combination of:

a constant, Yt, πt, and variables dated t− 1 or earlier.

Overestimation of MP shocks follow from the fact that the output gap ap-

pears in the true policy function

it+1 = γyy
g
t+1 + . . . . (19)

Since the output gap is omitted in the misspecified model, assumption (iii)

implies that the fit of the equation must deteriorate (notice that i and yg are

both dated t + 1, so the forecasting power need not deteriorate). Therefore

σ∗MP > 0.

The price puzzle generates from the fact that the policy instrument appears

in the misspecified inflation equation to pick up the role of the omitted output

gap. If the reduced VAR form (only variable dated t or earlier in the right-

hand-side) of the true inflation equation is

πt+1 = αyy
g
t + . . . , (20)

and monetary policy cannot affect inflation contemporaneously or at one lag,

then, rearranging (19) and plugging it in (20), we’ll find a price puzzle feature in

the misspecified inflation equation, since ∂πt+1/∂it = αy/γy > 0 and σ∗MP > 0.

Notice that these assumptions can be satisfied by models that

• Include microfounded and/or and forward looking relationship, as, for
example, in Svensson (2000a and 2000b) and Clarida, Gali and Gertler

(1999).

• Have a fair amount of contemporaneous reactions. For example, technol-
ogy shocks are allowed to affect all variables and potential output need not

be exogenous. The only contemporaneous responses ruled out by assump-

tions are: inflation to AD shocks and all variables (except the interest rate)

to MP shocks. In fact, the assumptions only guarantee that MP shocks

can be identified using short-run restrictions, while all other shocks may

12The conditions are sufficient, not necessary.
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not be.13

• Do not allow the central bank to observe prices and output gap contem-
poraneously. This may require some slightly stronger assumptions on the

transmission lags. Suppose, for example, that the reaction function is

(notice the timing)

it+1 = γππt + γyy
g
t , (21)

and change the timing in the Phillips curve to

πt+2 = πt+1 + αyy
g
t + ²CPt+2. (22)

Then the misspecified inflation equation becomes

πt+2 = πt+1 − αy
γy
πt +

αy
γy
it+1 + ²CPt+2, (23)

which delivers a price puzzle for the same reason that (10) does.

• Include a more complex loss function for the monetary authority, interest
rate smoothing being a particularly interesting example.

The key assumption that MP shocks affect output with a lag and inflation

with a longer lag is strongly supported in empirical work, including VAR studies,

and is commonly incorporated in macro models for monetary policy analysis (for

example the MPS macro model for the US).14

3 Solving the puzzle on US data

The strategy to test the hypothesis presented so far is straightforward:

1. Estimate a three variable VAR (the misspecified VAR) including: output

(log of real GDP), CPI inflation, federal funds rate (same identification

ordering).

13Canova and Pina (1999) have an example of misspecification arising when the econome-
trician imposes short-run restrictions while the DGP does not have enough restrictions on
contemporaneous responses to identify any shock.
14 See, for example, Christiano, Eichenbaum and Evans (1998) and Clarida, Gali and Gertler

(1999).
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2. Estimate the same VAR but with a measure of output gap rather than

output. (I call this VARgap).

3. Compare the impulse responses of the two VARs and check whether they

behave as predicted by the analysis of the Svensson model.

In relation of the second point, a VAR including: a measure of output gap,

inflation and federal funds rate is estimated in Rudebusch and Svensson (1999)

and it does not produce a significant price puzzle. One of the contributions of

this paper is to rationalize their finding.

As a measure of the output gap I use the series of capacity utilization built

by the Federal Reserve Board.15 Since capacity utilization is expressed as a

percentage of full capacity for the manufacturing sector, a scale adjustment was

used to account for the fact that industrial production (manufacturing) is more

volatile than GDP. Therefore the series used in estimation is capacity×0.5.16 The

response of a variables to a given shock in the two VARs are plotted on the same

graph. A VAR(3) was estimated in all cases.17 I checked the robustness of the

results to different lag length structure (range 1—8) and starting sample dates

(1960—1980). Switching capacity and inflation in the identification ordering

also has no effect on either impulse responses or variance decompositions, as

predicted by the Svensson model. Using the log of prices instead of inflation does

not change any result in this and later sections. Figure 3 plots impulse responses

for the two VARs estimated on the sample 1970:1—2000:2 (unless otherwise

stated all figures are produced with a VAR(3) on the sample 1970:1—2000:2).

Variance decomposition for VARgap and for the misspecified VAR are pre-

sented in Figure 4 and Figure 5 respectively.

The reader is invited to compare Figures 3 and 2: in all nine cases the

theoretical model correctly predicts whether the impulse response of VARgap

15Data description: Capacity utilization is seasonally adjusted. It is available at
FRED data base, http://www.stls.frb.org/fred/data/business/cumfg The federal funds
rate series is also taken from FRED, aggregated from monthly (averages), available at
http://www.stls.frb.org/fred/data/business. All other series are from the IMF database: GDP
at constant prices (base year 1995), sa, CPI (all items), sa, were logged before estimation.
All series used in this paper are available in an E-views workfile (please request them at
nepgi@hhs.se).
16The number 0.5 is the result of the following computations. I assume that the out-

put gap for GDP (in logs) is a multiple of the output gap in manufacturing. That is
yg

t = αyg,manufacturing
t , implying that α = std(yg

t )/std(yg,manufacturing
t ). Using data on sa

industrial production and taking std of deviations from linear trends, I estimate α = 0.5.
17The Schwarz and HQ criteria both select two lags for VARgap and, respectively, two and

four lags for the misspecified VAR.
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Figure 3: Impulse responses for misspecified VAR (real GDP, inflation and
federal funds rate. Dashed line) compared with those from VARgap (output
gap rather than output. Solid line). US data, quarterly, sample 1970:1 2000:2
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Figure 4: Variance decomposition for VARgap.
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Figure 5: Variance decomposition for the misspecified VAR.
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lies above or below the impulse response of the misspecified VAR. I wish to

underline the following results:

1. There is no price puzzle in VARgap, while there is a huge price puzzle in

the misspecified VAR.

2. The response of the federal funds rate to an AD shock is higher in VARgap,

even though the AD shock has a lower standard deviation.

3. The responses of output gap to all shocks are shorter-lived.

4. The std of MP shocks is 12% lower in VARgap, and standard deviations

of the inflation equation and of the federal funds rate equation (in reduced

form) are 7% and 11% lower. Therefore VARgap is expected to produce

superior forecasts.

5. Monetary policy looks much more endogenous as the percentage of the

federal fund rate forecast error variance due to MP shocks is substantially

reduced in VARgap.

6. The share of MP shocks in the variance decomposition of output gap in

VARgap is less (one half at the 16th lag) then in the decomposition of

output in misspecified VAR.

7. The share of MP shocks in the variance decomposition of output in the

misspecified VAR grows with the forecast horizon, as predicted (the reason

being that the labelled MP shocks are correlated with technology shocks).

In contrast, MP shocks in VARgap display no such behavior (the result

doesn’t change at forecast horizons longer than four years).

I have considered alternative measures of output gap, namely log deviations

from a linear and from a quadratic trend and, for the fun of it, the cycle compo-

nent of HP filtered log output.18 All the main results are robust to the choice

of the output gap proxy. However, using capacity utilization (and HP filter),

nearly identical results are obtained for every reasonable choice of lags (range

1—8), while deviations from linear and quadratic trends (which remain highly

persistent) produce a price puzzle for some choices of lags (four or higher).

Capacity utilization produces the best fit in all equations.

18The HP filter is two-sided, therefore the filtered data should not be used in regression
analysis, since they will lead to inconsistent estimates.

21



3.1 Extending the VAR to include output: Technology
shocks

The Svensson model admits both a three variable representation and four vari-

able representations (see Section 2.1). So far three variable VARs have been

estimated. Of course there is no reason why output should be excluded from

the VAR as long as a measure of output gap is included. In this case tech-

nology shocks become part of the picture. The Svensson model then predicts

that all responses to shocks other than technology shocks should be the same

as in the three variable VARgap. Two orderings suggested by the model are:

output gap, output, inflation, federal funds rate, and potential output, output,

inflation, federal funds rate. I choose the second because it has the advantage

of being correct even if technology shocks do affect the output gap (conditional,

of course, on a good measure of potential output). It turns out that all results

are robust to the choice of using output gap instead of potential output.19 I

construct potential output (logged) from real GDP and the measure of capacity

used in the previous section.20

The impulse responses and variance decompositions are shown in Figure 6

and Figure 7. The following results stand out:

1. The inclusion of output does not produce any change worth noticing on any

of the responses (the comparison is with the three variable VARgap). This

is encouraging evidence that the shocks in VARgap had been identified

correctly.

2. Impulse responses and variance decomposition indicate that natural out-

put is an exogenous unit root process (AR modelling suggests that a ran-

dom walk with drift is a good description).

3. The response of output to a technology shock is very similar to the re-

sponse of natural output, while inflation and the federal funds rate have

small and insignificant responses to technology shocks. That is, technol-

ogy shocks do not affect the output gap, supporting the identification:

output gap, output, inflation, federal funds rate. In fact, results from the

two alternative identifications are fully compatible.

19The first ordering retrieves the shocks in the order: AD, technology, CP, MP. The second
in the order: technology, AD, CP, MP.
20Log of natural output is defined as yn = y − (capacity/100), where capacity is obtained

by multiplying the original series by 0.5, as motivated in Section 3.
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4. Variance decompositions also confirm the results obtained for the three

variable VARgap. The share of technology shocks in the decomposition

of inflation and federal funds rate is negligible, as predicted by the model.

The share of technology shocks in the variance decomposition of output

is substantial at all horizons (almost always above 50%).

5. Section two showed that, in the theoretical framework, the MP∗ shocks
retrieved from the misspecified VAR are positively correlated with the

true AD shocks and negatively correlated with the true technology shocks.

Using technology shocks and AD shocks taken from the four variable VAR

and MP∗ shocks from the misspecified VAR, this prediction can be tested
and is in fact correct: corr(²AD, ²∗MP ) = 0.35, corr(²N , ²∗MP ) = −0.32.

6. The impulse responses at long lags (five years or longer, not shown) show

that the long run effect of technology shocks on output is one to one, while

all other shocks have a zero long run effect. Thus, although the identi-

fication is based on short-run restrictions, the results are fully consistent

with the hypothesis that only technology shocks have a long-run impact

on output.

4 Why does a commodity price index solve the

price puzzle? Discriminating between two al-

ternative explanations

This section argues that the commodity price index solves the price puzzle

mainly because it contains useful information about the output gap, not because

it is useful in forecasting inflation. PcomCEE21 and capacity utilization do tend

to move together (correlation 0.58 on the sample 1970:1—1998:4).22

The standard explanation implies that the price puzzle should disappear

when a good leading indicator of inflation is included in the VAR. Since com-

modity prices have added value in predicting inflation, commodity prices should

solve the price puzzle. The puzzle does almost completely disappear in a four

21 I call PcomCEE the index used by Christiano, Eichenbaum and Evans (1998).
22The publication of the commodity price index used in Christiano, Eichenbaum and Evans

(1998) has been discontinued around 1996. The series was used by the Department of Com-
merce as a leading indicator. Data up to 1998Q4 have been kindly provided by Charles Evans,
who constructed the last few data points following the procedure used by the DOC.
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Figure 6: Impulse responses for the VAR: natural output, output, inflation,
federal funds rate. Error bands include four standard deviations.
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Figure 7: Variance decomposition for VAR4 (natural output, output, inflation,
federal funds rate).
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variable VAR with the standard ordering: output, inflation, PcomCEE, federal

funds rate.

But other powerful leading indicators of inflation should also go at least

some way in solving the puzzle, if this theory is correct. For example, a long

interest rate should react quickly to news of future inflation. This suggested

using the yield on ten year government bonds instead of commodity prices. The

results are surprising: the price puzzle is very large, as large as if this variable

is omitted.

Next I estimate a four variable VAR including (in this order): output, in-

flation, inflation forecast, federal funds rate. Inflation forecast is the forecast of

average inflation during the next four quarters, a reasonable time horizon for

policy makers. The forecasts are produced with a VAR estimated recursively.23

The resulting forecast series is then included in the four variable VAR in place

of commodity price. The forecast do have some value, since in response to a

forecast shock inflation grows monotonously. The response is significant at the

5% level for several quarters. Based on the standard explanation of the puzzle,

the inclusion of the inflation forecasts in the VAR should eliminate or at least

mitigate the puzzle. In fact it doesn’t help a bit. The response of prices to

a MP shock (not reported) is unaffected. The same exercise is repeated with

a forecast from a different source, the ASA/NBER Survey.24 I take the mean

across forecasters of the forecast of average inflation during the next four quar-

ters (the same variable as before). The response of inflation to an expectation

shock is highly significant (the error bands in Figure 8 are for ±2 std), but the

price puzzle remains substantial in both size and time extension.

These figures do not change if the forecast of future inflation is substituted

with future inflation itself (one or two quarters ahead), with a little white noise

error added to avoid having a singular variance-covariance matrix. Also, they

do not change much using a standard “price of commodity” (as opposed to the

leading indicator used by Christiano, Eichenbaum and Evans (1998)), or the

price of intermediate goods or industrial prices.

23The variables are: inflation, log of real output, commodity price index, federal funds rate
and the three year yield on government bills. The VAR is first estimated on the sample 1960:1
to 1970:1 and the forecast is produced for average inflation during the periods 1970:2 to 1971:1.
The VAR is then re-estimated adding one observation, another forecast is produced and so
on.
24Also known as the Survey of Professional Forecasters. Joutz and Stekler (2000) find

that “The FED forecasts (of GNP and GNP deflator ) were not significantly different from
the predictions of ASA/NBER surveys”. Since forecasts of CPI inflation are only available
from 1981, I take the forecasts of GNP deflator inflation. Data and details are available at
http://frb.libertynet.org/files/spf
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Figure 8: Response of inflation to news of future inflation and to a MP shock in
a VAR including the forecast of future inflation from the ASA/NBER survey.

In order to further test the claim, I test the following two hypothesis (the

statements are for the null):

1. Once capacity is included in the Fed reaction function, PcomCEE is re-

dundant.

2. Once PcomCEE in included in the Fed reaction function, capacity is re-

dundant.

The testing procedures start with a model that nests both: federal funds rate

regressed on a constant, three lags of itself, contemporaneous and lagged (three

lags) values of inflation, output, PcomCEE, capacity (sample 1970:1—1998:4).

The p-value for the F -statistic that commodity prices are redundant is 0.18.

On the other hand, the hypothesis that capacity is redundant is clearly rejected

(p-value 0.0003). In fact a better fit is obtained in the equation above excluding

both output and PcomCEE than excluding capacity only.

Some researchers have found that the price puzzle almost completely disap-

pears in some larger VARs that do not include a commodity price. I conjecture

that this is due to some linear combination of the regressors being highly corre-

lated with measures of output gap. For example, capital formation (logged and

linearly detrended) has a correlation of 0.79 with linearly detrended log output

(1970—2000). The correlation of unemployment rate25 and capacity utilization

is 0.74. In fact, the unemployment rate used instead of capacity (ordered in

25 Standardized unemployment rate, sa, OECD data base.
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any position, except the last) does a rather good job at solving the price puzzle,

with inflation negative after four lags. Profits and all other strongly cyclical

variables are likely candidates.

5 Conclusions

This paper argues that the finding of a positive response of inflation to a con-

tractionary MP shock (price puzzle) in VARs designed for monetary policy

analysis may not be due to monetary authorities having better forecasts than

those produced by the VAR. Rather, it may be due to the omission of a measure

of output gap in the VAR. This omission is shown to produce a price puzzle in

a wide class of models that would display no such effect if correctly estimated

and identified. The key requirement is that monetary policy affects output with

a lag and inflation with a longer lag, a hypothesis strongly supported by em-

pirical evidence. Using a model due to Svensson, it is shown that the omission

of output gap also leads to overestimation of the variance of monetary policy

shocks and to incorrect identification of the response of monetary policy to all

the shocks in the economy. Moreover, the importance of monetary policy shocks

in the variance decomposition of output is overestimated, and their effects are

estimated to be longer than they actually are. The spurious appearance of a

price puzzle is shown to be guaranteed in a wide class of models.

When the implications of the theoretical analysis are tested on US data all

the main predictions are confirmed: the comparison of two three-variable VARs,

one of which includes output rather than the output gap, gives the predicted

results in terms of impulse responses and variance decompositions. In particular,

MP shocks do not cause a price puzzle, have shorter-lived effects on output and

less relevance in the variance decomposition of all variables. Thus very small

VARs (three of four variables) can reproduce the results of much larger systems

concerning the effects of MP shocks, while permitting identification of all shocks

in the economy.

Finally, it is argued that the effectiveness of a commodity price index in

solving the puzzle does not depend on its usefulness in predicting inflation.

Rather, it is probably due to its fairly high correlation with the most popular

measures of output gap. Using a measure of output gap (or potential output)

is not only theoretically more appealing, but also leads to a better fit of the

reaction function.
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A The correct and misspecified representation

if the DGP has monetary policy shocks

The correct VAR

 ygt+1

πt+1

it+1

 =

 1 0 0

0 1 0

γy γπ 1


 βy βr −βr
αy 1 0

0 0 0


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πt

it
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+
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γy γπ 1


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²CPt+1

²MP
t+1


The misspecified VAR(1)

Use ygt = Yt − Y Nt in the previous VAR, expand out the Y Nt+1 and Y
N
t terms

and use Y Nt+1 = ρY Nt + ²Nt+1: Yt+1

πt+1

it+1

 =

 1 0 0

0 1 0

γy γπ 1


 βy βr −βr
αy 1 0

0 0 0


 Yt

πt

it

+

 −βy + ρ

−αy
−γyρ

Y Nt
+

 1 0 0

0 1 0

γy γπ 1


 ²ADt+1 + ²Nt+1

²CPt+1

²MP
t+1 − γy²Nt+1

 .
Eliminate Y Nt rearranging the Taylor rule

Y Nt+1 = Yt − 1

γy
it.+

γπ
γy
πt +

1

γy
²MP
t ,

to obtain the final representation

 Yt+1

πt+1

it+1

 =


ρ (ρ− βy)γπγy + βr −[(ρ− βy) 1

γy
+ βr]

0 1− αy γπγy
αy
γy

0 βrγy − βyγπ + γπ − αy
γy
γ2
π −βrγy + βy − αy

γy
γπ


 Yt

πt

it



+

 ²ADt+1 + ²Nt+1

²CPt+1

γy²
AD
t+1 + γπ²

CP
t+1 + ²MP

t+1

+

 ρ− βy
−αy

−γyβy − γπαy

 ²MP
t .
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If σMP > 0, a VAR(1) will have autocorrelated errors. Therefore the econome-

trician is likely to select a longer lag length. It will soon be proved that the

misspecified system has a VARMA(2,1) representation. Therefore the misspec-

ified system will have inferior fit and forecasting efficiency than the correctly

specified one, even if a VARMA(2,1) is estimated.26

Proposition 1 The misspecified system Y,π, i has a VARMA(2,1) representa-

tion.

Proof. Write the DGP as"
1− ρL 0

A0−A1L B0−B1L

#"
Y Nt
Zt

#
=

"
²Nt
²Zt

#
, (24)

or, in compact notation,

F (L)Xt = ²t,

where

Z0t = {Yt ,πt, it},

²Z = {²ADt , ²CPt , ²MP
t }0,

where L denotes the lag operator and

A0 =

 −1

0

γy

 , A1 =

 βy
αy

0

 ,

B0 =

 1 0 0

0 1 0

−γy −γπ 1

 , B1 =

 βy βr −βr
αy 1 0

0 0 0

 .
Premultiply both sides of (24) by F (L)−1. The resulting system for Zt is

Zt = (B0 −B1L)−1(A0 −A1L)(1− ρL)−1²Nt + (B0 −B1L)−1²Zt .

26 See Lutkepohl (1993), pag. 234.

32



Premultiply both sides by (B0 −B1L)(1− ρL) and rearrange

Zt = (B−1
0 B1 + ρI)Zt−1 − ρB−1

0 B1Zt−2 − (A0 −A1L)²Nt + (1− ρL)B−1
0 ²Zt ,

where −(A0−A1L)²Nt +(1−ρL)B−1
0 ²Zt has a multivariateMA(1) representation

of the form −(A0 − A1L)²Nt + (1 − ρL)B−1
0 ²Zt = (I + ML)ut, u multivariate

(three dimensional) white noise (Lutkepohl (1993), pag. 231).
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