
Villani, Mattias; Warne, Anders

Working Paper

Monetary Policy Analysis in a Small Open Economy using
Bayesian Cointegrated Structural VARs

Sveriges Riksbank Working Paper Series, No. 156

Provided in Cooperation with:
Central Bank of Sweden, Stockholm

Suggested Citation: Villani, Mattias; Warne, Anders (2003) : Monetary Policy Analysis in a Small Open
Economy using Bayesian Cointegrated Structural VARs, Sveriges Riksbank Working Paper Series,
No. 156, Sveriges Riksbank, Stockholm

This Version is available at:
https://hdl.handle.net/10419/82480

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/82480
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


SVERIGES RIKSBANK
WORKING PAPER SERIES 156

Monetary Policy Analysis
in a Small Open Economy
using Bayesian Cointegrated
Structural VARs

Mattias Villani and Anders Warne
DECEMBER 2003



Mo netary Policy An alysis in a Small Open Economy using
Bayesian Cointegrated Structural VARs∗

Mattias Villani† and Anders Warne‡

Sveriges Riksbank Working Paper Series
No. 156

December 2003

Abstract
Structural VARs have been extensively used in empirical macroeconomics during the last
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1. Introduction

Following the seminal paper by Sims (1980), structural vector autoregressions (SVAR) have
become one of the most frequently used methods for empirical analysis of, e.g., the effects of
monetary policy on output and prices. In these early days, SVARs were identified by assuming
a recursive structure for the variables in the system and the parameters were estimated using
least squares. The main tools for analysing the effects of structural shocks were impulse response
functions and forecast error variance decompositions.
During the last two decades we have seen a number of important developments to the basic

methodology. First, non-recursive identification procedures have been suggested (e.g., Bernanke
(1986) and Sims (1986)), allowing variables to be simultaneously determined. When the vector of
variables includes so called fast variables, such as interest rates and exchange rates, this is often a
desirable feature. Second, Bayesian methods, often based on the so called Minnesota prior (e.g.,
Litterman, 1986), have emerged and proved useful mainly in forecasting exercises but also in
policy analysis. Third, the link between VARs and cointegration in error correction models has
been established (e.g., Engle and Granger, 1987) and is nowadays widely used to study long-run
relations in data driven by unit-root (random walk) processes.
In contrast to the classical approach, with sampling distributions depending on whether the

data generating process is stationary or not, the order of integration of the data has no bearing
on Bayesian inference of time series data. Cointegration restrictions may nevertheless be useful
for imposing long run structure on the otherwise loosely structured VARs, and they are especially
important from a forecasting point of view as the imposed long run relations can be shown to
be satisfied asymptotically at long forecast horizons (Engle and Yoo, 1987; Christoffersen and
Diebold, 1998).
Sims and Zha (1998) propose a Bayesian approach to structural VAR modelling where the prior

is approximated via the use of dummy observations similar to the mixed estimation approach of
Theil and Goldberger (1961). Two of the dummy variables produce a shrinkage effect toward
either none or a single cointegrating relation, without specifying the form of this relation.
In this paper we propose a more general framework for Bayesian analysis of cointegrated

structural VARs (CSVAR) which allow for an arbitrary number of cointegrating relations and
general linear over-identifying restrictions on the cointegration vectors. The approach extends
some of Villani’s (2000, 2003) work on reduced-form cointegrated VARs. In addition, we suggest
extensions to the Minnesota prior both in the direction of dealing with potential exogeneity
(as opposed to Cushman and Zha, 1997, who impose exact exogeneity) of certain variables and
treatment of seasonality. Concerning the simultaneity of the model our approach is based on
ideas presented in Sims and Zha (1999) and Waggoner and Zha (2003b).
As an illustration of our Bayesian CSVAR method we apply it to Swedish quarterly data

covering 1975—2001. The identifying assumptions we consider are based on contemporaneous
restrictions and, apart from imposing unit roots, are similar to those considered by Kim and
Roubini (2000) for the non-US G7 countries. The vector of variables is also similar, but the
foreign variables are TCW weighted rather than represented by the US.
We find that the identified monetary policy shock generally has the expected effects on the

domestic variables. In particular, the price and exchange rate puzzles (rising prices and impact
depreciation of the domestic currency following a monetary contraction) reported by Jacobson,
Jansson, Vredin and Warne (2002) are no longer present. Moreover, the monetary policy shock
is primarily important for short run fluctuations in the domestic interest rate (and to a lesser
extent for the exchange rate), but has only negligable effects at business cycle frequencies. We
also consider a few counterfactual policy experiments using conditional forecasts, as suggested
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by Leeper and Zha (2003), and find that quite different interest rate paths are consistent with
the idea of modest policy interventions.
The remainder of the paper is structured as follows. In the next section we briefly introduce

the CSVAR model to establish notation. The prior distribution of its parameters is discussed in
detail in Section 3, while the main results on conditional posterior distributions are presented in
Section 4. In Section 5 we present the empirical application to the Swedish data, while Section
6 concludes. Finally, proofs of the theorems are given the Appendices.

2. Cointegrated Structural VARs

The cointegrated structural VAR (CSVAR) is of the form

(2.1) Γ00∆xt = αβ0xt−1 + Γ(L)∆xt +Φ0dt + εt, t = 1, ..., T,

where xt is p-dimensional vector containing the endogenous variables at time t and dt is a q-
dimensional vector of non-modelled exogenous variables (including lags), deterministic trends
and seasonal components1. Γ0 is a p × p non-singular matrix of contemporaneous coefficients,
Γ(λ) =

Pk−1
i=1 Γ

0
iλ
i, is a p × p matrix polynomial with complex valued argument λ, and L is the

usual lag operator such that Ljxt = xt−j . The columns of β (p× r) are the cointegration vectors
which defines r stationary long run relations between the endogenous variables and α (p × r)
is the matrix of adjustment coefficients. The structural shocks, εt, are assumed to be i.i.d.
Gaussian with zero mean and identity covariance matrix, following the tradition in structural
VAR modelling, see e.g. Leeper, Sims and Zha (1996) for a motivation.
Following Cushman and Zha (1997), the vector of observations xt is partitioned as xt =

(x01,t, x02,t)0, where x2 is assumed to be exogenous with respect to x1. In the small open economy
setting, x2 represents the foreign variables and x1 the domestic variables, whose effect on x2 is
assumed to be close to zero a priori, see Section 3.
A convenient form of the model in (2.1) for the whole sample of T time periods is obtained by

transposing (2.1) for each time period and stacking the resulting row vectors in matrices, yielding

(2.2) XΓ0 =Wβα0 +QΓ+E,

where the tth row of X, W, Q and E is given by ∆x0t, x0t−1, (∆x0t−1, ...∆x0t−k+1, d
0
t) and ε0t,

respectively, and Γ = (Γ1, ...,Γk−1,Φ)0. D = {X,W,Q} will be used as a short hand for the
available data.

3. Identifying Restrictions and Prior Distributions

3.1. Prior distribution on Γ1, ...,Γk. Let γ
(k)
ij be the (i, j)th element of Γ0k, i, j = 1, ..., p, i.e.

γ
(k)
ij is the coefficient on lag k of the jth endogenous variable in equation i. We will assume the

γ
(k)
ij to be independent (across i, j and k) with prior distribution

γ
(k)
ij ∼ N [0, s2(γ(k)ij )], i, j = 1, ..., p; k = 1, 2, ...,

where s(γ(k)ij ) is the prior standard deviation of γ
(k)
ij .

The starting point for our prior is the so called Minnesota prior (Litterman, 1986; Robertson
and Tallman, 1999; Sims and Zha, 1998) with

s(γ
(k)
ij ) =

λb
kλlσj

,

1Constant and trends may be restricted to the cointegration space simply by moving the relevant determinstic
component from dt to xt−1 as explained in Johansen (1995, Ch. 5).
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where λb > 0 determines the overall tightness of the prior on Γ1, ...,Γk around zero, λl > 0
controls the rate at which the coefficients are shrunk toward zero with increasing lag length and
σ1, ...,σp are scale factors which takes into account the possibly differing measurement units of
the endogenous variables. Following Sims and Zha (1998), no scale factor is used in the numerator
of s(γ(k)ij ), as the structural shocks in εt, are normalized to have unit variance.
We extend the Minnesota prior in two directions. First, rather than imposing the restriction

that the rest of the world (x2) is exogenous with respect to the small economy (x1) with probabil-
ity one, as in Cushman and Zha (1997), we add an additional hyperparameter λe to control the
tightness around the exogenity restriction. Secondly, instead of using a uniform shrinkage with
respect to the lag length, we use different shrinking pattern on the coefficients on seasonal and
non-seasonal lags. Note that if the time series have a season of s time periods then the seasonal
coefficients in the SCVAR model appear in Γs−1,Γs,Γ2s−1,Γ2s, .... The extended Minnesota prior
sets

s(γ
(k)
ij ) =

λbλ
Ii(j)
e λ

Is(k)
s

fs(k)λlσj
,

where Ii(j) is an exogeneity indicator which equals 1 if variable j is assumed exogenous in
equation i and zero otherwise, 0 < λe ≤ 1 determines the strength of the beliefs in the exogeneity
assumption, Is(k) is a seasonality indicator which takes the value 1 for k = s− 1, s, 2s− 1, 2s, ..
and zero otherwise, and

fs(k) =


k
s−1 if (s− 1) | k
k
s if s | k
k otherwise,

where m | n denotes that m divides n, i.e. that n = cm for some integer c. The hyperparameter
λs (0 < λs ≤ 1) determines the importance of coefficients on seasonal lags relative coefficients
on non-seasonal lags. Note how the fs(k) function upgrades the importance of the seasonal lags
compared to the non-seasonal ones.

3.2. Prior Distribution on Φ. The following prior will be used for Φ

vecΦ ∼ Npq(0,λ2dIpq),
where λd is a shrinkage factor.
In summary, the prior on Γ = (Γ01, ...,Γ0k−1,Φ

0)0 is

vecΓ ∼ Np2(k−1)+pq(0,ΩΓ),
where

ΩΓ = P
0
µ
Ψ 0
0 λ2dIpq

¶
P

and Ψ is a diagonal matrix with typical element s2(γ(k)ij ) and P is the commutation matrix
(Harville, 1997, Sec. 16.3) which maps vec(Γ0) into vecΓ.

3.3. Prior Distribution on Contemporaneous Coefficients in Γ0. Let γ
(0)
i be the contem-

poraneous coefficients in the ith equation of the system, i.e. γ(0)i is the ith column of Γ0. The
assumed identity covariance matrix of the structural shocks fixes the scale of Γ0, but leaves the
model invariant to rotations of Γ0. General linear restrictions on each column of Γ0 may be used
to settle this indeterminacy

(3.1) γ
(0)
i = Giψi, i = 1, ..., p,

where Gi (p× si) determines the restrictions and ψi is a si-vector of unrestricted coefficients.
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Under the restrictions in (3.1), the model is still invariant to sign switches in the equations,
as discussed in Sims and Zha (1999) and Waggoner and Zha (2003a). This may be settled by
restricting one element in each ψi to be positive; see Section 4 for more details.
The fact that Γ0 contains both location and scale components makes it difficult to specify a

prior distribution on ψ1, ...,ψp. A way out of this problem would be to use a model where the
location and scale components of Γ0 are modelled as separate parameters. This leads to other
difficulties, however, such as potentially improper posteriors (Sims and Zha, 1994). Here we settle
with a uniform prior on ψ1, ...,ψp, leaving this aspect of the overall prior to future work. We
note that sign restictions on the contemporaneous coefficients advocated by Uhlig (1997) may be
imposed simply by restricting the domain of Γ0. The posterior computations remain exactly the
same apart from a rejection step in the algorithm following a Γ0-draw in conflict with the sign
restrictions.

3.4. Prior Distribution on the Adjustment Coefficients in α. The prior distribution on
α is modelled conditional on β as

vecα|β ∼ Npr[0, (β0K1β)−1 ⊗K2]
where K1 = diag(σ21, ...,σ

2
p), the σ’s are the scaling factors used in the Γ-prior, and

K2 =

µ
λ2αIp1 0
0 λ2αλ

2
eIp2

¶
.

To understand the idea behind this prior, note that, conditional on β, α is the (partial) coefficient
in the regression of Γ00∆xt on the predictor vector β

0xt−1. A shrinkage prior on a regression
coefficient should take into account the scale of both the response variables and the predictors.
xt−1 is not known when the prior is formulated, however, and the best one can do is to include
the scale factors σ1, ...,σp. This explains the appearance of (β0K1β)−1 in the prior conditional
covariance matrix of α. Since the response variables are assumed to have unit variances and zero
covariances, identity matrices are used in K2.
K2 also contains the exogeneity parameter λe, which was also used in the Γ-prior, allowing

the lower left block of αβ0 (which contains the effects of the domestic variables on the foreign
variables) to be more heavily shrunk toward zero compared to the other elements of αβ0. The
adjustment coefficients corresponding to an entirely foreign relation, i.e. a cointegration vector
with zero restrictions on the coefficients on all domestic variables, should of course not be given
the additional λe-shrinkage.

3.5. Prior Distribution on the Cointegration Vectors in β. It is well known that the
cointegration vectors are only determined up to arbitrary linear combinations. Here we will use
general linear identifying restrictions on each cointegration vector to identify β

(3.2) βi = hi +Hiφi, i = 1, ..., r,

where hi is a vector containing the fixed part of βi, including normalizations,Hi (p×di) determines
the restrictions and φi is a di-vector of free coefficients.
We suggest the following prior on φ1, ...,φr as a suitable reference prior

(3.3) p(φ1, ...,φr) ∝
¯̄
β0K1β

¯̄−p/2 ,
where K1 = diag(σ21, ...,σ

2
p) and the σ’s are the scaling factors used in the Γ-prior. The properties

of this prior has been investigated in detail under just-identifying restrictions with K1 = Ip by
Villani (2000, 2003), where it is shown that it assigns the same prior probability to each possible
cointegration space of dimension r (more precisely, it implies a Haar invariant distribution over
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the quotient space of all cointegration spaces). If σ2i 6= σ2j for any i 6= j, the prior on φ1, ...,φr
no longer has this property, but the prior in (3.3) should nevertheless constitute a reasonable
reference prior, especially if the time series have widely differing scales, and has the additional
benefit of yielding straightforward posterior computations.
In summary, the overall prior distribution depends on the scaling factors σ1, ...,σp, and the

following six hyperparameters

λb : Baseline shrinkage

λl : Lag length shrinkage

λs : Seasonality shrinkage

λα : Adjustment shrinkage

λe : Exogeneity shrinkage

λd : Determinstic shrinkage

The scaling factors σ1, ...,σp are not hard to elicit given a proper understanding of the analyzed
time series, but are for convenience usually estimated from data as the residual standard deviation
in univariate autoregressive models fitted to the each of the series, see e.g. Litterman (1986) and
Sims and Zha (1998).

4. Posterior Distribution

The joint posterior distribution of the SCVAR parameters is intractable. In this section we
derive the necessary results for a numerical evaluation of the posterior distributions via the Gibbs
sampler. The Gibbs sampler (e.g. Tierney, 1994) simulates from the joint posterior distribution of
model parameters by iteratively generating draws from the full conditional posterior distributions,
i.e. the posterior distribution of a group of model parameters conditional on all other parameters
in the model. Denoting the full set of model parameters by θ, the end result of the Gibbs
sampling is a sequence of draws θ(1), θ(2), ..., θ(n) from the posterior distribution. The draws are
not independent but the following can be shown to hold under certain conditions (Tierney, 1994)
which are satisfied here

g(θ(i))
d→ p[g(θ)|D]

where d→ denotes convergence in distribution and g(·) is any well-behaved real valued function.
Thus, given the draws from the posterior of θ, the posterior distribution of any function of the
model parameters, e.g. the impulse response functions or forecast error variance decomposi-
tions, are immediately available simply by applying the g-function to each posterior draw and
subsequently using some density estimator.
The next theorem gives the full conditional posteriors of Γ, α and φ = (φ01, ...,φ

0
r)
0.

Theorem 1.

• Full conditional posterior of Γ
vecΓ|Γ0,α,β,D ∼ Np[p(k−1)+q](µ̄Γ, Ω̄Γ),

where Ω̄−1Γ = (Ip ⊗Q0Q) + Ω−1Γ and µ̄Γ = Ω̄Γ vec[Q
0(XΓ0 −Wβα0)].

• Full conditional posterior of α
vecα|Γ0,Γ,β,D ∼ Npr(µ̄α, Ω̄α),
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where Ω̄−1α = (β0W 0Wβ ⊗ Ip) + (β0K1β ⊗K−12 ) and µ̄α = Ω̄α vec[(XΓ0 −QΓ)0Wβ].
If λe = 1, then Ω̄−1α simplifies to λ−2α [β

0(W 0W +K1)β]⊗ Ip.
• Full conditional posterior of φ = (φ01, ...,φ0r)0

φ|Γ0,Γ,α,D ∼ Nd(µ̄φ, Ω̄φ),

where d =
Pr
i=1 di, Ω̄

−1
φ = H 0AH, A = α0α⊗W 0W + α0K−12 α⊗K1,

µ̄φ = Ω̄φH
0 {vec[W 0(XΓ0 −QΓ)α]−Ah}, H = diag(H1, ...,Hr) and h = (h01, ..., h0r)0. If

λe = 1, then A simplfies to α0α⊗ (W 0W + λ−2α K1).

Proof. See the appendix. ¤

The full conditional posterior distributions of the simultaneous effects, ψi, i = 1, ..., p, do
not belong to a known family of distributions and direct sampling is therefore not feasible. A
solution to this problem for the structural VAR model without cointegration restrictions is given
in Waggoner and Zha (2003b, Theorem 1). The Waggoner and Zha (2003b) solution cannot be
applied directly when cointegration restrictions are allowed for, but a straightforward modification
of their result is as follows. First we need the following definition.

Definition 1. A random variable X follows the absolute normal distribution AN(µ, ρ) if it has
density function

fAN (x;µ, ρ) = c |x|
1
ρ exp

·
− 1
2ρ
(x− µ)2

¸
, x ∈ R,

where c is a normalizing constant, ρ ∈ R+ and µ ∈ R.
In the next theorem, let B−i equal the matrix B with the ith column deleted, B⊥ is the

orthogonal complement of B, Chol(B) is the Choleski root of B such that B = Chol(B)Chol(B)0,
k·k is the usual Euclidean norm and d

= denotes equality in distribution. With these preliminaries
at hand we can prove the following extension of Theorem 1 in Waggoner and Zha (2003b).

Theorem 2. The full conditional posterior of the coefficients in the ith simultaneous relation is

ψi|Γ0,−i,α,β,Γ,D d
= Ri

siX
j=1

ξjvj ,

where Ri = Chol[T (G0iX
0XGi)−1], ξ1 ∼ AN(ξ̂1, T−1), ξj ∼ N(ξ̂j , T−1), for j = 2, ..., si, ξ̂j =

µ0ψiR
0−1
i vj , v1 = R0iG

0
iΓ0−i⊥/ kR0iG0iΓ0−i⊥k, (v2, ..., vsi) = v1⊥ and µψi = (G0iX

0XGi)−1G0iX
0zi,

where zi is the ith column of Wβα0 +QΓ.

Proof. See the appendix. ¤

The sign restriction mentioned in Section 2 is easily imposed by replacing a generated ψi which
does not satisfy the sign restriction with the ψi generated in the previous iteration of the Gibbs
sampler. Thus, if the sign restriction is not satisfied in a given iteration, ψi is not updated at this
iteration.2 A good choice of normalizing variables (see Waggoner and Zha, 2003a, for an automatic
method) usually gives a small number of the rejected draws. In general, an equation should be
normalized on a variable whose coefficient is likely to have negligible posterior probability in a
neighborhood of zero.

2This updating step of the algorithm then becomes a Metropolis-Hastings step, rather than a pure Gibbs step
(Gilks, Richardson and Spiegelhalter, 1996).
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In order to use Theorem 2 in a Gibbs sampler we need to be able to efficiently generate
variates from the absolute normal distribution. A simple, very accurate and readily sampled
approximation can be derived from the fact that the AN(µ, ρ)-distribution is bimodal with modes
at µ2 ± 1

2

p
(µ2 + 4). Furthermore, the curvature at x = x0 is

−
·
d2

dx2
ln f(x)

¸−1 ¯̄̄̄¯
x=x0

=
x20

(1 + x20)
ρ.

These two facts can be used to build the following mixture normal approximation to the AN(µ, ρ)
distribution

fAN(x;µ, ρ) ≈ vN(x;µ1,σ21) + (1− w)N(x;µ2,σ22),
where N(x; ·, ·) is used as a shorthand for the density of a normal distribution, µ1 = µ

2 −
1
2

p
(µ2 + 4), µ2 =

µ
2 +

1
2

p
(µ2 + 4), σ2i =

µ2i
(1+µ2i )

ρ, i = 1, 2, and w = [1 + exp(2µρ−1)]−1. It
is easily seen that, for a given ρ, the approximation error is maximal when µ = 0. The accuracy
of this approximation increases inversely with ρ and even in the worst scenario when µ = 0 it is
already very accurate for ρ = 0.1. In our use of the absolute normal distribution, ρ = T−1, where
T is the length of the time series, so the approximation can, for all practical purposes, be taken
as exact.

5. Monetary Policy in a Small Open Economy

5.1. Data and Model. Kim and Roubini (2000) studies the effects of monetary policy in the
six non-US G7 countries using a structural VAR system with seven variables and non-recursive
identifying restrictions on the contemporaneous coefficients. Their model avoids most of the
puzzling results obtained in other studies and their conclusions seem to be rather robust across
countries. Cushman and Zha (1997) use a similar scheme to identify Canadian monetary policy
shocks in a larger model which also includes trade flows.
Following Kim and Roubini (2000), the data set analyzed here consists of quarterly observations

from 1975:1 to 2001:4 on five Swedish variables: real GDP (y), CPI (p), M0 (m), the three month
bills rate in annual terms (i), the nominal exchange rate (number of Swedish kronas needed to
buy one unit of foreign currency), and two foreign variables: the oil price in US dollars (oil)
and the TCW-weighed interest rate in annual terms (if). We shall also consider a model where
CPI is replaced by a price index, where house mortage interest expenditures, indirect taxes and
sudsidies have been excluded (UND1X). All variables except the two interest rates are in logs.
The series are graphed in Figure 1.
Due to a break in the seasonal pattern in the late seventies, two different sets of seasonal

dummies are used: one covering the period 1975:1 to 1979:4 and the other covering the period
1980:1 to 2001:4. To control for devaluations of the Swedish krona, we add five dummy variables
at quarters 1976:4, 1977:2, 1977:3, 1981:3 and 1982:4. Two additional dummy variables are
included in the analysis to account for the abandonment of the fixed exchange rate in 1992:4
followed by the introduction of an explicit inflation target by Sveriges Riksbank in 1993:1. The
latter dummy takes the value zero during 1975:1-1992:4 and is equal to one from 1993:1 and
onwards.
We use k = 4 lags in the SCVAR model. Standard information criteria suggested that this is

probably excessive (SBC (Schwarz, 1978) and Hannan and Quinn’s HQ criteria (Quinn, 1980)
both suggested k = 1 whereas AIC (Akaike, 1974) preferred k = 4), but we found the seasonal
component to be better modelled with four lags. Because of the prior on Γ, which shrinks longer
lags more heavily toward zero, increasing the lag length is not that costly in terms of lost precision.
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Figure 1. Swedish macro data 1975:1-2001:4.

To determine a value for the cointegration rank, the number of long run relations, we may
use the Schwarz (1978) approximation of the posterior distribution of r: Pr(r = 0|D) = 0.116,
Pr(r = 1|D) = 0.863, Pr(r = 2|D) = 0.02, and essentially zero for other r. The rank estimation
procedure based on the trace test (Johansen, 1995) suggested that r = 2 on 1% significance level
and r = 3 on the 5%-level using the asymptotic critical values. The corresponding test based
on bootstrapped critical values suggested that r = 1 on 1% significance level and r = 2 on the
5%-level. The HQ criterion chose r = 2 whereas AIC gave r = 5 as optimal rank. In light of these
results and the well known tendency of the Schwarz approximation to favor too small models, the
ensuing analysis conditions on r = 2. Note, however, that all results conditional on a specific pair
of lag length and cointegration rank (e.g. the impulse responses or forecasts) may be averaged
over k and r with the posterior distribution as weight function (Draper, 1995).
One immediate candidate for a long run relation is the equality of the domestic and foreign

interest rate, and we will take this as one of the cointegration vectors. The second cointegration
vector is assumed to be a domestic relation normalized on m, with no other restrictions on
the coefficients of the domestic variables. The specification of the two cointegration vectors is
accomplished by six over-identifying restrictions. The Schwarz approximation of the posterior
odds ratio of the restricted model to the unrestricted model yields the odds ratio 7.85, thus
favoring the restricted cointegration space. The likelihood ratio test statistic is 19.27 which is
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highly significant with respect to its asymptotic χ26-distribution, but the bootstrapped p-value of
0.3685 (Gredenhoff and Jacobson, 2001) confirmes the finding of the Schwarz approximation.

5.2. Identification of the Structural Shocks. Successful application of structural VARs
hinges on a proper identification of the structural shocks. Cushman and Zha (1997) and Kim
and Roubini (2000) claim that non-recursive identifying restrictions are crucial for solving the
price and exchange rate puzzles mentioned in the introduction. Their argument is that tradi-
tional recursive (Choleski) identification imposes restrictions which are incredible for a small open
economy in that it requires either the exchange rate to be excluded from the monetary policy
equation or the interest rate to be excluded from the exchange rate equation.
When applying the identifying scheme of Kim and Roubini (2000) to our data set, the interest

and exchange rate equations turned out to be virtually inseparable, manifested in very uncertain
impulse response functions. We therefore base our analysis on a different set of identifying
restrictions, which still has many of the features of Kim and Roubini’s specification, including
the above mentioned simultaneity between the exchange and interest rate. The model used here
is

(5.1) Γ00∆xt =



γ11 0 0 0 0 γ61 0
γ12 γ22 0 0 0 γ62 0
γ13 γ23 γ33 γ43 0 0 γ73
0 γ24 γ34 γ44 γ54 γ64 γ74
0 γ25 0 γ45 γ55 γ65 γ75
0 0 0 0 0 γ66 0
0 0 0 0 0 γ67 γ77





∆yt
∆pt
∆mt

∆it
∆et
∆oilt
∆ift


= Υt +



εy,t
εp,t
εmd,t
εmp,t
εe,t
εoil,t
εif,t


,

where Υt = αβ0xt−1 + Γ(L)∆xt +Φ0dt.
The differences between our identifying assumptions and those used in Kim and Roubini (2000)

are:

• The foreign interest rate appears in both the money demand and monetary policy equation
(third and fourth equation, respectively).

• The CPI appears in the monetary policy equation. Since we use quarterly data and
not monthly as in Kim and Roubini, the argument that the current periods price level
is unobserved by the monetary authority at the time of the policy decision is highly
questionable.

• Output is excluded from the exchange rate equation, motivated by the substantial time
lags in the publication of swedish GDP followed by significant revisions.

• Money does not appear in exchange rate equation. This restriction is imposed to reduce
the high degree of simultaneity between money, the interest and exchange rate.

Our identifying scheme imposes four over-identifying restrictions on Γ0. The posterior odds
ratio comparing the model with these four over-identifying restrictions and the model with just-
identifying restrictions is 0.359, indicating some preference for the just-identified model. Since
all reasonable just-identifying schemes turns out to be unable to separate the money demand,
monetary policy and exchange rate shocks, we nevertheless opt for the over-identified model.
Table 1 displays the presence or absence of contemporaneous effects of the structural shocks.

Note that all shocks are allowed to influence money, the interest rate and the exchange rate
contemporaneously.

5.3. Results. We use the following prior hyperparameters: λb = 0.3, λl = 1, λs = 0.5, λα = 1,
λe = 0.1, λd = 10. The scale factors σ1, ...,σp are estimated from data as explained in Section 3.
The results are insensitive to modest changes in the prior hyperparameters.
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Shock
y p md mp e oil if

y ∗ 0 0 0 0 ∗ 0
p ∗ ∗ 0 0 0 ∗ 0
m ∗ ∗ ∗ ∗ ∗ ∗ ∗

Variable i ∗ ∗ ∗ ∗ ∗ ∗ ∗
e ∗ ∗ ∗ ∗ ∗ ∗ ∗
oil 0 0 0 0 0 ∗ 0
if 0 0 0 0 0 ∗ ∗

Table 1. Contemporaneous effects of shocks. Stars indicate non-zero coefficients.

Variable
y p m i e oil if
75.74

(66.6, 84.6)
− − − − 0.11

(−1.3, 1.6)
−

−5.97
(−18.7, 6.2)

149.18
(132.5, 166.7)

− − − −0.81
(−2.3, 0.7)

−
−21.80

(−35.5, −8.2)
−18.81
(−45.1, 7.7)

76.76
(42.5, 98.7)

−32.49
(−86.9, 17.9)

− − −46.15
(−98.8, 8.1)

− −7.30
(−37.7, 23.1)

51.65
(15.5, 86.3)

90.03
(58.0, 114.7)

−21.42
(−41.5, −4.9)

−1.56
(−3.3, 0.2)

−67.26
(−116.8, −16.7)

− −26.97
(−52.8, −2.3)

− 52.28
(20.5, 90.4)

51.02
(38.7, 59.8)

0.70
(−0.7, 2.2)

44.67
(−0.1, 90.9)

− − − − − 7.62
(6.8, 8.5)

−
− − − − − −2.25

(−3.5, −1.0)
224.40

(199.1, 250.9)

Table 2. Posterior means and 90% probability intervals (in parantheses) for the
unrestricted elements in Γ0.

After 2500 burn-in draws, an additional 50.000 draws were simulated from the posterior dis-
tribution of the model parameters with the Gibbs sampler in Theorem 1 and 2 and every tenth
draw was then saved for the inference. This subsampling reduces the autocorrelation of the draws
and keeps storage demands manageable.
The first cointegration relation is, as mentioned above, the spread between the Swedish and

the foreign interest rate. The second cointegrating relations is not as easily identified from data,
although it can be concluded from tests of restrictions that it is probably a domestic relation.
The posterior median estimate of the second cointegration relation, where the coefficients on the
oil price and the foreign interest rate have been set to zero, is given by

m = 0.44
(−0.08, 0.79)

y +0.01
(−0.55, 0.34)

p −0.18
(−2.13, 1.36)

i +1.84
(1.04, 3.40)

e,

with symmetric 90% probability intervals in parantheses. Additional restrictions, e.g. that m
and p have the same coefficient but with opposite signs, were not supported by data and gave
rise to unreasonable estimates of the remaining unrestricted parameters.
Next we turn to the estimated simultaneous relations between the variables in Table 2. For

example, the fourth relation may be interpreted as the central bank’s reaction function. According
to the estimated coefficients, if domestic prices increase then the Riksbank raises the interest rate.
Similarly, if the nominal exchange rate weakens or the foreign interest rate increases, then the
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Figure 2. Posterior distributions of the simultaneous coefficients in the monetary
policy equation: ψ24pt + ψ34mt + ψ44it + ψ54et + ψ64poilt + ψ74ift.

Riksbank also reacts by raising the domestic interest rate. Output changes, on the other hand,
can only influence the domestic interest rate with a lag. The posterior distributions of the
simultaneous coefficients, graphed in Figure 2, show that the money stock, domestic and foreign
interest rate, the exchange rate and the oil price probably enter the reaction function whereas
the coefficients on CPI may well be zero; a possible explanation for why the Riksbank does not
react contemporaneously to CPI may be the inability of the Riksbank to see current periods CPI
due to one month time lag in the publication in combination with the revisions following the
preliminary figure.
To learn more about what this model suggest about the effects of monetary policy shocks

we turn to Figure 3. The unconditional responses in the domestic variables along with 68 and
90 percent confidence intervals suggests that a positive monetary policy shock which raises the
domestic interest rate during the first year affects the CPI after roughly 9 months when it
begins to fall. Domestic output and the nominal exchange rate are affected more quickly, with
a strengthening of the exchange rate and a weaking of output. There is a rather large posterior
probability of a liquidity puzzle with an instantaneous increase of M0 from a contractionary
monetary policy shock. This picture is reversed after a few months and after a approximatelty
two years the money stock has fallen by roughly the same percentage as the CPI.
In the same figure we have also plotted the responses in the domestic variables from a monetary

polic shock when the CPI measure has been replaced with the price variable used by the Riksbank
for the inflation forecasts (UND1X). The main difference between this model and the former is
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Figure 3. Impulse response functions over 20 quarters to a unit monetary policy shock.

that prices start to fall already after 3 months and that the probability of a liquidity puzzle is
slightly smaller.
The forecast error variance decompositions for the monetary policy shock are given in Table

3. As expected, such shocks accounted for very little of the forecast uncertainty in the foreign
interest rate and the oil price. Moreover, while they account for nearly half of the uncertainty
in the domestic interest rate 1 quarter ahead, they seem to be important only for the nominal
exchange rate. The uncertainty in the price level and output are only marginally affected by such
shocks, suggesting that monetary policy surprises or mistakes are unimportant in the sense of
being a sufficiently small part of the random behavior is these variables.
To further evaluate the empirical implications about monetary policy within our model, we

turn to conditional forecasts. In particular, we focus on a period beginning in 1999:4 when the
Riksbank first raised the repo rate from 2.90 to 3.25 on November 17, with a further increase by
50 basis points to 3.75 on February 9, 2000. Relative to the actual path of the repo rate we will
consider three alternative interest rate paths generated exclusively by monetary policy shocks.
That is, the interest rate path during 1999:4-2000:1 is fixed at the experiment’s target by feeding
a sequence of monetary policy shocks into the system. All others shocks are set to zero during
these two quarters. In the subsequent quarters, the monetary policy shocks are set to zero (being
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y p m i e oil if
1 1.0

(0.0, 3.5)
0.4

(0.0, 1.6)
8.8

(1.4, 29.3)
45.2

(15.1, 71.6)
18.6

(1.6, 52.4)
0.1

(0.0, 0.4)
0.0

(0.0, 0.2)

4 8.0
(1.2, 18.3)

1.6
(0.1, 5.6)

9.6
(1.6, 26.5)

30.4
(9.6, 53.5)

15.6
(1.6, 45.8)

0.8
(0.0, 2.8)

0.4
(0.0, 1.5)

Horizon 8 9.3
(1.1, 23.0)

3.0
(0.1, 10.3)

9.9
(1.1, 30.9)

16.2
(4.9, 31.2)

14.2
(2.2, 39.5)

1.5
(0.0, 5.5)

0.9
(0.0, 3.5)

12 8.4
(0.8, 22.1)

3.5
(0.1, 12.4)

9.8
(0.8, 32.5)

10.8
(3.1, 20.6)

13.0
(2.3, 35.6)

1.8
(0.0, 6.7)

1.2
(0.0, 4.7)

16 7.5
(0.7, 20.8)

3.8
(0.1, 13.2)

9.6
(0.7, 33.2)

7.7
(2.2, 15.9)

11.8
(2.1, 32.1)

2.0
(0.0, 7.3)

1.4
(0.0, 5.5)

Table 3. Forecast error variance decomposition for the monetary policy shocks.
Posterior means and 90% probability intervals (in parentheses)

controlled by the central bank) and all others shocks are drawn from their distributions. The
first forecast path for the interest rate replicates its actual path in 1999:4-2000:1. The second
forecast path assumes a constant interest rate, i.e., 2.90 for the two quarters. Thirdly, we study
a scenario where the repo rate is lowered by 1 percent for 2 quarters. Since we do not use the
repo rate in our model we impose the conditions on the closely related 3-month rate. Data up
to 1999:3 are used in the estimation.
In Figure 4 we present the unconditional and the three conditional forecast paths for GDP

and CPI inflation in annual growth terms, the domestic interest rate and the exchange rate. We
find that the interest rate forecasts for the three conditional paths converge rather quickly and
are roughly equal within a year and a half. All three conditional forecasts overshoot the realized
interest rate after the first year and onwards, suggesting that the relatively low interest rate in
1999:4 (compared to the unconditional forecasts) will have to be compensated later on by an
aggresive tightening of policy. The unconditional interest rate forecasts are fairly accurate over
the whole forecasting horizon.
The inflation forecasts overshoot the realized path throughout the forecasting period, but are

rather accurate in 2001. The tightening of policy does not exert a large downward pressure on
prices. Regarding output growth, all forecasts indicates a general decline in growth, but the
timing could have been better. The exchange rate forecasts suggest a weaking of the Krona, but
not nearly by as much as was actually experienced in late 2000 and early 2001.
As a complement to Figure 4, we present probabilities of certain outcomes on GPD growth

and CPI inflation for the three interventions and the unconditional forecast. Due to the rela-
tively modest effects of the monetary policy shocks, there are no drastic differences between the
scenarios. The probability of low GDP growth and the joint probability of both low growth and
high inflation (3% is the upper bound of the Riksbanks inflation targeting interval) in 2000 is
much larger for Actual scenario compared to the Easing scenario, however.
Counterfactual experiments of this type may, of course, be subject to the well known Lucas

critique. Leeper and Zha (2002), who first introduced the concept of modest policy interventions,
have suggested a simple metric for evaluating how unusual a conditional projection is relative
to the typical size of the direct effects of policy. Their metric attempts to reflect how large
the direct effects of a hypothetical intervention are and how likely the intervention is to trigger
changes in agents’ behavior. In Table 5 we report the Leeper-Zha modesty metric for the three
policy scenarios and each domestic variable over the forecast period 1999:4—2001:4. When the
metric, in absolute terms, is not greater than two, then the intervention is deemed modest and
thus there is no reason for agents to change their beliefs about the policy regime and expectation
formation effects may be assumed to be insignificant.
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Figure 4. Forecasts conditional on different paths for the Swedish interest rate
in the two quarters 1999:4 and 2000:1 generated exclusively by monetary policy
shocks. Solid lines are the realized values.
Unconditional forecast (−×−), Actual path: i99:4 = 0.0340, i00:1 = 0.0395 (−o−).
No change: i99:4 = i00:1 = 0.0308, i00:1 = 0.0308 (−O−). Easing: i99:4 = i00:1 =
0.02 (−−−).

Scenario
Event Uncond. Actual Constant Easing

<1% GDP growth 2000 0.391 0.292 0.196 0.098
<1% GDP growth 2001 0.388 0.347 0.352 0.366
<1% inflation 2000 0.204 0.051 0.044 0.039
<1% inflation 2001 0.266 0.164 0.137 0.141
>3% inflation 2000 0.496 0.584 0.623 0.654
>3% inflation 2001 0.483 0.531 0.567 0.565
<1% GDP growth and >3% inflation 2000 0.219 0.190 0.136 0.074
<1% GDP growth and >3% inflation 2001 0.211 0.209 0.223 0.236
Table 4. Posterior probability of certain events conditional on different monetary
policy scenarios.
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y p m i e
Actual 0.6528 -0.6528 0.4956 -0.2478 0.4108
Constant 1.0393 -1.0393 0.0467 -1.0822 1.1724
Easing 2.3436 -2.3436 0.4548 -2.1165 2.3997

Table 5. Leeper-Zha modesty metric for the three monetary policy scenarios.

From Table 5 we find that the Actual and Constant scenarios result in modesty metrics below
two for the five domestic variables. In the case of the one percent decrease, however, the metrics
are above two for all variables but money. Hence, the actual path and the constant interest rate
scenario may both be viewed as modest policy interventions and thus not likely to be subject to
the Lucas critique. The third case, however, does not seem to be a modest intervention. Given
that it implies an interest rate at 1.4 and 1.95 percent lower than the actual path over the two
conditioning quarters, this does not seem unreasonable. However, the fact that the constant
interest rate scenario means that the interest rate is 0.32 and 0.95 percent lower than the actual
paths scenario suggests that a fairly broad range of hypothetical interest rate paths may be
deemed as being consistent with modest policy interventions.

6. Concluding remarks

This paper introduces a practicable Bayesian analysis of structural VARs with an arbitrary
number of long run relations structured by general linear restrictions on the cointegration space.
The structural part of the model is identified by restricting the contemporaneous relations among
variables, following the tradition in the Bayesian structural VAR litterature. There may be
situations where long run identifying restrictions as in Blachard and Quah (1989) are preferred,
e.g. the restriction that monetary policy shocks have no long run impact on output. The
related common trends approach introduced by King, Plosser, Stock and Watson (1991) and
further developed by Warne (1993) connects the structural part of the model to its long run
(cointegration) properties and provides a natural framework for the class of cointegrated processes
studied here. A Bayesian analysis of models with long run restrictions is by no means straight-
forward and poses a real challenge for future methodological work.

Appendix A. Proof of Theorem 1

A.1. The joint posterior. The joint posterior distribution of Γ0,Γ,α and β conditional on the
data D is

p(Γ0,α,β,Γ|D) ∝ |Γ0|T etr
£
(XΓ0 −Wβα0 −QΓ)0(XΓ0 −Wβα0 −QΓ)¤ p(Γ)p(α,β)

where etr(B) = exp
¡−12 trB¢, for any quadratic matrix B,

p(Γ) ∝ exp[−1
2
(vecΓ)0Ω−1Γ (vecΓ)]

and

p(α,β) = p(α|β)p(β)
∝ ¯̄

(β0K1β)−1 ⊗K2
¯̄−1/2 ¯̄

β0K1β
¯̄−p/2

exp

µ
−1
2
(vecα)0(β0K1β ⊗K−12 )(vecα)

¶
∝ etr

¡
α0K−12 αβ0K1β

¢
.
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A.2. Full conditional of Γ. Follows easily from the treatment of the multivariate regression in
Zellner (1971).

A.3. Full Conditional of α. Using the same manipulations as for the multivariate regression
model (Zellner, 1971) we obtain

p(D|Γ0,Γ,α,β) ∝ exp[−1
2
(vecα− vec α̂)0(β0W 0Wβ ⊗ Ip)(vecα− vec α̂)],

where α̂ = (XΓ0 −QΓ)0Wβ(β0W 0Wβ)−1. The conditional prior of α is

p(α|β) ∝ exp[−1
2
(vecα)0(β0K1β ⊗K−12 )(vecα)],

Thus,

vecα|Γ0,β,Γ,D ∼ Npr(µ̄α, Ω̄α),

where Ω̄−1α = (β0W 0Wβ ⊗ Ip) + (β0K1β ⊗K−12 ) and

µ̄α = Ω̄α[(β
0W 0Wβ ⊗ Ip) vec α̂] = Ω̄α vec(α̂β

0W 0Wβ) = Ω̄α vec[(XΓ0 −QΓ)0Wβ].

A.4. Full conditional of β. Let U = XΓ0 −QΓ. Straight-forward calculations (Zellner, 1971)
give

p(β|Γ0,Γ,α,D) ∝ etr[(U −Wβα0)0(U −Wβα0)] etr
¡
α0K−12 αβ0K1β

¢
= exp

½
−1
2
[vecU − (α⊗W ) vecβ)]0[vecU − (α⊗W ) vecβ)]

¾
× exp

µ
−1
2
(vecβ)0(α0K−12 α⊗K1)(vecβ)

¶
∝ exp

½
−1
2
(vecβ − vec β̃)0A(vecβ − vec β̃)

¾
,

where A = α0α⊗W 0W + α0K−12 α⊗K1, vec β̃ = A−1(α0α⊗W 0W ) vec β̂ and

vec β̂ = [(α0α)−1 ⊗ (W 0W )−1](α0 ⊗W 0) vecU = vec[(W 0W )−1W 0(XΓ0 −QΓ)α(α0α)−1].
Inserting vec β̂ into the formula for vec β̃ gives

vec β̃ = A−1(α0α⊗W 0W ) vec[(W 0W )−1W 0(XΓ0 −QΓ)α(α0α)−1]
= A−1 vec[W 0(XΓ0 −QΓ)α].

Using that vecβ = h+Hφ, yields

p(β|Γ0,Γ,α,D) ∝ exp

½
−1
2
(h+Hφ− vec β̃)0A(h+Hφ− vec β̃)

¾
∝ exp

½
−1
2
[A1/2(vec β̃ − h)−A1/2Hφ]0[A1/2(vec β̃ − h)−A1/2Hφ]

¾
= exp

½
−1
2
(φ− µ̄φ)0H 0AH(φ− µ̄φ)

¾
,

where Ω̄−1φ = H 0AH, µ̄φ = Ω̄φH
0A(vec β̃ − h) = Ω̄φH

0 {vec[W 0(XΓ0 −QΓ)α]−Ah}.



18 BAYESIAN COINTEGRATED STRUCTURAL VARS

Appendix B. Proof of Theorem 2

B.1. Full Conditional of ψi. Let Z =Wβα0 +QΓ.

p(ψi|Γ0,−i,Γ,α,β,D) ∝ |Γ0|T etr[(XΓ0 − Z)0(XΓ0 − Z)]
∝ |Γ0|T etr[(Γ0 − Γ̂0)0X 0X(Γ0 − Γ̂0)]

= |Γ0|T exp
Ã
−1
2

pX
k=1

(Gkψk − γ̂k)
0X 0X(Gkψk − γ̂k)

!

∝ |Γ0|T exp
µ
−T
2
(ψi − µψi)0Ω−1ψi (ψi − µψi)

¶
where Ω−1ψi = T

−1G0iY
0Y Gi, Γ̂0 = (γ̂1, ..., γ̂p) = (X 0X)−1X 0Z and µψi = (G

0
iX

0XGi)−1G0iX
0Xγ̂i.

Note that γ̂i = (X 0X)−1X 0zi, where zi is the ith column of Wβα0 + QΓ, so that µψi =
(G0iX

0XGi)−1G0iX
0zi.

Let Ri = Chol(Ωψi) such that RiR
0
i = Ωψi and, following Waggoner and Zha (2003b), decom-

pose ψi as ψi = Ri
Psi
j=1 βjwj . Then

p(ψi|Γ0,−i,Γ,α,β,D) ∝ |Γ0|T exp
µ
−T
2
(ψ0iΩ

−1
ψi
ψi − 2µ0ψiΩ−1ψi ψi + µ

0
ψi
Ω−1ψi µψi)

¶

∝ |Γ0|T exp
−T

2

( siX
j=1

βjwj)
0(
siX
j=1

βjwj)− 2µ0ψiR0−1i (

siX
j=1

βjwj)


= |Γ0|T exp

−T
2

 siX
j=1

(β2j − 2βjµ0ψiR0−1i wj)


∝ |Γ0|T exp

−T
2

 siX
j=1

[(βj − β̂j)
2]

 ,
where β̂j = µ

0
ψi
R0−1i wj . As |Γ0| =

¯̄̄
(γ1, ..., GiRi

Psi
j=1 βjwj , ..., γp)

¯̄̄
∝ |β1| (Waggoner and Zha,

2003b), we have

p(ψi|Γ0,−i,Γ,α,β,D) ∝ |β1|T exp
µ
−T
2
(β1 − β̂1)

2

¶ siY
j=2

exp

µ
−T
2
(βj − β̂j)

2

¶
.
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