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1. Introduction

In this paper we develop a dynamic stochastic general equilibrium (DSGE) model for an open economy
and estimate it on Euro area data. We extend the closed economy DSGE model of Christiano,
Eichenbaum and Evans (2005) and Altig, Christiano, Eichenbaum and Lindé (2003) by incorporating
open economy aspects into it. Our model combines elements of their closed economy setting with
some of the features and findings of the New Open Economy Macroeconomics literature.!

In our model, the consumers attain utility from consumption of domestically produced goods as
well as imported goods, which are supplied by domestic firms and importing firms, respectively. We
allow for incomplete exchange rate pass-through in both the import and export sectors by including
nominal price rigidities (i.e., there is local currency price stickiness), following for example Smets and
Wouters (2002).

Following Christiano, Eichenbaum and Evans (2005), a number of nominal and real frictions such as
sticky prices, sticky wages, variable capital utilization, capital adjustment costs and habit persistence
are included in the theoretical model. The relevance of these frictions will be empirically determined
in the estimation procedure. In addition, we allow for stochastic fiscal policy in the model since prior
research have shown the potential importance of such shocks for explaining business cycles (see, e.g.,
Christiano and Eichenbaum, 1992, Jonsson and Klein, 1996 and Lindé, 2003b).

Apart from bringing in the exchange rate channel, we also include a working capital channel
(i.e., firms borrow money from a financial intermediary to finance part of their wage bill). The
working capital channel implies that an interest rate change will directly affect firms’ marginal costs.
Consequently, both these channels will have effects on the transmission of monetary policy. Examining
the role of the working capital channel is of particular interest, since Christiano, Eichenbaum and
Evans (2005) obtain a low estimated degree of price stickiness when allowing for working capital
when matching the impulse responses after a monetary policy shock. In contrast, Smets and Wouters
(2003a, 2003b) obtain a much higher degree of estimated price stickiness in a model without the
working capital channel. As in Altig et al. (2003), we include a stochastic unit-root technology shock
which induces a common trend in the real variables of the model. This allows us to work with raw
data when estimating the DSGE model. Compared to Smets and Wouters (2003a,2003b) we also
allow for a larger set of structural shocks, mainly due to the open economy aspects in our model. The
relative importance of the various identified shocks for explaining the business cycle fluctuations will
be determined in the estimation, and an interesting feature of the analysis in this paper is to examine
to what extent the frictions and shocks differ between the open and closed economy setting.

We estimate the model using Bayesian estimation techniques. Smets and Wouters (2003a, 2003b)
have shown that one can successfully estimate closed economy DSGE models using Bayesian methods,
and that the forecasting performance of such models is quite good compared to standard, as well as
Bayesian, vector autoregressive (VAR) models. We extend their work to the open economy setting,
and by using data for the Furo area we offer a comparison to their closed economy framework.

In the paper we adopt the assumption that foreign inflation, output and interest rate are exoge-
nously given. This approximation is perhaps more suitable for a small open economy, but given the
results by Lindé (2003a) it is probably a less rudimentary statement than modeling the Euro area as
a closed economy.? In addition, there is some empirical support for the small open economy approx-

Tmportant contributions to the literature on monetary policy in open economies are Benigno and Benigno (2003),
Chari, Kehoe and McGrattan (2002), Corsetti and Pesenti (2001), Gali and Monacelli (2004), Kollmann (2001), and
Schmitt-Grohé and Uribe (2001) among others. In general, these models have though been calibrated and not estimated.
See Lane (1999) for a survey of the New Open Economy Macroeconomics literature.

?Lindé (2003a) shows that "rest of GDP” (i.e., output minus consumption and investment) moves significantly after a
shock to monetary policy using a VAR on Euro area data. Since government expenditures are not cyclical this suggests
that fluctuations in net exports are important.



imation. By estimating a VAR model with ten Euro area variables and three foreign variables ("rest
of the world” inflation, output and interest rate), we find that the Euro area variables account for a
small fraction of the variation in the foreign variables (around 10(20) percent at the one(five) year
horizon).?

We provide an evaluation of the open economy DSGE model’s empirical properties to validate the
model fit. More specifically, we compare vector autocovariance functions and unconditional second
moments in the benchmark model and the data. We also provide a relative model comparison using
marginal likelihoods to assess the importance of the various shocks and frictions that have been
included in the model.

The interesting results related to the open economy aspects of the model are the following. The
estimated model is able to capture the volatility and persistence in the real exchange rate strikingly
well. Bouakez (2004) has shown that a model with time-varying markups, which are decreasing in the
relative price of goods, can replicate the properties of the real exchange rate, in contrast to standard
sticky price models in which the fluctuations in the real exchange rate do not generally last beyond
the duration of the price contracts. However, Bouakez’s model using HP-filtered data can not jointly
account for the dynamics in inflation and the real exchange rate, because it underpredicts the inflation
volatility. In contrast, our model is able to match the joint conditional inflation and real exchange
rate dynamics using undetrended data.

Moreover, the model yields a high elasticity of substitution between domestic and imported goods.
We find a value of around 11 when including this parameter in the estimation. As Obstfeld and Rogoff
(2000) have shown, a high elasticity of substitution can explain the observed large home bias in trade.
The typical estimates for the substitution elasticity between home and foreign goods are around 5 to
20 using micro data (see the references in Obstfeld and Rogoff, 2000). However, using macro data the
estimates are usually a lot lower, in the range of 1.5 to 2, see, e.g., Collard and Dellas (2002).

Although our model embodies a number of mechanisms that have proven useful to generate persis-
tence in inflation such as variable capital utilization, the working capital channel and a time-varying
inflation target, we still find that price stickiness is an important feature for firms active in the do-
mestic, export and import sectors. Under the traditional assumption that the households own the
capital stock and assuming that the markup shocks in each sector are white noise, the implied average
duration of the price contracts are rather long, of about 8 quarters which is well in line with Smets
and Wouters (2003a).

However, allowing the markup shocks to be serially correlated reduces the estimated degree of
price stickiness substantially. In this case, we find that the average duration is less than 2 quarters for
the firms active in the consumption and investment import sectors, and about 3 quarters for the firms
active in the domestic and export sectors. Since the marginal likelihoods clearly indicate that the
assumption of correlated shocks in the import and export sectors is most plausible, our results suggest
price stickiness around 2 — 3 quarters on average in these sectors. Given that incomplete exchange
rate pass-through in the model is induced solely by nominal rigidities this amounts to about 20 — 40
percents pass-through to the import and export prices.

Because the marginal likelihood is in favor of the model with white noise markup shocks for
the domestic firms, this leaves us with a rather high degree of estimated price stickiness under the
conventional assumption that the households own the capital stock. However, recent research have
highlighted the importance of the degree to which capital is specific to the firm for the interpretation
of the price stickiness parameter, see e.g. Altig, Christiano, Eichenbaum and Lindé (2004), Sveen
and Weinke (2004) and Woodford (2004). If we relax the assumption that the households own the
capital stock, and instead assume that the capital is entirely specific to each firm, we can apply the

3The identifying assumption in the analysis is that that Euro area shocks have no contemporaneous effects on the
foreign variables. Moreover, it should be noticed that the results are not much affected by changing the lag-length.



formulas in Altig et al. (2004), and reinterpret our estimates to imply an average duration of about
4.5 quarters, which appears to be in line with microeconomic evidence for Euro area countries, see
e.g. Mash (2004) and the references therein.

Finally, we find that many shocks matter for the fluctuations in output and inflation in the open
economy framework. That is, “open economy shocks” are important for the determination of the
“domestic variables” since we find that there is a high elasticity of substitution between domestic
and imported consumption goods which implies that relative prices and the exchange rate channel are
very important for the dynamics of the model. For output both productivity and imported investment
markup shocks are important, while for inflation imported consumption and investment markup shocks
together with movements in the inflation target appear to matter the most.

The paper is organized as follows. In Section 2 the theoretical model is derived and described with
particular emphasis on its open economy aspects. Section 3 contains a short description of the data
used, and discusses measurement issues that arise when taking the theoretical model to the data. In
Section 4, we first discuss which parameters we have chosen to calibrate, and the prior distributions
for the parameters we have chosen to estimate. We then report our estimation results and validate
the model fit. The empirical properties of the estimated DSGE model are compared with the actual
data using autocovariance functions and unconditional second moments. In Section 5 we explore the
importance of nominal and real frictions in the model. Section 6 shows the impulse responses from
different shocks and discusses the role of various shocks in explaining business cycles. Lastly, Section
7 provides some conclusions.

2. The open economy DSGE model

We build on the work of Christiano et al. (2005) and Altig et al. (2003) and extend their DSGE
model to an open economy. As in their model the households maximize a utility function consisting of
consumption, leisure and cash balances. However, in our open economy model the households consume
a basket consisting of domestically produced goods and imported goods. These products are supplied
by domestic and importing firms, respectively. Note also that consumption preferences are subject to
habit formation.

Households can save in domestic bonds and/or foreign bonds and hold cash. This choice balances
into an arbitrage condition pinning down expected exchange rate changes (i.e., an uncovered interest
rate parity (UIP) condition). As in the closed economy model households rent capital to the domestic
firms and decide how much to invest in the capital stock given certain capital adjustment costs. These
are costs to adjusting the investment rate as well as costs of varying the utilization rate of the capital
stock. Further, along the lines of Erceg, Henderson and Levin (2000), each household is a monopoly
supplier of a differentiated labour service which implies that they can set their own wage. This gives
rise to an explicit wage equation with Calvo (1983) stickiness.

Domestic firms determine the capital and labour inputs used in their production which is exposed
to stochastic technology growth as in Altig et al. (2003). The firms (domestic, importing and export-
ing) all produce differentiated goods and set prices according to an indexation variant of the Calvo
model. By including nominal rigidities in the importing and exporting sectors we allow for (short-run)
incomplete exchange rate pass-through to both import and export prices. In what follows we provide
the optimization problems of the different firms and the households. We also describe the behaviour
of the fiscal authority, the central bank, and illustrate how the foreign economy develops.



2.1. Firms

There are three categories of firms operating in this open economy; domestic, importing and exporting
firms. The intermediate domestic firms produce a differentiated good, using capital and labour inputs,
which they sell to a final good producer who uses a continuum of these intermediate goods in her
production. The importing firms, in turn, transform a homogenous good, bought in the world market,
into a differentiated import good, which they sell to the domestic households. The exporting firms
pursue a similar scheme. The exporting firms buy the domestic final good and differentiate it by brand
naming. Each exporting firm is thus a monopoly supplier of its specific product in the world market.

2.1.1. Domestic firms

The domestic firms consist of three types. One hires labour from the households and transforms
it into a homogeneous input good, denoted H. The other type of firm buys H, rents capital and
produces an intermediate good Y;, which it sells to a final goods producer. There is a continuum
of these intermediate goods producers, each of which is a monopoly supplier of its own good and is
competitive in the markets for inputs. The last type of firm transforms the intermediate product into
a homogenous final good, which is used for consumption and investment by the households.

The production function of the final good firm takes the form

1 _1 >\d,t
Y, = [/ Y; i dz’] 1< Mgy < 00, (2.1)
0

where A\g; is a stochastic process determining the time-varying markup in the domestic goods market.
This process is assumed to follow

At = (1= pr,) Ad + pagAdi—1 + Exgt-

Note that in our benchmark model we assume that these markup shocks are white noise and set
px, = 0. However, in our sensitivity analysis we will also explore the consequences of allowing the
shocks to be persistent, that is p, > 0.

The final good firm takes its output price, P, and its input prices P; ; as given. Profit maximization
leads to the following first order condition

A

dt
Y, N t—1
it (L)t (2.2)
Yi Py

By integrating (2.2) and using (2.1), we obtain the following relation between the price of the final
good and the prices of intermediate goods

1 17§\ (1—>\d,t)
P, = [ / B, dz’] : (2.3)
0

Output of intermediate good firm i is given by the following production function:

Yie =2 “aK{H Y — 29, (2.4)

where z; is a permanent technology shock, € is a covariance stationary technology shock, and H;;
denotes homogenecous labour hired by the " firm. In (2.4), K;; is the capital services stock which
may differ from the physical capital stock since we allow for variable capital utilization in the model.



Also, a fixed cost is included to ensure that profits are zero in steady state. The fixed cost is assumed
to grow at the same rate as consumption, investment, the real wage, and output do in steady state. If
the fixed cost did not grow with z;, the fixed cost term would eventually become irrelevant and profits
would systematically become positive because of the presence of monopoly power. Moreover, we rule
out entry into and exit out of the production of intermediate good i.

The process for the permanent technology level z; is exogenously given by

2t
— 2.5
21 Hzts ( )
and
frat = (L= pu )tz + Pp. thzt—1 + €zt (2.6)

For the stationary shock in (2.4), we assume E(¢;) = 1 and that ¢ = (¢ — 1) /1 has the following
univariate representation:

€t = Pe€t—1 + Ect- (2.7)

Throughout the paper, a variable with a hat denotes log-linearized variables (i.e, X, = %)
The cost minimization problem facing the intermediate firm ¢ in period ¢ is (assuming that P;; is
given, the firm is constrained to produce Y;;):

min W,R! Hiy + REK;, + NPy [Yt — AR HL Y+ 29| (2.8)

K t,Hit

where RF is the gross nominal rental rate per unit of capital services and Wj is the nominal wage rate
per unit of aggregate, homogeneous, labour H;;. The inclusion of the gross effective nominal rate of

interest paid by firms, R{ , reflects the assumption that a fraction, 14, of the intermediate firms’ wage
bill has to be financed in advance. The end of period labour costs of the firm are WtHi’tR{ and

R{ = I/th_l +1-— Vg, (29)
where R;_; is the gross nominal interest rate. By log-linearizing equation (2.9), we obtain

Sf VR ~ v(R—-1)

Rt = mRt_l + v, (210)

VR+1—0v "

which describes the relation between the effective interest rate paid by the firms and the economy-wide
nominal interest rate.?
The first order conditions of (2.8) with respect to H;; and K;; are

WR! = (1— a) NPz e K2 H, (2.11)

,t

R = a\Pyz e KT H (2.12)

“A difference compared to Christiano et al. (2005) is that the nominal interest rate that the firms pay on their loans
is R;—1 instead of R;, which reflects our assumption that the households purchase one-period zero-cupon bonds with
certain nominal payout in period ¢ + 1 (see also footnote 14).



Because of the permanent technology shock and the unit-root in the price level, a number of variables
are non-stationary as they contain a nominal and real stochastic trend. We follow Altig et al. (2003)
and stationarize the variables in the following way

r_RE W _ K - Kit1

=g W=po Rl = and ki1 = % (2.13)

where K;,1 denotes the physical capital stock. It is important to notice that the physical capital
stock in period t + 1 is scaled with z; since it is determined in period ¢, whereas capital services in
period t + 1, Ky41, is for convenience also scaled with z; although Ky is determined in period ¢ + 1.
Stationarizing the variables in (2.11) and (2.12) according to (2.13) and combining the first order
conditions, we obtain the following stationary solution for the scaled equilibrium rental rate of capital

=< Q@ Rk H,. (2.14)

-

The Lagrangian multiplier in equation (2.8) A\.P;; can be interpreted as the nominal cost of pro-

ducing one additional unit of the domestic good (i.e., the nominal marginal cost). The real marginal

cost for the intermediate firms is, consequently, given by A\;. Using the first order conditions in (2.11)
and (2.12), it is possible to show that equilibrium real marginal cost (mc; = A¢) follows

1 l1—a 1\¢ @ f l-a 1
me; = = o R ) = 2.15
t <1—oz> (a) (rt> ( B €t ( )
The price setting problem of the intermediate firms is similar to the one in Smets and Wouters
(2003b), following Calvo (1983). Each intermediate firm faces a random probability (1 —¢4) that it can
reoptimize its price in any period. The reoptimized price is denoted P[***. Notice that we suppress
the subindex 7 in P/**“. We do this because all firms that are allowed to reoptimize will always set

the same price. With probability &z the firm is not allowed to reoptimize, and its price in period ¢ + 1
is then updated according to the scheme Py = (m;)"™ (7?5 H)l_”d P, i.e. it is indexed to last period’s

inflation, m = %, and the current inflation target, 7f,; where rq4 is an indexation parameter.® If
the period t optimizing firm is not allowed to change its price during s periods ahead, the price in
period ¢ + s will be (mmpyq...mers—1)" (ﬁfﬂﬁfﬁ...ﬁfﬂ) ~" prew  Thus, firm i faces the following
optimization problem when setting its price:

o0
_ _ _ 1—
max By > (864)° veps[(mmegr o Tigs—1)™ (RE AT 0 RE) PP Yigs

ppew s=0
—MC;445(Yitss + 2e+59)], (2.16)

where the firm is using the stochastic discount factor (3£;)° viys to make profits conditional upon
utility. G is the discount factor, vyys the marginal utility of the households’ nominal income in period
t + s, which is exogenous to the intermediate firms, and MCj; is the firm’s nominal marginal cost.
Using equation (2.2) the first order condition of the firms’ optimization problem can be written

P, Kq 1 A
—1 - - - X -1
E, S s E—i1> (g miy,) e Yo P,
> (BEa)° Vits Prrs t+stt4s X
= (5 (2.17)
Ppig_1 “d(_c —c . )l—nd
P71 M1 742 Tt ps ppew Mgt MCi s | 0
<Pt+s ) Pt - Pt+s - v
Pt

5The inflation target process is described in subsection 2.5.



From the aggregate price index (2.3) follows that the average price in period ¢ is:

g 1 1_)‘d,t
y —1 1
o= || [ (P @) T [ ey | a
0 €a
1 L 1-2d,¢
— e (P @) TR ra—w ™)L )

where we have exploited the fact that all firms that reoptimize set the same price, P/***. Log-linearizing
and combining equations (2.17) and (2.18) yields the following aggregate Phillips curve relation

(;T\t — 7/_;5 Etﬁ'\t+1 — pw%f) + M1 — %tt:) (2.19)

) = 5 —tl
1+ kqf3 1+ kaf3
_Hdﬁ (1-— pW)%c I (1-&a)(1 = BEa)
1+kg8 €a (1 + KqP)
Note that by letting kg = 1, this relation reduces to the Phillips curve in Altig et al. (2003), while
setting xg = 0 results in the purely forward-looking Phillips curve.

(ﬁl\ct + Xd,t) .

2.1.2. Importing firms

The import sector consists of firms that buy a homogenous good in the world market. There are two
different types of these importing firms; one that turns the imported product into a differentiated
consumption good C7’} (through access to a ”differentiating” technology, i.e. brand naming), and
another that turns it into a differentiated investment good I} In each of the two categories there is a
continuum of importing firms that sell their differentiated (consumption or investment) goods to the
households.

The different importing firms buy the homogenous good at price F;* in the world market. In order to
allow for incomplete exchange rate pass-through to the consumption and investment import prices we
assume local currency price stickiness. The importing firms follow Calvo price setting and are allowed
to change their price only when they receive a random price change signal. Each importing consump-
tion firm faces a random probability (1 — &, ) that it can reoptimize its price in any period. Each
importing investment firm faces a different probability (1 —&, ;) that it can reoptimize. Let the reopti-
mized price for an imported consumption (investment good) be denoted P™¢, (P™! ). With proba-

new,t new,t
bility &m.e (§m,i) the firm does not reoptimize, and its price is then indexed to last period’s inflation and

. N\ Km,j . ) .
the current inflation target according to the following scheme P;{ = (77?7’ 7 ) ! (7£4) 1 fim.g P™ for

j ={c,i}. If a period t optimizing firm is not allowed to change its price during s periods ahead, the
. . . Km,j _ . :
price in period ¢ + s is thus <7rf1’j7rﬁ’{...7rﬁgfl> ’ (ﬁf+17_r§+2...7_r§+5)1 s prtd  for j = {c,i}.% The

consumption and investment importing firms face the following optimization problem, respectively:

(o)
m,c__m,c m,c Km,e (= — _ 1—Km, m,c
max, Etz (ﬂfm,C)SUtJrs[(Wt 7rt+1"‘7rt+s—1) mc(7ﬁtc+17rf+2~-7rtc+s) chnew,t $+s
s=0

r™
_St+SPt*+s( i@+s + Zt+s¢m’c)]a (220)

new,t
5Again, note that all importing firms that reoptimize their price will set the same price, so the subscript i can be
dropped. Also, the updating scheme allows for the possibility that importing firms update to the domestic inflation
target. Since the profit maximization for the importing firms involve own prices relative to the aggregate import price,
as well as the firms marginal cost which is S P;", it is not obvious why the domestic inflation target should be included
in the updating scheme. By including the indexation parameter in the estimation, we evaluate which specification that
is supported by the data.




Km,i 1—
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new,t s=0
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where profits are discounted by (3&m,;)° vits for j = {c,i}. ¢™< (¢™") are fixed costs, in real terms,
ensuring that import profits are zero in steady state.

The final import consumption good is a composite of a continuum of i differentiated imported
consumption goods, each supplied by a different firm, which follows the CES function:

1 ) A
/( TN il 1< A < oo (2.22)
0

It can then be shown that each importing firm ¢ faces the demand for imported consumption goods
given by

m,c
—t

. _PZ;L7C - A:ﬂ,c 1 .
it = Pm,c Ct . (223)
t

Equivalently, the final imported investment good is a composite of a continuum of differentiated
imported investment goods as follows:

>

1 At

1
Im = / (L) " di , 1< A < oo, (2.24)
0

and the demand for the differentiated imported investment goods is given by

)\m,i

m __ 3 m
m= o . (2.25)

The processes for the time varying markups on the import consumption and investment goods are
assumed to follow

)\’ZTL,C = (1 - p/\m,c) )\m’c + p)\m,c)\:ﬁi + E)\m,c’t, (226)

AP = (1= pamd) ™+ pama A + Exmai e (2.27)

Inserting the demand schedules (2.23) and (2.25) in the firms’ optimization problem, the first order
conditions with respect to the consumption good and the investment good are

ATC
t+s
pmsc Km,c 1 B vz
;D"fa_cl > (754 7Tt+2 ) e
t—1 m  pM,C
s=0
(2.28)
pmsc Km,c
( H;ﬁa_cl> (Frer Tipoe 7Tt+s) Pm1c A™Cg, P
[ Py new,t _ AtfsOtts tes] = ()
T, C 7, C m,C -
Pivs P Py ’
Ptm’c



m,i Km,i — s
Pt+’571 ’ —c =c —c 1=Km,i :7-1&-';71
00 P (7Tt+17rt+2"'7rt+s) .
NS t—1 m m,i
Et > (B&m,i)” Vits P t+st s ¥
s=0 —tts
ot (2.29)
Pm,i Km,i 1
t+s—1 (ﬁ,c e e ) “Km,i )
m,% t+1"t42""t+s Mm% ,
[( Ptfl > Pnewzt _ Aﬁgst+5_Pt*+s] — 0
Py p P ’
Ptm”‘
Stationarizing these equations and using the aggregate price indices
_ 17}\777'7]'
1 1 t
j i =y
Ptm’J — /(PzTJ> =2 da
Lo
_ 1 17}\;77-71

— §m,j (PtTTl] (W;Ti,i:)nm,] (ﬁ.tc)].*lﬁm,j) BV + (1 — fm,j) ( :eb;f,’t> 5

for j = {c,i} implies that the log-linearized pricing equations can be written as Phillips curve relations
for the imported consumption and investment good:

~m,j ~c ﬁ ~m,j ~c Rm,j ~m,j ~c
(r0-7) = s ) s s (o)
_"{m,jﬁ (1— ’Ow)%f + (1-— gm,j)(l - /Bgm,j) <77/’L\Cl:n’j + XZ”J) 7
1+ K, ;3 &m,j (14 Fim,jB)
where ﬁz\c;n’j =D;+8 — Dy 7 for j ={c,i}. Note that the markup shocks, X;n’j , are observationally

equivalent to shocks to the elasticity of substitution among imported consumption/investment goods,
up to a scaling factor with an opposite sign (a positive substitution elasticity shock is a negative
markup shock). Such shocks can thus either originate in variations of importing firms’ price setting
behaviour or households’ willingness to substitute between different goods.”

2.1.3. Exporting firms

The exporting firms buy the final domestic good and differentiate it by brand naming. Subsequently
they sell the continuum of differentiated goods to the households in the foreign market. The marginal

"The flexible price problem is relevant for the steady state we are linearzing around, and can be described by setting
&m,; = 0 for je{c,i} in equations (2.28) and (2.29). In a flexible price environment the importing firms therefore must
set the following price ‘ _

P = XIS, Py
for j = {c,i}. To see the close correspondence between substitution elasticity and markup shocks, note that we can

il

m,j _ m,j
1 ny -1 nyd -1

write ji* = | [ (]Z"t) " d ,n? > 1, for j € {C,T}. Here, the elasticity of substitution between imported
0

. . m,j
consumption/investment goods is given by n;"*’, which is related to the markup according to A\{"’ = —ZfJ—l Thus, the
7 —

higher the willingness is to substitute between imported consumption/investment goods, i.e. the higher E(n;n d ) is, the
lower the markup will be in steady state.
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cost is thus the price of the domestic good P;. Each exporting firm ¢ faces the following demand Xi,t
for its product:

>‘ac,
- Pft _Ar)til -
Xit = (P—tm> Xy, (2.31)
where we assume that the export price Pift is invoiced in the local currency of the export market. A ;

determines the stochastic markup on the differentiated export goods.® The exogenous process for the
markup is assumed to be given by

Azt = (1= px,) Ax + oag Aai—1 + €, 2 (2.32)

In order to allow for incomplete exchange rate pass-through in the export market, we assume
that export prices are sticky in the foreign currency. To model this we use the Calvo setup. When
setting their prices, the export firms care about the relative price between the firms’ own price and
the aggregate export price, as well as the price of the domestic good since this is the export firms’
marginal cost. Therefore, when an export firm is not allowed to optimize its price, the firm is assumed
to index the price to last period’s (export price) inflation and the domestic inflation target. The price
in period ¢+ 1 is thus P7, = (7f)"™ (7f,,) e P?. The export firms maximize profits (denoted in the
local currency) taking into account that there might not be a chance to optimally change the price:

o0

T — — — 1— T <r
max By 2:0 (B¢2)° Ut+s[<(7Tlgfc7rf_~_1...71'12”_5_8_1)'?v (7rtc+17rf+2...7rf+s) " gew,t) Xit+s
new,i S=
Piis (v
— 5 (Xitrs + 2450%)]; (2.33)

subject to equation (2.31). The log-linearized first order condition of this problem implies that the
aggregate export inflation is given by

(7f —-m) = Jﬁ (7P —7p) + % (B 1 — pay)
T 1- T)=C 1- T 1-— T —2x ~
_ﬁﬂl —(i— ﬂ/q;f )Trt + ( gxff‘z(ﬁffm)g ) (mct + )\:c,t) ’ (234)

where mc; = py — 8¢ — py.

Further, the domestic economy is assumed to be small in relation to the foreign economy and plays
a negligible part in aggregate foreign consumption. Assuming that aggregate foreign consumption
follows a CES function, foreign demand for the (aggregate) domestic consumption good, C¥, is given
by

T E:| i * 2
cr= %] e (2.35)

where C} and P} is the foreign consumption and price level, respectively. Notice that the specification
in (2.35) allows for short run deviations from the law of one price which occur because export prices
(in the local currency) are sticky.

Assuming that aggregate foreign investment also follows a CES function, foreign investment de-
mand for the domestic good, I, is given by

Pz —Nf
If = [—t} If, (2.36)
t Pt t

8The steady state markup for the exporting firms is by assumption unity, i.e. Ay = 1.
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where I} is foreign investment.”

2.2. Households

There is a continuum of households, indexed by j € (0,1), which attain utility from consumption,
leisure and cash balances. When maximizing their intertemporal utility households decide on their
current level of consumption as well as their amount of cash holdings, foreign bond holdings and
their domestic deposits. They also choose the level of capital services provided to the firms, their
level of investment and their capital utilization rate. The households can increase their capital stock
by investing in additional physical capital (I;), taking one period to come in action, or by directly
increasing the utilization rate of the capital at hand (u;). The j** household’s preferences are

& o (%)
Jj t ) . h Jst Zth
D L R e el | (2.37)

where C;; and h;; denote the 4% household’s levels of aggregate consumption and work effort, respec-
tively. Q;+/P; are real assets the household chooses to hold in non-interest bearing form. This value
is scaled with z; in order to render real balances stationary. Finally, we allow for habit persistence in
preferences by including bC; ;1. The time series representation for the preference shocks are

GG = peeCfy +eces
CgL = p(’lCthfl teen

where E(¢;) =1 and ¢l = (¢ —1)/1, i € {c,h}. We will refer to ¢f as consumption preference shocks
and ¢} as labour supply shocks.

Aggregate consumption is assumed to be given by a CES index of domestically produced and
imported goods according to:

+ wl/me (Ctm)(mfl)/nc

c_l c
)(n )/ ’ (2.38)

77C/(776*1)
C, = {(1 — we) /e (ctd ]

where C¢ and C™ are consumption of the domestic and imported good, respectively. w, is the share
of imports in consumption, and 7. is the elasticity of substitution between domestic and foreign
consumption goods. By maximizing (2.38) subject to the budget constraint P,C{ + P;°CI" = PfCy,
we obtain the following consumption demand functions

P
Cff = (1 - we) [Ft] Ct, (2.39)
t
Pm,c —Tec
cr —wc[ e ] Cy, (2.40)
t

where the CPI price index (defined as the minimum expenditure required to buy one unit of Cy) is
given by

P = |(1—we) (P)' ™™ + we (™)

1/(1—n¢
1*”6} fmme). (2.41)

9By assuming that the elasticity is the same in (2.36) as in (2.35), we can use foreign output (Y;* = C; + I}) as the
only “demand variable”, and we therefore do not need to take a stand on how much of the exporting goods are used for
consumption and investment purposes respectively.
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As with consumption, total investment is assumed to be given by a CES aggregate of domestic
and imported investment goods (I and IJ*, respectively):

(ni—1)/n; ‘ ‘ . ni/(mi—1)
I — [(1 — )/ (1) Iy (I?)(”’l)/m} , (2.42)

where w; is the share of imports in investment, and 7; is the elasticity of substitution between domestic
and imported investment goods. Because prices of the domestically produced investment goods coin-
cide with the prices of the domestically produced consumption goods we have the following investment
demand functions:

d Pt "
If = (1 —w) 5| v (2.43)
t
Pm,i i
t
where the aggregate investment price P} is given by
. 1 \ 1-n; 1Y/ (=mi)

pi= [(1 —w;) (P 4wy (Pg"ﬂ) ] . (2.45)

The law of motion for the households physical capital stock is given by
K1 = (1= 8Ky + Yo F (I, Ii1) + Ay (2.46)

and is assumed to be identical for all households.® F(I;,I;—1) is a function which turns investment
into physical capital. We will adopt the specification of Christiano, Eichenbaum and Evans (2005)
and assume that

F(Ii, I; 1) = (1 -8 (It/ft—l)) I (2.47)

where S (112) = S'(p,) = 0, and S”(u,) = 5” > 0.1 Note that only the parameter S” is identified and
will be used in the log-linearized model. Moreover, (2.47) implies

OF (I, I— N 5
Fi(Iy, 1) = (5—[:1) =-S5 (I;/I;-1) 1/ I;—1 + <1 - S(It/It—l)) ,
OF (I, I, - L \?
Fy(Iy, L) = % = S'(It/ ;1) (ﬁ)

10The variable, A¢, reflects that households have access to a market where they can purchase new, installed capital,
Rt+1. Households wishing to sell R}H are the only suppliers in this market, while households wishing to buy Rt+1
are the only source of demand. Since all households are identical, the only equilibrium is one in which A; = 0. We
nevertheless introduce this variable as a convenient way to define the price of capital, Py ;. See Christiano, Eichenbaum
and Evans (2005) for further details.

One functional form for S that satisfies these properties is given by S(z) = gs{explg (x — )]+
4 exp [—g2 (x — pz)] — (14 g—;)} where g1, g2 and g3 are all positive constants. Recalling that real investment grows at
rate . in the steady state, we have that S (u.) = 0,5(u2) = 9193 {exp [g1 (1= — p1=)] — exp [—g2 (u= — p=)]} = 0, and
5"(u2) =S5 = gigs {g1 + g2} > 0, since g1, g2 and g3 are all positive.
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so that the following holds in steady state:

R = =8 (ups+ (1-5(m)) = 1, (2.48)
B(I,1) = S'(u)ui=0.

In (2.46), T is a stationary investment-specific technology shock, given by the following exogenous
AR(1)-process R R
Ty =prTi1+ery

where Ty = (T; — 1) /1.12

Households face two forms of uncertainty. There is aggregate uncertainty that stems from aggre-
gate shocks. In addition, the households face idiosyncratic uncertainty. Being a monopoly supplier
of its own labour, it sets its wage rate. However, it can only adjust its wage at exogenously and
randomly determined points in time. In modeling this, we follow Calvo (1983). We further restrict
the analysis by making assumptions which guarantee that the frictions do not cause households to
become heterogeneous. We do this by allowing households to enter into insurance markets against the
outcomes of these frictions. The assumption of complete domestic financial markets in this economy
- i.e., that each household can insure against any type of idiosyncratic risk through the purchase of
the appropriate portfolio of securities - preserves the representative agent framework. This implies
that we do not need to keep track of the entire distribution of the households’ wealth, which would
otherwise become a state variable. Since households are identical ez ante they are willing to enter
such insurance contracts. As a result, all households face the same budget constraint in each period
which (in nominal terms) is given by

Mjiir + SiBjpyy + PECoo (L4 78) + Pl + Py (a(ujn) K¢ + PrgAy) (2.49)

W.
Ry (Mo = Qi) + Qi+ (1= 7)ot (1= 7) 255y
t

_ A1 ~
=+ (1 — Ttk> RfuﬁKj?t + R;qu)(t_l, (Z)t—l)StB;,t
2t—1
A ~
—7y [(Rt—l = 1) (Mje — Qje) + (Rflq)(—zt - 1) — 1) SeBjy + Bjy (St — St-1)

t—1
+T Ry + Djy,

where the subscript j denotes household choice variables and upper-case variables without the subscript
denote economy-wide averages. The terms on the left hand side of the equality show how the household
use their resources, while the terms on the right hand side show what resources the households have
at their disposal. P/I ;,t is nominal resources spent by the household on investment goods. All interest
rates are expressed as gross rates, i.e. Ry = 1+r;. Households hold their financial assets in the form of
cash balances, domestic bank deposits and foreign bonds. They earn interest on the amount of their
nominal domestic assets that are not held as cash, i.e. M;; — Qj7t.13 The interest rate they earn is
R;_1, since we think of the deposits paying out a nominal amount with certainty (i.e., a zero coupon

2In the Altig et al. (2003) model this is a trend-stationary technology shock, but for simplicity we here assume that
it is stationary without a trend.

13Note that the end of period after-tax net interest income on funds deposited at the financial intermediary at the
beginning of the period (i.e. m; —q;) is (1 — Ttk) (Rt—1 — 1) (m¢ — g¢) and that the resources for this type of assets that
the households have at their disposal are (1 — Ttk) (Re—1 — 1) (my — q¢) + my.
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bond).'* They can_also save in foreign bonds, which pay a risk-adjusted pre-tax gross interest rate of
Ry (®(At—1/2t—1,01-1).

Following Lundvik (1992) and Benigno (2001), the term <I>( , &) is a premium on foreign bond
holdings, which depends on the real aggregate net foreign asset position of the domestic economy,
defined as

(2.50)

The function <I>( , &) is assumed to be strictly decreasing in A; and to satisfy ®(0,0) = 1. Con-
sequently, this functlon captures imperfect integration in the international financial markets. If the
domestic economy as a whole is a net borrower (so Bf ; < 0), domestic households are charged a
premium on the foreign interest rate. If the domestic economy is a net lender (B}, ; > 0), households
receive a lower remuneration on their savings. The introduction of this risk-premium is needed in order
to ensure a well-defined steady-state in the model (see Schmitt-Grohé and Uribe, 2003, for further
details). ¢, in turn, is a time varying shock to the risk premium.

Since households own the physical capital stock, the capital adjustment costs are paid by the
households, which explains the presence of a(u;)P; in the budget constraint. Here, a(u) is the utiliza-
tion cost function, satisfying a(1) = 0, u = 1 and @’ = (1 — 7%) r¥ in steady state, and a” > 0. u; is
the utilization rate, that is uy = K;/ K. Py Ay is present to be able to compute the price of capital in
the model. Notice that we will set ¢ so that profits, Il;, are zero in steady state. Tt is a consumption
tax, 7Y is a pay-roll tax (assumed for simplicity to be paid by the households), 7/ is a labour-income
tax, and Tt is a capital-income tax. T'R; are lump-sum transfers from the government and D;; is the
household’s net cash income from participating in state contingent securities at time t.

By using (2.37), (2.49) and (2.46), households solve the following Lagrangian problem:

oo

max Eé Z gt [zt] )

Cjes My 1,086,K e 1,05,05,6,Q5,6,B5 4 1,h,t =0

Qi) 179q
¢FIn(Cjp — bCjs1) — (AL (hﬁ’ﬁ:% Aq <1Z_t§1)
i Ri1 (M = Q) + Qe + (1= ) Ty + (1 = 77) 125 he
_ + (1 — Ty ) RF u],tKJ’t + Ry ®(a—1, (bt,l)StB
P v | = (R = 1) (M5 = Q) + (R ®(ar,de1) = 1) SiBjy + B (80— 51-1))
+TR;; + D,
— (M1 + SiBj s + PECis (1 +78) + Pl + Py (alwi) Ky + P iAr) )
\ ) +wi[(1 = 8K+ TiF (i, i 1) + Ay — K]

We will now state the first-order conditions for the households’ problem, where we make use of the
fact that the households’ average (aggregate) choices coincide in equilibrium. To render stationarity
of all variables, we need to divide all quantities with the trend level of technology z; (see 2.13), and
multiply the Lagrangian multiplier ¢ = v, P; with it. As explained earlier, we let small letters indicate
that a variable have been stationarized (i.e., real variables are stationarized as x; = X’f) and for the

14To see this, assume that a zero coupon bond paying out B:y1 in period ¢ + 1 can be bought at price 1/R; in period
t. The households pay a tax (77) on the interest income from this bond. The following resource constraint must then

hold for the bonds ; ‘“ =By — 7 (Ri-1—1) 7 4 Now define By41 = B}gl,

as Bt+1 Bth 1 (Rt_l —-1) Bt, so the mterest earnings of period t 4+ 1 are known with certainty in period ¢ (i.e.,
B
Tt+1 (R — 1) ”1 )
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multiplier, we introduce the notation v, ; = z1;. After scaling with the technology level, we obtain
the following set of first-order conditions (evaluated in equilibrium)

w.r.t. ¢ Ll — BbE; i - ¢z,t§ (1+7)=0, (2.51)
¢t —ber15 Cip1fhz+1 — bey P
R 1
WLt mepn t —thay + ﬁEt["Z’Zﬂt+1 L wmlft’iﬂ (R, — 1) =0, (2.52)

Hzt+1 Tt+1 Hzt+1 T41

w.r.t. At : —1/1th/¢ +wy = O, (253)

— Py ythy i + BE [t (1 — 6) P 41

w.rt. kg 1zt 41 (2.54)
+ (1 - Ttk+1) 7'?+1Ut+1 —a(ut41))] =0,
oy B Py b ToF (i i
Wt iy : Vot 7t % 4zt Tt 1(%,11)2:;11, Lzt) . . (2.55)
+ BB [P 141 o Y1 (41,0, poogr1)] = 0,

w.rt. ug s Yuy ((1 - ’7'tk> rk— a'(ut)) =0, (2.56)
wot. g ClAgq 0 — (1 - Ttk> Vs (Riq — 1) =0, (2.57)

o B —thz4S5t + ﬁEt[%(StﬂRf@(at? )

w.r.T. t+1 . ’ ~

—7t1Sean (Ri@(as 00) = 1) =7y (S =S| =0, (g.58)

where the investment variables in the first-order condition associated with i; has been scaled using
the expression given by (2.48).'5 The log-linearized equations can be found in Appendix B.

By combining the households’ first order conditions for domestic and foreign bond holdings (2.52
and 2.58, respectively) we obtain, after log-linearization, the following modified uncovered interest
rate parity condition:

Ry — Rf = E;ASy 1 — batis + oy, (2.59)

where we have assumed that the premium on foreign bond holdings follows the function ®(ay, ggt) =
exp <—¢a (ar — a) + gbt>. Because of imperfect integration in the international financial markets, the

net foreign asset position @; of the domestic economy thus enters the interest rate parity condition.

5Notice that, with the exception of bi,1, all first order conditions above coincide with those reported in the technical
appendix to Altig et al. (2003) when the tax-rates equal nil and when relative prices %{, % for consumption and
investment equal unity.
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2.2.1. Wage setting equation

Each household is a monopoly supplier of a differentiated labour service requested by the domestic
firms. This implies that the households can determine their own wage. After having set their wages,
households inelastically supply the firms’ demand for labour at the going wage rate.

In modeling this wage equation we follow Erceg et al. (2000) and Christiano et al. (2005), and
introduce wage stickiness a la Calvo. Each household sells its labour (h;;) to a firm which transforms
household labour into a homogeneous input good H using the following production function:

1 Aw
H; = [/ (hﬁ)ﬁ dj] , 1 <Ay < oo, (2.60)
0

where ), is the wage markup. This firm takes the input price of the j** differentiated labour input
as given, as well as the price of the homogenous labour services. The demand for labour that an
individual household faces is determined by
A
Wit

T—w
hjs = |:Wt:| H,. (2.61)

In every period each household faces a random probability 1 — &, that it can change its nominal wage.
The j** household’s reoptimized wage is set to Wi, taking into account the probability &, that the
wage will not be reoptimized in the future. The households that can not reoptimize set their wages
according to

1—

Wienr = (0" (71) ") i Wi,

where
_ R+l
Hzt+1 = —.
<t

Consequently, non-optimizing households index their wage rate to last period’s CPI inflation rate,
the current inflation target, as well as adding a technology growth factor to their wage. If a period
t optimizing household is not allowed to change its wage during s periods ahead, the wage in period
tt s is Wiers = (16emfr )™ (781 76s) ) (a1 ootizrs) WP, The j™ household that
can reoptimize its wage faces the following optimization problem (where irrelevant terms have been
suppressed in the household’s objective function (2.51))

o0 ¢k ALM%—UHS%X
max Et § : (/Bé-w)s t+s 140, (1+Tt“is)
new w [ — — 1—Ky )
W = ((wg...wg+s,1)“ (764178 ) T (gt ot ps) W;}fw) hises |(2.62)

Inserting the relevant expressions for hj ;s in the optimization problem above yields the following
first order condition

Et Zzio (ﬁfw)s hj,t-‘rs [_Cth+sAL (hj,t—I—s)UL . .
Pisa = —c \(1—rw)
thew Zt+sVt4sPiis (1_Tty+s) < Ptcil > (ﬂ—tCJrlmﬂgJFS)
P A () G
P

=0, (2.63)

which is the Euler equation for the wage rate, and where —Cthﬂ,A L (hjtts)7" is the marginal disutility
of labour. Log-linearizing equation (2.63) yields the log-linearized wage equation in Appendix B.
When wages are fully flexible (£, = 0), the real wage is set as a markup \,, over the current ratio
of the marginal disutility of labour and the marginal utility of additional income. In this case the

households’ wage decision is equivalent to the first order condition for their choice of labour input, i.e
L ALHTE 4+ (1— ) Yt it 2.64
tALH]E 4 ( Tt))\wl—i-Ttw ( )

17



2.3. Government
The government budget constraint in this economy equals

(Tty—i'TgU)Wt
14 7Y

T [(Rtfl —1) (M; — Q¢) + RFu Ky + (Rf_lq>(at71, bi-1) — 1) Si B} + Ht} ;

Pth + TRt = Rtfl (Mt+1 — Mt) + TtCPtCCt + Ht +

where T R; has the interpretation of a budget deficit. Consequently, there is no government debt.'%

We will assume that tax-rates and goveNrnH}ent expenditures are given exogenously by a simple
VAR-model. Let 7 = [ 7F #/ #¢ #% G, ], where Gy denotes detrended (HP-filtered) govern-
ment expenditures. The fiscal policy VAR-model is given by

Lo =T (L) Te—1 4+ €7ty €7t ~ N (0,2;) . (2.65)

When estimating this process in the data, we tested whether we could reject the assumption that
the off-diagonal terms in I'g were zero. Since we could not reject this hypothesis, we are able to study
the effects of a particular fiscal policy variable, and not just assessing their total importance for how
the economy evolves.

2.4. Relative prices

We will now discuss the various stationary relative prices that enter the model. There are two different
types of domestic relative prices. One is defined in terms of the imported consumption goods and one
in terms of the investment goods. That is, the relative prices between domestic goods and imported
consumption, or investment, goods perceived by the domestic agents. The two (domestic) relative
prices occur since the domestic agents face different prices on the imported consumption goods and
the imported investment goods:

m,c
me,d Pt ’

%= (2.66)
mi Pm’i
A ;t . (2.67)

The agents additionally make use of the following relative prices when determining their consumption
and investment baskets

cd __ 1t
== 2.
f)/t Pt ) ( 68)
. Pz’
i,d _ Lt
===, 2.69
Fyt —Pt ( )

There is also the relative price between the domestically produced goods (home exports) and the
foreign goods;

x
a:,*_Pt

'60One way to understand that (2.65) is correct is to insert it into the households budget constraint (2.49, evaluated at
the aggregate level), which implies that all the tax-terms except PGy and Ry_1 (M1 — M;) will cancel as they should.
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which is the relative price observed by the foreign agents (as well as the domestic exporters). Deviations

from the law of one price for the export goods are given by
b

S, PE

xr —
mey =

(2.71)

We can then make use of the above to define the following relative prices which are used by the
exporting and importing firms

Pt €T L,%
,th = 5,7 =mciy (2.72)
Py 1 1
mep"¢ = Stm,tc _ —~ = y (2.73)
B () () (mepap™) ()
; Py 1 1
= S = (2.74)

2.5. The central bank

Rather than assuming that monetary policy aims at optimizing a specific loss function, we approximate
the behaviour of the central bank with an instrument rule. Following Smets and Wouters (2003a), the
policy maker is assumed to adjust the short run interest rate in response to deviations of CPI inflation
from the inflation target (#¢ —7°), the output gap () and the real exchange rate (&). We also allow
for interest rate smoothing. Although instrument rules are not based on optimizing behaviour, they
appear to perform well from an empirical viewpoint, and it is not obvious that these rules perform
substantially worse than optimal rules from a welfare perspective.!”
Thus, monetary policy is approximated with the following rule (expressed in log-linear form)

Ry = prRi1 + (1 — pr) (7} +7r (R — 71) + 1yfem1 + Tadiem1) + ran DTS+ ragAde + ey,
(2.75)

where ﬁt is the short-rate interest rate, 7y the CPI inflation rate, §; the output gap and #; denotes
the log-linearized real exchange rate, which is given by

Ty = St + pt* — ﬁ)tc‘
The output gap is measured as the deviation from the trend value of output in the economy, and thus
not as the deviation from the flexible price level as in Smets and Wouters (2003a). We assume that

the central bank responds to the model-consistent measure of the CPI inflation rate index, 77, but
omits indirect taxes 77, i.e.

i = (=0 (14) ) &+ (@) (e 0 7 (2.76)

%f is a time-varying inflation target and eg; is an interest rate shock. We will refer to the first as an
inflation target shock and the latter as a monetary policy shock. The deviation of the inflation target
from the steady-state inflation rate is assumed to follow the process

Ty = prliy1 + 5oy (2.77)

7Onatski and Williams (2004) find that instrument rules perform relatively well compared to optimal rules in the
Smets and Wouters (2003a) model, and that they are more robust to different parameter estimates.
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2.6. Market clearing conditions

In equilibrium the final goods market, the loan market and the foreign bond market must clear. The
final goods market clears when the demand from the households, the government and the foreign
market can be met by the production of the final good firm. The loan market, in turn, clears when
the demand for liquidity from the firms (financing their wage bills) equals the supplied deposits of the
households plus the monetary injection by the central bank. The foreign bond market is in equilibrium
when the positions of the export and importing firms equals the households’ choice of foreign bond
holdings.

2.6.1. The aggregate resource constraint
The equilibrium resource constraint from the production perspective satisfies
Cg + Ig + G¢ + CZE + Itx < EtZtliaKtaHtlia — P — a(ut)f(t. (278)

By substituting (2.39), (2.35), (2.43) and (2.36) into (2.78), we obtain

C 7 T

P Ne P, i ' P —nNf *Z*
(1—we) [—t] e+ (1 —wy) [—t} i+ g+ [—t} y; L

Pt Pt Pt* Zt
1 \“ 1
<€ < ) k?Htlia —¢— a(ut)k‘t s (2.79)
Mzt Mzt

where we have used the assumption that Y,* = C} + I}, scaled K; and Ky with z_1, and stationarized
the other real variables with z;. Note that Y;* has been scaled with z; which is the reason why

%:L appears in the formula. z; is supposed to follow a similar process as z;. We will maintain the
assumption that p, = u}, and treat z; = % as a stationary shock which measures the degree of
asymmetry in the technological progress in the domestic economy versus the rest of the world. By
assuming zj = 2o = 1 this implies that the technology levels must be the same in steady state, z* = 1.
We assume that the asymmetric technology shock follows the process (log-linearized)

o~k

o~k
Zi41 = PzrZp T €z 41 (2.80)

Totally differentiating equation (2.79) and evaluating in steady state, using the steady-state rela-
tionships,

1\ Y
(—) KHT = y+o=y+(Ma— 1)y =y,

oz
7 =L
a(u) = 0,
a(u) = <1 — Tk) rk,
U = duy = ];‘t - Zt,
dﬁt = éta

we derive the log-linearized resource constraint as
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Ne C . Y . i 7, “ P
(1 —we) <7’:’d) ; ( ¢+ ncvf’d> + (1 —w) (vzvd) 5 (u + m%?’d> (2.81)

gA y Ak ALk o~
—l——gt—i-—(y — MY +z>
y y t 1 t

afara(bi—jg)+ - i) - (1= ) 2L (5, F).

Y Uz
2.6.2. Evolution of net foreign assets
The evolution of net foreign assets at the aggregate level satisfies
SiBfyy = SuPE(CF +IF) — S, P (O + II™) + R _1®(ay—1, $1—1)Se By, (2.82)

where we notice that R} ®(a¢—1, ggt) is the risk-adjusted gross nominal interest rate. Note that the

definition of a; is given by
_ 5B

ay =
Pz

. . . . - x 1 Ny ox ..
Multiplying through with 1/(P;z;), using %‘— + % = [%} %—% and our definition of a;, we have

ai—1 St
M
Tzt Si—1

_ 5 —1 . ~
ar=(me) 7 (F) iz - () (@ + B0, d)

where we allow for an asymmetric technology shock z; = %:— (see the discussion in the subsection
above), and where mcf = <Lt Totally differentiating this expression, and evaluating in the steady

Stptz . -
state where a = 0, ®(0,0) =1, R* = R, 5?; =1,~f = % =1, mc® = % = —S(II;/S) =1, and
~T* = % = Sf;* = 1, we derive the linearized equation for net foreign assets as
a = —y'mey — gyt YT+ YT
. o —(1-nc) __ ~
+(cm ™A = <—77c(1 — we) <vc’d) Aot 4 Ct)
. ; 7(17,'71),\ ; -~ R .
4™ <—77i(1 — wi) (’}/Z’d) %mz,d + ’Lt) + _ at—1, (2-83)
4

where we have used a; = da; and the expressions for ¢;* and ;" (see 2.40, 2.40, 2.66 and 2.67).

2.6.3. Loan market clearing

We also have the money market clearing condition, which reads
I/Wth == MtMt — Qt, (284)

or equivalently, in its stationarized form,

1T
Tzt

— qt. (285)

Vu_Jth =
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2.7. Foreign economy

We adopt the assumption that foreign inflation, output and interest rate are exogenously given. Let
X; = [ P TR ]/ where 7; and R are quarterly foreign inflation and interest rates, and g;
foreign HP-filtered output. The foreign economy is modeled as a VAR model,

FoX{ = F(L)X{q +eanty arp ~ N (0,255+). (2.86)

When estimating the VAR, we assume and can not reject that Fy in (2.86) has the following structure

1 0 0
Fy = 0 1 0
—7;,0 —75,0 1

The above structure of Fy is equivalent to assuming predetermined expectations in the Phillips curve
and output equation. Since we cannot reject this structure of Fy, we are able to identify the effects of
a specific foreign shock.

3. Data and measurement issues

3.1. Data

To estimate the model we use quarterly Euro area data for the period 1970:1-2002:4.' The data
set we employ was first constructed by Fagan et al. (2001). We have chosen to match the following
set of fifteen variables, the GDP deflator, the real wage, consumption, investment, the real exchange
rate, the short-run interest rate, employment, GDP, exports, imports, the consumption deflator, the
investment deflator, foreign output, foreign inflation and the foreign interest rate. To calculate the
likelihood function of the observed variables we apply the Kalman filter. As in Altig et al. (2003), the
non-stationary technology shock induces a common stochastic trend in the real variables of the model.
To make these variables stationary we use first differences and derive the state space representation
for the following vector of observed variables

g | nl Aln(W;/P,) AlnC, Alnl, & R E AlY. (3.1)
! AlmX, AlnM, e qleli Amyr =t Ry . '
In comparison with the previous literature, we have chosen to work with a large number of variables,
in order to be able to identify the estimated parameters in a satisfactory way. The foreign variables
are included in the estimation because they enable identification of the asymmetric technology shock

()19
For the Euro area there is no (official) data on aggregate hours worked, H;. Due to these data

A

limitations we use employment E} in our empirical estimations. Since employment is likely to respond

18We use the period 1970:1-1979:4 to compute a prior of the state for the unobserved variables, and then use the period
1980:1-2002:4 for inference.

19We have also experimented with an alternative strategy which exploits the fact that the real variables contain the
same stochastic trend as output. In this case the vector with observed variables is defined as

v [ @ In(Wy/P)—InY, InC,—IY, Inl,—InY, & Ry E, AhY;..
T InX; —InY; In M; —InY; mlele alelt Yy —InY: w7 R .

As the inflation rates, nominal interest rates, employment, and the real exchange rate are all stationary variables, this
makes all of Y; stationary. The estimation results for the model with this vector of observable variables are very similar
to the ones using data in first differences, see Table D1.
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more slowly to shocks than hours worked, we model employment using Calvo-rigidity (following Smets
and Wouters, 2003a). We assume that only a fraction (1 — &) of the firms can adjust the level of
employment to the preferred amount of total labour input. The rest of the firms &, are forced to keep
the level of employment they had in the last period, EN’i,tH = Eznfw The difference is taken up by
each worker’s labour input (unobserved hours per worker). That is, each worker supplies its labour
inelastically after having set his or her wage. The aggregate employment equation then follows?"

AEt = ﬁEtAEt+1 + (1 — §e)€(1 — ,Bge) <Ht - Et) 5 (32)

where E, = dE, / E.

We have adjusted the raw data for three series. First, there is an upward trend in the employment
series for the Euro area, presumably reflecting an increasing degree of part-time employment (apart
from population growth). Since hours worked and employment per capita are stationary variables in
the model, we decided to remove a linear trend in this variable prior to estimation. Second, the shares
of import and export to output are increasing during the sample period, from about 0.15 to 0.36.
Although these numbers are distorted by the fact that a part of this increase reflects intra-Euro trade,
they also convey a clear pattern of increasing trade. In our model, import and export are assumed to
grow at the same rate as output. Therefore, we decided to remove the excessive trend of import and
export in the data, to render the export and import shares stationary.?!

For all other variables in (3.1), we use the actual series (seasonally adjusted with the X12-method).
It should be pointed out that the stationary variables a; and E; (the real exchange rate and em-
ployment, respectively) are measured as deviations around the mean, ie. & = (x; —x)/x and

E, = <Et — E) /E’, respectively. Note also that the Fagan data set includes foreign (i.e., rest of

the world) output and inflation, but not foreign interest rates. In the VAR for the exogenous foreign
variables, we therefore use the Fed funds rate as a proxy for Rj.

In Figure 1, the solid line depict the data that we match with the model along with the “fitted”
values from the model (the dashed line represent the one-sided estimates from the Kalman filter which
can loosely be interpreted as the in-sample fit of the model).

3.2. Measurement issues

Here we describe how consumption, investment, export, import and output should be measured in the
model in order to correspond to the data. In the data, the real GDP identity is given by

Yt:ét-l-it-l-Gt-i-Xt—Mt, (3.3)

20We assume that firm 4 faces the following problem

e N 2
min > (86)" (neBi" — Higes)
A —
where n; is hours per worker in firm . By log-linearizing the first order condition of this optimization problem and
combining that with the log-linearized employment aggregator, we obtain the aggregate employment equation in the
main text. Notice that H; and E; coincide if £ =0.

2n terms of our model these strong increases in import and export shares would imply that the weights of foreign
consumption/investment in the consumption/investment bundles, i.e. w./w;, are increasing over time.
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where we have that

C, = ci4om,
I, = I1¢4+1m,
M, = C"+1",
Xy = CY+ 1.

In the theoretical model, we have the following aggregate production resource constraint
O+ I8+ Gy + CF 4+ IF < ez} “KPH} ™ — 200 — a(ug) K,
which can be written as

(Ctd + C{”) + (If + I;”) G+ CF 17 — (CT + I™) < 2l KCH™ — 26 — a(w) Ky "
3.4

Our starting point for measurement is the resource constraints in the theoretical model (3.4) and in
the data (3.3). Given that we work with open economy data we must take into account that we,
for example, observe C; = C& 4+ O™ in the data but have C; (which is a CES aggregate of the two
sub-components, C¢ and C*) in our theoretical model. Consequently, we must adjust C; with the
appropriate relative prices. Using the demand schedules (2.39 and 2.40) from the consumption CES
function we have that

C,—Ciyom— ((1 — ) [g] e [ch’T m) C.. (3.5)
t t
Similarly, investment is given by
L=I¢+1"= ((1 —w) [5’:] - + w; Ptm.’i m) I. (3.6)
P vz | F t
Total imports are given by
m,c c myg]
My=C"+ I" = we {P}t; ] ! Ci + ws P}Z I, (3.7)
while exports are defined as
Xy =CF+1IF = [g] o \A (3.8)
t

We must also take into account that we have capital utilization costs in our theoretical model. Because
of these adjustment costs, the GDP identity in the theoretical model is not directly comparable with
the data, as can be seen from (3.4) and (3.3). Since the adjustment costs tend to be cyclical, we have
chosen to add the adjustment costs to investment, instead of interpreting them as the residual in the
real GDP identity in the data. Output is then given by

Y; = ezt CKOHTY — 2. (3.9)
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Next, we discuss how we measure the price deflators for consumption and investment. The nominal
GDP identity in the data is given by

PY, = (1+7) (PtCtd + P[”’CC{”> + <PtItd + P[”’U{”) PG+ (PECT + PEIF)— (Ptm’CC{” + Ptm»ifgn) ,

and consequently, the deflators for consumption and investment are measured as

(1+70) (BCE+ P C™)

plefe = : 3.10
t cd+cm (3.10)
. pJdy pm™im
ptdefﬂ = % (3.11)
I3+ Im

Finally, the growth rate in foreign output is measured as In u, + Ag; + AZ where 5: is given by
(2.80) and g; is given from (2.86).

4. Estimation

4.1. Calibrated parameters

A number of parameters are kept fixed throughout the estimation procedure. Most of these parameters
can be related to the steady state values of the observed variables in the model, and are therefore
calibrated so as to match the sample mean of these.?? The money growth rate j is related to the steady
state level of inflation, m = p/p,, and is set to 1.01 (per quarter). If the steady state growth rate of
output is around 0.5 percent quarterly, this number implies a steady state quarterly inflation rate of
around 0.5 percent as well.?3 The discount factor 3 is set to 0.999, which implies a nominal interest
of 5.5 percent (annually) in steady state assuming a capital-income tax of around 10 percent.?* This
value of § is quite high, but a lower value results in an even higher nominal interest rate, and thus an
implausible high real interest rate in our view. To match the sample mean of the investment-output
and labour income-output ratios, the depreciation rate 6 is set to 0.013 and the share of capital in
production « to 0.29. The constant in the labour disutility function Ay, is set to 7.5, implying that
the agents devote around 30 percent of their time to work in steady state. Following Christiano,
Eichenbaum and Evans (2005), the labour supply elasticity oy, is set to 1, and the markup power in
the wage setting A, is set to 1.05.

The share of imports in aggregate consumption w, and investment w; are calibrated to match the
sample average of the import-output ratio (%) and the ratio of domestic consumption and investment
over imported consumption and investment in the Euro area (see Andrés, Ortega and Vallés, 2003).
This implies that w, is set to 0.31, and w; to 0.55, respectively. Since our measures of import and
export in the data contain intra-Euro trade, these numbers probably exaggerate the degree of openness
in the model to some extent. On the other hand, there is a clear upward trend in the import and
export ratios over time.

Throughout the analysis, we maintain the assumption that the persistence coefficient in the AR(1)-
process for the inflation target, pr, equals 0.975 (see 2.77). Smets and Wouters (2003a, 2003b) assume

22In Appendix A we show how to calculate the steady state in the model.
23Note that since we estimate some of the parameters that affect the steady state (like u.), the steady state values for
some variables (e.g. inflation) will change slightly during the estimation procedure.

24This follows from the first order condition of the households’ bond holdings, R = E(%, and the sample means

of the capital-income tax 7° and the output growth rate ..
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that pr = 1. This difference has negligible effects in the empirical analysis that follows, but at a
more fundamental level it actually implies that we assume that inflation is stationary whereas Smets
and Wouters assume that inflation is non-stationary. If anything, the data appear to prefer our
specification.??

The (steady state) government expenditure-output ratio (g,), the labour-income tax, the consump-
tion tax, and the cash to money ratio (measured as Mj/Ms3) are all set equal to their sample means.
This implies g, = 0.2037, 79 = 0.1771, 7¢ = 0.1249, and A; = 0.3776, respectively. Since we lack
data on capital-income taxes as well as pay-roll taxes we approximate these with the following AR(1)
processes,

= peatig + 5tTka (4.1)
T = prut®, + el (4.2)

and set the persistence parameters p.r and prw» to 0.9. The standard deviations for the shocks stTk and
7" are set to 1 percent. These values are in line with the estimates for the other fiscal policy variables,
where we used two lags in (2.65) based on various information criteria and a simple likelihood ratio
test. Although both the persistence coefficients and standard deviations for the fiscal policy variables
are quite high, we still find that these variables have small dynamic effects in the model. Presumably
due to the assumption of Ricardian households and that the fiscal shocks are transitory and do not
generate any wealth effects for the infinitely lived households. There are two reasons for keeping the
fiscal policy shocks in the model nevertheless. First, they reduce the degree of stochastic singularity
in the model. As is clear from the previous section, we match the model to more variables than
estimated shocks, which would not be possible if we did not include the fiscal policy shocks. Second,
although the dynamic effects are small, the steady state values of the fiscal policy variables matter for
the dynamic effects of the other shocks in the model.

Given our choice of working with an interest rate rule (rather than a money growth rule), and
not including money growth as an observable variable, the money demand shocks are badly identified
since they have very small real effects (the household money demand shock, ff have zero effects, but
the firm money demand shock 7y have some real effects due to its influence on the effective interest
rate, see 2.10). We therefore decided not to include these shocks in the analysis. The interest rate
rule choice also implies that the curvature parameter related to money demand o4 is not identified
when money growth is not included as an observable variable. We therefore keep o, fixed at 10.62,
following the findings in Christiano, Eichenbaum and Evans (2005).

Finally, based in various information criteria and a likelihood ratio test, we choose to include 4
lags in the foreign VAR (2.86).

4.2. Prior distributions of the estimated parameters

Bayesian inference starts out from a prior distribution of the model’s non-calibrated parameters. This
prior distribution describes the available information prior to observing the data used in the estimation.
The observed data is then used to update the prior, via Bayes theorem, to the posterior distribution
of the model’s parameters. This distribution may then be summarized in terms of the usual measures
of location (e.g. mode and mean) and spread (e.g. standard deviation and probability intervals).

25We investigated this by comparing the log marginal likelihood of the benchmark model (—1909.34, see Table 1) with
the log marginal likelihood for a specification of the model where p, = 1 were imposed. As the latter estimation produced
a log marginal likelihood of —1912.10, the data slightly prefers our specification. However, it should be emphasized that
the posterior mode for the estimated parameters was very little affected.
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The Bayesian estimation technique allows us to use the prior information from earlier studies
at both the macro and micro level in a formal way. Table 1 shows the assumptions for the prior
distribution of the estimated parameters. The location of the prior distribution of the 51 parameters
we estimate corresponds to a large extent to those in Smets and Wouters (2003a) and the findings
in Altig et al. (2003) on U.S. data. For all the parameters bounded between 0 and 1 we use the
beta distribution. This consequently applies to the nominal stickiness parameters £, the indexation
parameters k, the habit persistence b, the tax rates 7, and the persistence parameters of the shock
processes p. The domestic price and wage stickiness parameters are set so that the average length
between price, or wage, adjustments is 3 quarters. In contrast, the stickiness parameters pertaining to
import and export prices are set lower so as to get a reasonable degree of exchange rate pass-through.
The prior standard deviation of these parameters are twice as large as their domestic counterparts,
reflecting a greater prior uncertainty. For all the shocks which we allow to be serially correlated, we
set the prior mean of the autoregressive coefficient to 0.85.

For parameters assumed to be positive, such as the standard deviations of the shocks, o, and the
substitution elasticities between and within goods,  and A (where A can be interpreted as the markup),
we use the inverse gamma distribution. The prior mode of the substitution elasticity between foreign
and domestic investment goods is set to 1.5, which is a standard value used in the macro literature,
see ,e.g., Chari et al. (2002). Likewise, the prior mode of the substitution elasticity among goods in
the foreign economy is set to 1.5 with 4 degrees of freedom.?6 The prior mean of the gross markup in
the domestic and import sectors are all set to 1.20, implying substitution elasticities across domestic
goods as well as across imported consumption/investment goods of 6. We let the data quite freely
determine the size of the average markup by setting the degree of freedom to 2 for these parameters.
Following Cooley and Hansen (1995), we set the standard deviation of the stationary technology shock
to 0.7 percent. The size of the unit root technology shock, in turn, is set to 0.2 a priori based on the
findings of Altig et al. (2003) on US data. From Altig et al. we also take the standard deviation of the
monetary policy shock eg ;, which is set to 0.15. The size of the risk premium shock, o pe and the prior

on the risk premium parameter related to net foreign assets, &, are set to 0.05 and 0.01, respectively,
based on an estimated UIP-equation on Swedish data, see Lindé, Nessén and Soderstrom (2003). For
some of the shocks, the earlier literature give less guidance and we rely on simple regressions to pin
down the prior distribution of their processes. For example, the inflation target shock ez, is set to
0.05, which is the standard error of regressing the HP-trend in domestic inflation on its first 17ag. At the
same time, we impose a persistence parameter for this shock to be 0.975. Smets and Wouters (2003b)
impose a persistence coefficient of unity for this shock (see the discussion in Section 4.1). The size
of the asymmetric technology shock iZN\: is set to 0.40. This number is estimated from the residuals of
a first-order autoregression of the series obtained when subtracting the HP-trend in domestic output
from the HP-trend in foreign output.

Before discussing the remaining priors on the shocks, it is important to note that we found it
convenient to rescale the parameter multiplying the markup shocks in the Phillips curves for the
f% for j ={d, mec,mi,x} so that the
shocks in these equations enter in an additive way, in or]der tjo decrease the degree of non-linearity
when estimating the model. Similarly, we rescaled the investment specific technology shock, the labour
supply shock and the consumption preference shock so that these shocks enter in an additive fashion
as well. Although this was not of any major importance for the baseline estimation of the model,
we found it important when carrying out the sensitivity analysis because the effective prior standard

domestic, import and export goods with the inverse o

26Notice that we do not include the substitution elasticity between foreign and domestic consumption goods, 7., (see
equation (2.38)) in the final set of estimated parameters in Table 1. The reasons are discussed in the beginning of Section
4.3.
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deviation of the shocks changes with the value of the nominal/real friction parameters. Smets and
Wouters (2003b) adopt the same strategy. Therefore, to obtain the size of the four truly fundamental
markup shocks, the estimated standard deviations reported in Tables 1 and 2 should be multiplied by
their respective scaling parameter (e.g., % in the case of the domestic markup shock).

We now return to discussing the priors affected by this procedure. The standard error for the
domestic markup shock, oy,¢, is set to 0.3. This is the resulting standard error of the residuals
when computing a first-order autoregression of the high frequency component of domestic inflation
(measured as the HP-filtered inflation rate). Following Smets and Wouters (2003a, 2003b), we initially
assume that this shock is not serially correlated, i.e. we impose that py, = 0. We will, however, do
some sensitivity analysis of the effects when this shock is allowed to be serially correlated (see Section
5). The standard deviations of the markup shocks in the import and export sectors, i.e. oxm.c ¢, Oym.iy
and oy, are all set to 0.3. For some of the disturbances that we have even less information about,
it is difficult to carry out similar exercises. We therefore set their standard deviations to 0.2. This
pertains to the two preference shocks e¢e , gcny and the investment specific technology shock ey ;. In
order to let the data determine the importance of the disturbances, the degree of freedom is set to 2.
This gives a rather uninformative prior.

For the steady state quarterly gross growth rate, u,, we use the normal distribution. We center
the prior around 1.006, implying an annual growth rate of about 2.4 percent. Note that as we work
with GDP data, this number is a mixture of productivity growth and population growth. For most
of the parameters in the monetary policy rule we also use the normal distribution. The prior mean
is set to standard values, following Smets and Wouters (2003a), which mitigates the problems with
indeterminacy when solving the model and computing the likelihood. The prior mean on the inflation
coefficient is set to 1.7, and the lagged interest rate coefficient to 0.8. The output reaction of 0.125 per
quarter corresponds to a standard Taylor response of 0.5 for the annualized interest rate. Finally, we
also allow for an interest rate response to the real exchange rate, but the prior mean of this parameter
is set to zero.

4.3. Posterior distributions of the estimated parameters

The joint posterior distribution of all estimated parameters is obtained in two steps. First, the posterior
mode and Hessian matrix evaluated at the mode is computed by standard numerical optimization
routines (Matlab’s fmincon and a slightly modified version of Christopher Sims’ optimizer csminwel).
The likelihood is computed by first solving the model and then using the Kalman filter (see Appendix
C). Second, draws from the joint posterior are generated using the Metropolis-Hastings algorithm. The
proposal distribution is taken to be the multivariate normal density centered at the previous draw with
a covariance matrix proportional to the inverse Hessian at the posterior mode. See Schorfheide (2000)
and Smets and Wouters (2003a) for details. The results are reported in Table 1. It shows the posterior
mode of all the parameters along with the approximate posterior standard deviation obtained from
the inverse Hessian at the posterior mode. In addition, it shows the mean along with the 5th and
95th percentiles of the posterior distribution.?” Figures 2a-2c summarizes this information visually by
plotting the prior and the posterior distributions for the estimated parameters.

Before turning to the results in Table 1, it should be noticed that we do not include the substitution
elasticity between foreign and domestic consumption goods, 7., (see equation 2.38) in the final set of
estimated parameters. When 7. is included, with the same prior as n; and 7y, it is driven to a very

27 A posterior sample of 500, 000 post burn-in draws was generated. Convergence was checked using standard diagnostics
such as CUSUM plots and ANOVA on parallel simulation sequences. In most cases, we had convergence after around
200,000 — 300,000 draws, but in a few cases more draws were needed. To obtain convergence, we found it to be of
critical importance to obtain a good estimate of the Hessian matrix, and typically the modified version of Sims optimizer
csminwel produced more accurate Hessian matrices than Matlab’s fmincon.
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high number (around 11). The reason why the model wants 7. to be high is not surprising. According
to the data, consumption goods constitute a large part of imports. But, aggregate consumption is
a very smooth process whereas the standard deviation of aggregate imports is considerably higher
(about 3 — 4 times, see Figure 1). From equation (2.40), it is clear that one way for the model to
account for this anomaly is by choosing 7. to be high so that C* fluctuates a lot whereas Cf" 4 C¢
does not (remember that the import equals C;™ + IJ™). It is thus clear that 7. needs to be high in
order to account for the joint consumption and import dynamics. However, due to problems with
convergence in the Metropolis-Hastings algorithm, we decided to calibrate 7. because this parameter
is negatively correlated with the standard deviation of the markup shock on imported consumption
goods, o, . in the generated Markov chains. When calibrating 7., we decided to keep it fixed at the
value of 5 throughout the analysis. This value was chosen because it produced a marginal likelihood
about the same size as when keeping 7. fixed to 11. Lower values of 7. (e.g., 3), produced drastically
lower marginal likelihoods.

We report two estimation results in Table 1, one where we keep the capital utilization rate fixed
at the value estimated by Altig et al. (2003), i.e. o, = 0.049, and another where we do not allow
for variable capital utilization, i.e. o, = 10°. Initially, we included this parameter in the estimations,
but encountered problems with convergence in the Metropolis-Hastings algorithm due to the high
correlation with some other parameters. Presumably, the reason for this problem was that we could
not include capacity utilization as an observable variable (it is not available on Euro area data).
We therefore decided to present estimation results for the model with and without variable capital
utilization, and let the marginal likelihood indicate the most probable specification for the variables
at hand.?®

From the results in Table 1, we see that the model without variable capital utilization is preferable
under the assumed priors. The Bayes factor is 3134 in favor of the model without variable capital
utilization and this specification is therefore used in the remaining part of the paper. This choice is,
however, not of any greater importance for the key results of the paper, since the parameter estimates
are in general similar for the models with and without variable capital utilization.

A particularly interesting result in Table 1 is that the degree of domestic price stickiness is not
affected by whether we allow for variable capital utilization or not, in contrast to the findings by
Christiano, Eichenbaum and Evans (2005). For both specifications of the models, we find the degree
of sticky prices to be around 0.9 - which is in line with the findings by Smets and Wouters (2003a,
2003b) - whereas Christiano, Eichenbaum and Evans (2005) obtain an estimate of the price stickiness
of 0.60 in the model with variable capital utilization and 0.92 in the model without. An addition,
our model do not yield a lower degree of domestic price stickiness when including the working capital
channel. Again, this is in contrast with the results in Christiano, Eichenbaum and Evans (2005) who
obtain an estimate of the price stickiness of 0.60 in the model with working capital and 0.89 in the
model without. There are several possible reasons why the results differ. One obvious candidate is
that the data sets are different. However, Smets and Wouters (2003b) report high price stickiness
also for U.S. data. Another candidate is that the estimation techniques differ. Our paper and Smets
and Wouters’ paper use Bayesian estimation techniques whereas Christiano, Eichenbaum and Evans
(2005) match the impulse responses to a monetary policy shock only. In contrast, when matching
the impulse response functions for three identified shocks, Altig et al. (2004) obtain about the same

28The marginal likelihood of a model i is defined as m; = f L;(0;;x)p;(6;)dO;, where L;(0;;z) is the usual likelihood
function of the model’s parameter vector conditional on the observed data z. p;(6;) is the prior distribution of the
model’s parameters. m, is the unconditional probability of the observed data, under the assumed prior distribution,
and is therefore a measure of model fit. The marginal likelihood is a relative measure and should be compared across
competing models. The Bayes factor comparing two models i and j is defined as B;; = m;/m;. The marginal likelihood
is computed numerically from the posterior draws using the modified harmonic estimator in Geweke (1999).
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amount of price stickiness as we do. The estimation technique does consequently not seem to matter
for the obtained results to any greater extent. Instead, the main reason behind the different results
appears to be that the working capital channel is able to produce a lot of inflation inertia (without
price stickiness) to a monetary policy shock, but not so much for other shocks. Since monetary policy
shocks are not the main shocks behind the business cycles, we obtain different results in the model
when we match all the variability in the data and not just the impulse response functions to a monetary
policy shock as Christiano, Eichenbaum and Evans (2005) do. Moreover, allowing for a time-varying
inflation target, which in principle should be able to lower the intrinsic inflation persistence and/or
correlation in the shocks, does not seem to produce lower persistence in this multivariate setting.

The implied average contract duration, assuming that the households own the capital stock and
rent it to the firms each period, is around 8 quarters. However, under the interpretation that the
domestic intermediate firms own the capital stock, we can apply the formulas derived in Altig et al.
(2004), to compute the average contract duration to about 4.7 quarters instead. This is a substantially
lower number, and not in conflict with the microeconomic evidence for EU countries, see e.g. Mash
(2004) and the references therein.

The estimated sticky price parameters for the other sectors (e.g. &m.e, &m,i and &;) are substantially
lower than &4, suggesting 2-3 quarters stickiness in these sectors. However, as will be evident from
the results in the next section, whether one allows for correlated markup shocks or not is important
for the location of the posterior distributions of the {-parameters. A more robust finding is that
the indexation parameters (i.e. the k’s) are quite low, suggesting that the estimated Phillips curves
are mostly forward-looking, a finding consistent with the single-equation estimation results of Gali,
Gertler and Lopez-Salido (2001) on Euro area data. At first glance, this result may appear to support
the results by Levin and Piger (2004), who provide univariate evidence that intrinsic inflation persis-
tence is substantially moderated when allowing for a level-shift in the (central bank target) inflation
rate. However, although the domestic Phillips curve is mostly forward-looking, we still find domestic
inflation persistence to be intrinsic in the following sense. If we generate artificial time series from
the estimated model with and without the time-varying inflation target and estimate simple AR(1)
models on the generated inflation series, we find the autocorrelation coefficient to be about 0.81 and
0.77 on average, respectively.?? So in this sense, accounting for a time-varying inflation target do
not generate substantially lower inflation persistence in our multivariate setting, in contrast to the
univariate results by Levin and Piger (2004).

Further, we see that the unconditional variances of the markup shocks in the import and export
sectors are considerably higher than in the domestic sector. Moreover, the posterior mode for the
average markup is about the same in the domestic sector as in the importing investment sector (the
net markups are around 20 percent in these sectors), whereas the markups are considerably higher
for the firms that import consumption goods (around 60 percent). Thus, the data suggests that
the domestic households’ willingness to substitute among the importing consumption goods is rather
limited in comparison with the importing investment goods.

The estimated model implies the import/export to output ratio to be around 12 percent in the
steady state. This number appears to be a reasonable estimate for the average inter-Euro im-
port/export to output ratio during the sample period (1980Q1 — 2002Q)4), but it is about 4 — 5
percent lower than the current estimates of inter-Euro trade with the rest of the world (see e.g. Table
1.1 in ECB Statistics pocket book, January 2005). Due to the increasing import/export-output share,
the model is most likely underestimating the “true” steady state value. But as mentioned in Section
3.1, the model is not designed to capture the increasing import/export to output ratios. Despite this

29This is also the reason why the vector autocovariance function for inflation display a high degree of persistence (see
Section 4.4). Inflation persistence in the DSGE model is mostly generated by (unobserved) correlated shocks that are
not included in standard VARs.
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limitation, the intention is nonetheless that the model should be able to capture the dynamics of the
open economy variables.

The posterior mode of the persistence parameter in the unit-root technology process is estimated
to be 0.72. This number compares quite favorably to the estimate in Altig et al. (2003). In addition,
the persistence coefficient for the Kydland-Prescott type of stationary technology shock is estimated
to be about 0.91. This is close to the standard value of 0.95 commonly used in the real business cycle
literature (see e.g. Cooley and Hansen, 1995). Smets and Wouters obtain a much higher number of
about 0.997.3° We attribute our lower estimate to the inclusion of the unit-root technology shock,
which accounts for a substantial amount of the lower frequency component in the real variables.
In general, although some shocks quite naturally are found to be highly autocorrelated (i.e., the
asymmetric technology and risk-premium shocks), the persistence coefficients for most of the shocks
are substantially lower than found by Smets and Wouters (2003a, 2003b). In addition to the inclusion
of the unit-root shock, part of the lower persistence is explained by the open economy aspects of the
model, which is an extra source of internal propagation. Further, the posterior mode for the gross
quarterly steady state growth rate (u.) is centered around 1.005, implying an annual steady state
growth rate of about 2 percent for the Euro area.

4.4. Model fit

In Figure 1 we report the Kalman filtered one-sided estimates of the observed variables, computed
for the posterior mode of the estimated parameters in the benchmark model along with the actual
variables. Roughly speaking, the one-sided estimates correspond to fitted values in a regression. As
is evident from the figure, the in-sample fit of the model is satisfactory. In Figure 3, we report the
two-sided estimates (basing inference on the full sample) of the unobserved (quarterly) shocks in the
benchmark model. It is important to note that we plot the shock series, for example é; and not the
innovations ec;. From the figure, we see that the annualized time-varying inflation target drops from
about 0.8 x 4+2 = 5.2 percent in the beginning of the 1980’s to about 2 percent (which is the posterior
mode of the long-run inflation target) in the beginning of 2000 with the introduction of the Euro. The
asymmetric technology shock series (remember Z} = %}) is very persistent and has an upward trend
due to the fact that growth in the Euro area was on average lower than the growth rate in the world
economy during this period (i.e., Aln z; is higher than Aln z;, implying that Z must start out below
the steady state with 2* = 1, due to our assumption that p,» = p,). The two-sided series for the
risk-premium shock is also in line with our a priori expectations. It gradually builds up during the
1980s and reaches its maximum around 1990 when we know there was a lot of turmoil in the exchange
rate market. It then gradually returns to zero during the latter part of the 1990s and the beginning
of 2000. For the other shocks, we have less strong a priori beliefs to evaluate the outcome of these
shocks against. We are therefore reluctant to say that the two-sided estimates of these shocks can be
considered as evidence against the plausibility of the model. This is one important reason for why we
carry out an independent assessment of the models’ fit using two standard fitness criterion below.

To further assess the conformity of the data and the model we conduct a posterior predictive
analysis where the actual data are compared to artificial time series generated from the estimated
benchmark DSGE model. The comparison will be made in two dimensions. First, we compare vector
autocovariance functions in the model and the data (see, e.g., Fuhrer and Moore, 1995), and second, we
compare unconditional second-order moments as is standard in the RBC literature (see, e.g., Cooley
and Hansen, 1995).

The vector autocovariance functions are computed by estimating an unrestricted VAR model on

30Note that the difference between a persistence coefficient of 0.91 and 0.995 is huge in terms of the persistence of a
shock. The former number implies that 0.02 of a unit increase are in effect after 40 quarters while the latter implies 0.82.
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Euro area data for the period 1970Q2 —2002Q4. We include the following 10 variables in the estimated
VAR, annualized domestic inflation 7, the real wage Aln(W;/P;), consumption A lnCy, investment
Aln I, the real exchange rate x¢, the annualized nominal short-term interest rate R;, employment Et,
output AlnY;, exports Aln X; and imports Aln M;. All real variables are included in growth rates
(first differences in logs, Aln).3! To compute the vector autocovariance functions in the model, we
draw ns parameter combinations from the posterior distribution and simulate ng artificial data sets of
the same length as for the Euro area. We then use the ns data sets to estimate vector autocovariance
functions (see Hamilton, 1994), using exactly the same VAR specification as was applied on the actual
data. In Figure 4, we report the obtained median vector autocovariance function in the DSGE model
(thin line) along with the 2.5 and 97.5 percentiles (dotted lines) in the generated distribution. The
thick line refers to the actual data. In order to be able to convey the results in one figure, we report
the results for a subset of variables included in the VARs; 7, z¢, R, AlnY;, Aln Xt and Aln M;.

By and large, we see that the vector autocovariance functions in the model and the data compare
very well, giving additional credibility to the estimated DSGE model. Indeed, most of the autocovari-
ances in the model look a lot like those computed in the data. However, there are some exceptions.
First, we see that the inflation persistence is a little bit too low in the model relative to the data. This
reflects the fact that in the data, the inflation series is very persistent (see Figure 1) and that one
very important source of inflation persistence in the benchmark model is the inflation target shock
(see Figure 6). When generating artificial samples in the DSGE model, the typical sequence drawn
for this shock will not be as persistent as in the data because of the large decrease in the inflation
target shock (see Figure 3). Consequently we will tend to underestimate the inflation persistence in
the model relative to the data. Also, in the data, contemporaneously higher inflation seems to be
associated with lower import growth today to a greater extent than can be replicated by the model.
Moreover, in the model higher interest rates in previous periods (R;_j) are associated with too high
output growth today (AlnY;) relative to the data. We also notice that the autocovariance function
for exports are too high and persistent in the model relative to the data. This implies that the uncon-
ditional persistence and standard deviation for exports are too high in the model. From Figure 1, it
is apparent that the one-sided estimates from the Kalman filter follow the actual values rather well,
so the reason why exports are overly volatile in the model relative to the data is that the estimated
shock processes come out slightly correlated in the Kalman filter. Finally, higher domestic inflation
(m¢—p) in the model is a signal of higher future imports (A ln M;), because it will be more profitable
to consume and invest imported goods in this case, but in the data this covariance is (surprisingly)
strongly negative.

The conclusions from the autocovariance functions in Figure 4 are in line with the unconditional
moments reported in Table 4. We see that the high unconditional variances in domestic inflation and
the nominal interest rate are hard to replicate in the model, although the model is quite successful
in replicating the first-order autocorrelation coefficients for the series. The standard deviations for
the other series are fairly well captured by the model, with the exception for exports, which are
too volatile in the model compared to the data. Given the autocovariance functions, this was to be
expected. The problem appears to be that exports are too persistent in the model. Also consumption
and investment are too persistent. The DSGE model, however, captures the persistence and volatility
in the real exchange rate strikingly well, so the highly persistent and volatile real exchange rate is not

a puzzle according to the model.??> Turning to the cross-correlations, we see that the model does very

31We use 3 lags in the estimated VARs because 4 lags produce characteristic roots outside the unit circle in the VAR
estimated on Euro area data. We have also done the calculations with the foreign variables AInY;", 7; and R} included
in the estimated VARs (not imposing block exogeneity), but the results were found to be very similar.

32Tt should be noted that this conclusion is robust to if we assume that the markup shocks for the importing and
exporting firms are white noise. The reason is that when these shocks are assumed to be iid, the higher degree of sticky
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well in most respects, given the uncertainty about the exact numbers. There are a couple of misses,
however. First, the cross-correlation between import growth/consumption growth and output growth
are too weak in the model relative to the data. Second, the model has difficulties in accounting
for the strong positive correlation between inflation and the nominal interest rate. However, the
autocovariance functions for these variables were found to be satisfactory (see Figure 4), which is an
indication that the unconditional cross-correlation between these variables are atypical, and due to
the strong downward trend in these variables (see Figure 1). The failure of the model in this respect
is therefore understandable. Turning to the cross-correlations between the real exchange rate and the
rest of the variables, we notice that the correlation between domestic inflation and the real exchange
rate is strongly positive in the data. The model suggests that this cross-correlation should be around
zero, but the probability interval is very broad and cover the estimate in the data.3? Finally, it is
noticeable how weak the correlation is between the real exchange rate and the export and import
growth in both the model and the data. This explains why price stickiness in the price setting for
the exporting and importing firms are found to be of crucial importance for the model’s behaviour. If
those frictions were not included, these cross-correlations would be substantially higher.

To sum up, although there seems to be room for improvements in some aspects, we think our
model does a very good job in replicating conventional statistics for measuring the fit of a model. In
particular, the model is able to generate highly volatile and persistent real exchange rates, and to
explain the joint behaviour of a large set of key macroeconomic variables very well. For exports, the
model does less well. Presumably, the results would have been improved if we had been able to include
some price variable related to exports in the estimation of the model.

5. The role of frictions and shocks

After validating a good fit of the open economy DSGE model, we can proceed with establishing
the role of the various frictions and shocks that are included in the model. This relative model
comparison is carried out using the marginal likelihood. Table 2 shows the posterior mode and
marginal likelihood when some of the nominal and real frictions in the model are turned off as well
as some other modifications of the model. This is done in an attempt to assess the importance of
the different frictions in the model. The columns report the estimated parameter vector (posterior
mode) when; i) there is no wage stickiness, ii) there is no (domestic) price stickiness, iii) there is no
habit formation, iv) there is no investment adjustment cost, v) the LOP holds in imports, vi) the LOP
holds in exports, vii) there is no working capital channel, viii) we allow for persistent domestic markup
shocks, and ix) the markup shocks are i.i.d. (uncorrelated) in all sectors. For ease of comparison the
benchmark results are also reproduced.

The results in Table 2 show that all the nominal and real frictions play an important role in the
model, in particular price stickiness in the domestic and import sectors and investment adjustment
costs are important. Since most of the parameters governing the role of nominal and real frictions are
far from zero, these findings are not surprising. It is, however, somewhat surprising that although the
price stickiness parameters related to the import goods are not particularly high, they still appear to
be of crucial importance for the models’ empirical performance. Table 2 also indicates that a version

prices that occurs produces a persistent and volatile real exchange rate. However, under this assumption, the role of
markup shocks in explaining exchange rate fluctuations are reduced from about 55 to 20 percent in the medium term.

33The reason why the probability interval is so wide is that both these variables are highly persistent, and that different
shocks induce both positive and negative correlation between the variables. For example, in a given simulated sample,
markup shocks for the importing consumption firms, which induce a strong positive correlation between inflation and the
real exchange rate can be very important, wheras in another sample, shocks that induce a weaker/negative correlation
can have a stronger impact.
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of the model without the working capital channel is preferable, the Bayes factor is 65 in favor of the
model without working capital.

The next to the last column in Table 2 contains results when allowing the markup shocks in
the domestic Phillips curve to be serially correlated. We assume the same prior for the persistence
parameter, py,, as for the other shocks. A striking result is that the serially correlated domestic markup
shocks produce a much lower domestic price stickiness parameter, &; shrinks from 0.88 to 0.66. This
implies a fall in the average price contract duration from 8 to 3 quarters. Under the interpretation
that the domestic intermediate firms own the capital stock, the resulting price contract duration is
slightly less than 2 quarters. However, the fall in {; is accompanied with a posterior mode for py, of
0.995, which is a very high number. Also, the Bayes factor is 487 in favor of the model with white
noise domestic markup shocks, so the data appear to be supportive of the benchmark specification
of the model. However, the analysis of marginal likelihoods should not be over-emphasized, given its
sensitivity to the choice of prior distribution, and we can not rule out the model with correlated shocks
with certainty. Our interpretation is that the data offer two explanations behind the high inflation
inertia that we see; either a rather high degree of price stickiness or highly correlated shocks.

The last column in Table 2 displays the results when all markup shocks are assumed to be white
noise. This restriction is associated with a large drop in log marginal likelihood. Thus, the speci-
fication with correlated markup shocks in the import and export sectors are clearly preferable. In
particular, the correlated markup shocks play an important role in accounting for the behaviour of
the real exchange rate. Moreover, it is interesting to note that the posterior estimates of the stickiness
parameters (the £’s) are very similar in this case, ranging from 0.85—0.91. With uncorrelated markup
shocks, we also find a larger role for indexation to past inflation, in particular in the domestic and
export sectors. This is not surprising, when less of the persistence is generated by correlated shocks
there must be a larger role for intrinsic persistence (i.e. lagged inflation) to account for the inflation
dynamics.

In Table 3, we examine the role of various shocks in the model. We shut down some of the shocks,
and study the impact on the estimated parameters (posterior mode) and the marginal likelihood. What
we learn from this exercise is that when considering the relatively large set of observable variables
that we match, all shocks appear to matter, but in particular we find that technology shocks and the
markup shocks in the Phillips curves for imported consumption/investment goods and export goods
are the most important.

Regarding the role of the time-varying inflation target, the marginal likelihoods are not very
informative. The Bayes factor is only 2 in favor of the model without the time-varying inflation
target. Given our choice of priors, the data are hence not very instructive about the model choice
in this case. We also learn from Table 3 that the fiscal policy shocks are not very important for the
empirical performance of the model, suggesting that more work is needed to incorporate fiscal policy
shocks in a more realistic way than what was done in this paper.?* For instance, amending the model
with “rule-of-thumb” consumers and production in the government sector along with the introduction
of government debt/endogenous tax/government spending rules might be an interesting avenue for
future research.

34When we shut down the fiscal policy shocks, we set all the steady state tax rates and the tax-rate shocks to nil. We
also set shocks to government expenditures to nil, but keep steady state government expenditures as share of output to
0.2 in the model.
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6. Impulse response functions and variance decompositions

6.1. Impulse response functions

Figures 5a-5m report the impulse response functions (median and 5th, 95th percentiles) for each
estimated shock in the baseline model. To understand how the nominal frictions shape the impulse
response functions, we also include the responses when all nominal frictions are taken out of the
model, so prices and wages are flexible (we set {g = {me = &myi = & = &w = 0.01). The results for
the benchmark model are graded on the left y-axis, and the flexible price-wage version of the model
(dashed line) is graded on the right y-axis. Notice that the inflation and nominal interest rates are
reported as annualized quarterly rates, while the quantities are reported as log deviations from steady
state (i.e., percentage deviations).3?

There are many interesting features with the estimated impulse response functions worth noting.
First, we note in Figure 5a that employment rises after a positive permanent shock to technology,
supporting the results reported by Altig et al. (2003, 2004) for the U.S. economy. The effect on
real variables are permanent since the shock leads to a permanent increase in z;. As in Altig et al.
(2003), it is the case that the response of monetary policy is very important for shaping the dynamics
to the shock, so the rise in employment is mostly attributed to monetary policy.?¢ In contrast, we
see from Figure 5b that employment falls after a positive stationary technology shock. This is also
true even if prices and wages are flexible. In order to obtain the standard increase for employment
along with a much stronger response of output, we need to moderate the investment adjustment
cost (S”) substantially in the flexible price-wage calibration of the model. Evidently, our estimation
results suggest a more modest role for stationary technology shocks than what is standard in the
RBC literature. Turning to the dynamic effects of an investment-specific technology shock in Figure
5c, we see that this shock has strong cyclical effects on both “closed economy” quantities such as
output, investment and consumption and “open economy” variables such as import, export and the
real exchange rate. The role of the investment adjustment cost (S”) is of course crucial for shaping
the dynamics of this shock. From Figure 5d, we see that a positive realization of the asymmetric
technology shock z; (remember Zf = 2/ /z) appreciates the real exchange rate. Although we maintain
the assumption that the domestic and international steady state growth rates are equal (i.e., u, =
u%), our model has the property that the real exchange rate appreciates in steady state if the growth
rate in foreign technology exceeds the domestic technology growth rate.3” As is clear from Figure 5d,
this shock has the potential of explaining some of the lower frequency movements in the real exchange
rate along with differences in the growth rates of the rest of the world and the Euro area.

The consumption preference shock accounts for a substantial amount of the cyclical behaviour of
consumption as can be seen from Figure be. Quite naturally, investment drops while households in-
crease their labour effort in order to finance the desired increase in consumption. The habit persistence
coeflicient b generates the hump-shaped consumption response. We also see that without price and
wage stickiness, this shock has rather large effects on the inflation dynamics. The dynamics to this
shock are very sensitive to the substitution elasticity between domestic and foreign consumption goods

35That is, annualized inflation is measured as 47w, where = is the steady-state gross quarterly inflation rate and #; is
the quarterly inflation rate. Similarly, the annualized nominal interest rate is measured as ARR;.

36That the response of policy is important for shaping the dynamic effects of a shock is of course also generally the
case for the other shocks as well.

37 Abstracting from capital income taxes in the analysis, i.e. 7% = 0, we have that Zs41/%+ = p/us. That is, if p} > .
then Z:y1 < Z: which is equivalent to an appreciating real exchange rate Z in steady state. The intuition is that if the
domestic country grows at a faster rate than the foreign country, the domestic agents want to import (export) more
goods from (to) the world market. But in equilibrium, the real value of exports in the foreign economy (i.e., exports
times the inverse of the real exchange rate) can not grow at a faster rate than the foreign economy. This implies that
the real exchange rate must depreciate.
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(n:) as well as the markup/substitution elasticity among the imported consumption goods ( Aiﬁf 7)-

The effects of a negative labour supply shock (i.e., an increase in the disutility of working, ¢!, see
2.37) is depicted in Figure 5f. As expected, employment, consumption and investment falls, which also
induce a fall in output. The effects on import and export quantities are rather limited. Set aside the
effect on the real wage, this shock has qualitatively very similar dynamics as a (negative) stationary
technology shock. This is why some authors classify this shock as a (negative) supply shock, see for
example the discussion in Smets and Wouters (2003a). When prices and wages are flexible, this shock
has rather limited effects on the economy, so the nominal frictions are very important for shaping the
dynamics of the labour supply shock.

A (positive) risk premium shock depreciates both the nominal and the real exchange rate as can
be seen in Figure 5g. This makes imported consumption and investment goods more expensive which
forces total imports to decrease. There is also an initial dip in the consumption deflator inflation.
The reason for this somewhat counterintuitive result is that the relative price between the imported
consumption good and the domestic good increases due to the exchange rate depreciation and thereby
affects the different consumption baskets that enter the definition of the consumption deflator.?® The
large effect on the consumption deflator inflation is due to the high substitution elasticity between
imported and domestic consumption goods (1. = 5). If this parameter was lowered, the substitution
effect would be lower, implying that the relative price effect is smaller and we would instead see an
increase in the consumption deflator inflation. The exchange rate pass-through can be calculated from
the impulse response functions of inflation and the nominal exchange rate following any shock to the
exchange rate. We choose to examine the pass-through following a shock to the risk premium since
this shock can be interpreted as an autonomous change in the expectations about the future exchange
rate. The contemporaneous response in the price on imported consumption goods is about 45 percent
of the change in the exchange rate. For the imported investment goods we obtain 18 percent pass-
through. This is entirely driven by the larger estimated price stickiness in the imported investment
sector, since the incomplete pass-through in the model originates only from nominal price rigidities
(see Table 1).

The impulse responses to the markup shocks are depicted in Figures 4h-4k. Note that the markup
shock in the domestic sector 5\d,t (Figure 5h) is uncorrelated, whereas the other markup shocks (j\ln’c,

~

AL ’i, S\mt) are rather persistent (see Table 1). The impulse response of the domestic markup shock
leads to a rather short-lived increase in domestic inflation, which in turn produces a somewhat more
persistent real exchange rate appreciation. The shock also induces a slight fall in aggregate quantities.
Turning to the imported consumption and investment markup shocks, we see that they have strong
and rather persistent effects on imports, exports and the real exchange rate. Note that a positive
markup shock in the importing consumption(investment) goods sector leads to a drop(rise) in the
consumption deflator for the same reasons as for the risk premium shock. With a lower value of 7,
we instead obtain a rise(drop) of the consumption deflator. Following an import consumption markup
shock, the resulting relative price effects induce investment to rise whereas consumption drops and

38From the definition of the consumption and investment deflators (see equations (3.10) and (3.11)), the log-linearized
consumption deflator inflation can be written using the relative price between imported consumption goods and domestic
goods according to the following;:
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where we have used the equations (2.39), (2.40) and (2.66).
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vice versa for the import investment shock. The net effect on output is therefore rather small for the
5\?1 *“ shock, whereas for the 5\?1 " shock we see a substantial and persistent drop in output. The latter
result is not surprising, given that the price stickiness &, ; is larger for the imported investment goods
than for the imported consumption goods. It is also the case that the investment adjustment costs
(5’“ ) creates some persistence in investment. Since the persistence parameter in the process for /A\;n’Z is
quite high, this explains why the exchange rate appreciates very persistently after a positive realization
of £/". In Figure 5k, we learn that an unexpected positive export markup shock is associated with a
very large drop in exports, and a depreciation in the real exchange rate along with a drop in imports.
Without sticky prices and wages, we see that none of the markup shocks have any noteworthy effects
on aggregate quantities and prices. This is quite natural, since these shocks have essentially zero
distortionary effects as they appear additive in the pricing equations in the model. Another more
general feature of the impulse response functions is that the real wage generally responds relatively
little, so there is a substantial amount of real wage inertia due to the high degree of price and wage
stickiness.

Finally, we turn to the dynamic effects of the two monetary policy shocks in the model. The first
one is a white noise shock to the nominal interest rate, er;, whose dynamic effects are depicted in
Figure 51. In the figure, we see that following an unanticipated temporary increase in the nominal
interest rate, the responses are hump-shaped with the exception of the real exchange rate which jumps
down (i.e., appreciates) and then returns to zero from below. The effect on aggregate quantities -
output, investment, consumption, export and import - peaks after about one to two years, whereas
the effect on inflation reaches its maximum after one year. The responses of the real variables are
well in line with the literature that have used identified VARs to identify the effects of monetary
policy shocks, but the latter results indicate that inflation in the model is somewhat less inertial than
the typical estimates in the VAR literature.? The single most important reason why the effect on
inflation occurs somewhat faster in the model is that the capital utilization cost is set to a very high
number (o, = 10%). However, as pointed out by Christiano, Eichenbaum and Evans (2005), it is the
combination of real and nominal frictions that enables their model to reproduce the impulse response
functions in the VAR. Here, we use Bayesian methods and fit the model to all the variation in the
data, and not just the dynamic effects of a policy shock. Still, we find the empirical relevance of the
nominal and real frictions to be such that the impulse response functions to a policy shock are very
similar to the ones generated in identified VARs. In our view, this gives a lot of credibility to the
analysis and further support to the view that the “conventional wisdom” about the effects of monetary
policy applies even in the open economy framework. There is, however, one exception and that is the
real exchange rate. Although the nominal frictions in the model provides some persistence in the
real exchange rate following a policy shock, it is evident that the model does not provide us with
a hump-shaped response of the real exchange rate which is a persuasive feature of estimated VARs,
see, e.g., Eichenbaum and Evans (1995), Faust and Rogers (2003), and Lindé, Nessén and Soderstrom
(2003). Lindé, Nessén and Soderstrém show that if the sensitivity of the risk-premium related to net
foreign assets is large enough (i.e. ¢, is above 1.5), it is possible to obtain a hump-shaped response
of the real exchange rate, but they argue that this number is implausibly high. With flexible prices
and wages, monetary policy has very small effects on aggregate quantities, and a strong immediate
effect on inflation. The behaviour of the real exchange rate in this case is the classic response implied
by the UIP condition. An initial appreciation is followed by a strong and persistent depreciation
(over-shooting).

The second policy shock is a stationary inflation target shock, for which the impulse response

39Gee, for example, Christiano, Eichenbaum and Evans (2005), and Altig et al (2003, 2004) for US evidence, and
Angeloni et al. (2003) for Euro area evidence.

37



functions are shown in Figure 5m.*® The figure shows that a temporary increase in the inflation
target of about 0.05 percent is associated with a persistent increase in the inflation rate of about
0.20 percent and a modest rise in output of about 0.05 percent. As expected, the real exchange rate
depreciates and the nominal interest rate increases. With flexible prices and wages, essentially only
inflation and nominal interest rates are affected by this shock.

6.2. Variance decompositions

We report the variance decompositions of the 5th, 50th and 95th percentiles of the posterior distri-
bution for some selected variables in Table 5.4 The purpose is to make a formal assessment of the
contribution of each structural shock to fluctuations in the endogenous variables at different horizons.
We focus here on the 1, 4, 8 and 20 quarters horizon.*?> We define short run as being 1-4 quarters,
medium run as 8 quarters, and the long run to be 20 quarters.

The technology shocks (the stationary, unit-root, investment-specific and asymmetric technology
shocks) account for about 30 percent of the output fluctuations in the short run, and then gradually
increase to about 45 percent in the long run. The three “supply shocks” in the model, the two
productivity shocks (p.; and €;) and the labour supply shock account for about 40 percent of the
fluctuations in output in the long-run, results well in line with Smets and Wouters (2003a). Evidently,
the data do not support the idea of a predominant part of business cycles being due to technology
shocks. In order to account for the observed joint fluctuations in the large set of variables that we
study, the model needs other shocks than the technology (“closed economy”) shocks to account for
the movements in output. For instance, we find that the markup shocks account for about 15 percent
in the short to medium run and as much as 33 percent in the long run of the output fluctuations.
In particular, the export markup shock is important in the short run and the importing investment
markup shock is important in the long run.*®> However, the result that other shocks than technology
are import for macroeconomic fluctuations are supported by identified VARs, see e.g. Gali (2000) and
Altig et al. (2003, 2004). By and large, the relative importance of technology and non-technology
shocks in our model are in line with their results. Monetary policy shocks account for about 15 percent
of output fluctuations in the short run and less than 5 percent in the long run.

Turning to inflation, the domestic markup shocks account for most of the fluctuations in the short
run, which is not surprising given the small coefficient on marginal cost in (2.19) implied by our
estimates &g and k4. Despite the small coefficient on marginal cost, the labour supply shock is one of
the most important sources of inflation volatility in the short and medium run because this shock is
the predominant source of variation in the real wage (see Figures 5a-bm). In the long run, since the
labour supply shock is less persistent, the inflation target shock appears to be the single most important
source of inflation volatility. But also the import consumption markup and the investment-specific
technology shock are central sources of inflation volatility in the long run.

Import and export markup shocks account for most of the fluctuations in the real exchange rate and
exports. In the short and medium run, they account for about 50 —60 percent, and in the long run they
account for as much as 65 percent. The nominal rigidities in the model imply that the return of the

0 As already discussed in greater detail in Section 4.1, the persistence coefficient in the AR (1)-process for the exogenous
inflation target shock is calibrated to be less than unity (0.975).

4INote that as we report the 5th,50th and 95th percentiles of the posterior distribution for each shock in Table 5, the
fractions reported do not exactly sum up to unity at each horizon.

42The longer the horizon, the more of the fluctuations is due to the unit-root technology shock. In the limit, this shock
accounts for 100 percent of the fluctuations in aggregate quantities in this model, since this is the only permanent shock.

43Even if the variance in the imported consumption markup shock process is much higher than in the process for
the imported investment markup shock, it is still the case that the imported investment markup shock is much more
important for the output fluctuations in the long run. This emphasizes the role of the supply side of the imported
investment goods.
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real exchange rate to the steady state is slow for the markup shocks, in particular they also enable the
imported investment and consumption markup shocks and the investment specific technology shocks
to produce hump-shaped impulse responses of the real exchange rate. Consequently, these shocks are
also the most important source of fluctuations in the real exchange rate in the medium to long run.
Given our relatively simplistic modelling of the import and export sectors, these shocks most likely
capture a whole range of mechanisms and shocks that do not feature in the model (e.g., oil prices,
intermediate import inputs in production etc.). It is also notable that the the risk-premium shocks
do not appear to be an important source of variation in the real exchange rate. However, as can be
seen from Table 2, if we assume that all markup shocks are white noise, then the role of risk premium
shocks are enhanced considerably. Nevertheless, the model appears to have the right propagation
regarding the real exchange rate since the typical autocovariance function from an estimated VAR
implied by the DSGE model are well in line with the one generated from the data (see Figure 4). For
imports, the export and import markup shocks play a prominent role as well. However, quite naturally
also investment-specific markup shocks are an important source of variation, as imported investment
goods are a substantial part in the investment CES basket, and investment itself is a highly volatile
process.

Monetary policy shocks are a prominent source of interest volatility in short run, whereas in the
medium to long run, investment-specific and inflation target shocks are predominantly important.
Since investment specific shocks have rather large real effects in the short and medium run, this is not
surprising.

At a more general level, we find a small role for the exogenous fiscal and foreign shocks. In the
short run, the foreign shocks account for around 10 percent of the fluctuations in output, export,
import and the real exchange rate, but in the long run fiscal and foreign shocks together most likely
account for less than 5 percent.

Another distinct feature of Table 5 is that many shocks have dynamic effects on many of the
variables. That is, “open economy” shocks have important dynamic effects on “closed economy”
variables and vice versa, suggesting a substantial amount of internal propagation within the model
due to the open economy aspects of it. The key parameter behind this propagation mechanism is the
high value of the substitution elasticity between domestic and imported consumption goods, 7., that
the data strongly prefer. Given the results in Table 3, which conveyed that most shocks matter for
the empirical fit of the model, this result is perhaps not surprising. Our interpretation is that the
open economy frictions and shocks appear to add interesting dynamics to the closed economy setting
in Smets and Wouters (2003a).

Finally, in Figure 6 we plot the historical decompositions for four subsets of shocks along with
the actual time series that we fit our model to. From the figure, we can learn the role of various
shocks during the sample period. Notice that the figure depicts the raw data, and not the steady
state deviations. In general, we see that the “domestic shocks” - in particular the technology shocks
- account for most of the variation in the domestic variables (inflation, interest rate and output), and
that “open economy shocks” account for most of the variation in the real exchange rate. During the
sample period, the strong positive trend for the asymmetric technology shock explains the appreciating
real exchange rate, which is why the “closed economy shocks” explain little of the variation in the real
exchange rate during the sample, but technology shocks - where the asymmetric technology shock is
included - explain the downward trend in the real exchange rate. The monetary policy shocks, and in
particular variations in the inflation target explain about 400 basis points of the downturn in inflation
during the sample, where the estimated steady state level is around 2 percent.
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7. Conclusions

In this paper, we have modified the benchmark closed economy monetary business cycle model of
Christiano, Eichenbaum and Evans (2005) into an open economy model. The key features of the
open economy part of the model is incomplete pass-through of exchange rate movements to prices of
import goods used in private consumption and as investment in the physical capital stock, as well
as incomplete pass-through of exchange rate movements to prices of export goods sold to the foreign
economy. Another open economy feature of the model is the domestic households’ ability to borrow
and lend at a risk-adjusted nominal interest rate in the world financial market. Following Smets and
Wouters (2003a,2003b), we introduce a large number of shocks in the economy, and estimate the
model using Bayesian techniques on Euro area data.

We do an extensive test for the role of various frictions, and find strong support for the nominal
and real frictions we embed into the model; sticky prices in the domestic, import and export sectors,
sticky wages, investment adjustment costs and habit persistence in consumption. We do not find
evidence that variable capital utilization is important for the empirical success of the model, nor have
any greater impact on the estimated parameters. However, this result is most likely contingent upon
that we do not include capacity utilization as an observable variable when estimating the model (since
this is not available for the Euro area). Moreover, the working capital channel is not an effective
channel to generate inflation persistence when subjecting the model to fit all the variation in the data
and not just the dynamic effects of a monetary policy shock as in Christiano, Eichenbaum and Evans
(2005).

We also conduct an extensive test for the role of various shocks included in the model. According
to our estimated model, many shocks matter for the fluctuations in the 15 endogenous variables that
we study. There is a substantial amount of internal propagation via the high substitution between
foreign and domestic consumption goods which the data strongly prefer. Supply or technology shocks
are about as important for output fluctuations as demand or non-technology shocks. For inflation, we
find that markup shocks and inflation target shocks are most prominent, but there is a clear role for
technology shocks as well. The real exchange rate in the model is mostly driven by import and export
markup shocks.

The estimated model - although fitted to explain all the variation in the data and not only the
dynamics of a monetary policy shock - have a monetary transmission mechanism well in line with those
reported in identified VARs (see, e.g., Angeloni et al. (2003) for Euro area evidence) for standard
variables like inflation, output, consumption and investment. For the real exchange rate, the estimated
model implies a quick appreciation following an unexpected increase in the nominal interest rate. This
finding is not in line with the results in the identified VAR literature which typically report a gradual
appreciation, see, e.g., Eichenbaum and Evans (1995), and Faust and Rogers (2003). The fast response
in our model is driven by the UIP condition in the model, and although the nominal frictions generate
persistence in the real exchange rate, they cannot produce a hump-shaped response of the real exchange
rate in the model. However, it should be kept in mind that the identification of the effects of policy
shocks in VARs typically rest on a recursive ordering of variables, a requirement that is not fulfilled
by the DSGE model used here. Therefore, strictly speaking, there is some uncertainty about what to
make out of the comparison of the model impulse responses versus those in VARs.

When we subject the estimated model to independent empirical validation methods, we find that
the empirical performance is very good. In particular, the model can reproduce the joint inflation
and real exchange rate dynamics, a task that has turned out to be difficult (see Bouakez (2004) for
further discussion). However, one shortcoming of the model is that it overpredicts the persistence and
volatility of exports relative to the data.

By and large, we think our paper has shown that it is possible to extend the benchmark closed
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economy model into an open economy setup and obtain an empirically plausible model to analyze open
economy business cycles. We are also currently working on examining the forecasting properties of
the estimated model with alternative best-practice models such as Bayesian VARs, random walks and
various moving average type of models (ARIMA). Of particular interest is, of course, the forecasting
properties of the model related to real exchange rates, export and import. However, there are a
number of dimensions in which the model can be improved.

First, we assume that all agents in the economy have perfect information about all shocks hitting
the economy. As recent work have shown, relaxing this assumption can generate interesting dynamics
in the economy, see e.g. Collard and Dellas (2004) and Lippi and Neri (2003).

Second, the treatment of fiscal policy in the model is very simplistic. It would be of great interest
to empirically test for the relevance of non-Ricardian households, and examine to what extent the
introduction of government debt (i.e., adding fiscal policy rules) and government production would
affect the empirical performance of the model. In addition, that would enable a study of the interaction
of monetary and fiscal policy in an empirically reasonable model.

Third, there is no well-developed banking sector in the model as in for example Christiano, Motto
and Rostagno (2003). An interesting extension would therefore be to test for the empirical relevance
of the financial accelerator channel of monetary policy.

Finally, we have not analyzed optimal monetary policy in the context of the model. A full-blown
welfare analysis of optimal policy is beyond the current scope of the paper and is something we leave
for future work.
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Appendix A. Steady state

In this subsection, we will compute the steady state in the model. Note that the stationary first-order
condition for my41 (2.52) in steady state reduce to

11
—1+5[—— <R—Tk(R—1)):| =0, (A1)
Hz T
or equivalently
R-r*R-1) = 1L
6
=
k
T, — 73
= — A2
SN CEOF 42
From the definitional equation for money growth, we have
1
T=—. A3
Hz (&-3)

The stationarized version of the first-order condition for b}, ; in (2.58) is simplified to

1 SR 0(2, ¢)
_S + - ~ A =0 A4
t ﬁ 17 ( —TkSH_l (R*‘I)(é, QZS) - 1) — Tk (St+1 — St) ( )
and if we assume that
R* =R, (A.5)

then we see by comparison of (A.1) and (A.4) that one possible steady state is characterized by

A, ~ A~
(I)(Z_;7¢t) = (E(;,Qb):].,

which with our assumption that @(é, %) = exp (—gaA/z + $> implies that B* = A = 0,and % = 0.

Thus, in steady state, the net foreign asset position is zero.**

The first order-condition for i; in (2.55) simplifies to (using 2.48, i.e. F1 =1,F,=0,T =1)

Pi
P = —. A.
V=" (4.6)

k

44In contrast, letting 7 = 7* but assuming that domestic and foreign captial income taxes are not the same; 7* and

k
zero, respectively), we know from the foc of m¢41 that R = 3(% The foreign counterpart (without taxes) implies

that R* = 15-“—2 (given the same money growth and discounting). We consequently allow for different domestic and foreign

interest rates in this example. The foc for bf,; in equation (A.4) then implies the following in steady state; Etg#t{»l =

. k
11 (px_ _k(p*x . . . « _ muy . BeSipn _ 1 >1 iff 1™>0
B8 [ (R* =7 (R 1))} . Inverting this and using R { _] iff o0

L B St [1-7kB(R*—1)]
Hence, the exchange rate is depreciating in steady state if we allow for larger capital income taxes at home than abroad.

42



Thus, we need to pin down the relative price in steady state. We will here assume, in addition to
R = R* that m = 7* and that Py = B, i.e. that the steady-state price levels in the beginning of time
were the same. Notice that (2.41) can be used to define the following relative prices

1/(1-ne)

¥ = (%) = [(1 — we) + we (PZC>MC] , (A7)

_ 1/(1=nec)
,yc,mc = <—Ptc ) = (]_ — W, ) < Pt >1 " + w
— - (& (&
t Ptﬂl,c Ptm,c

, (A.8)
Combining (A.7) and (A.8) evaluated in steady state, and using the results in footnote 7, we derive
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and
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where we have used the notation nﬂmwi—il = A" i.e. n"™° is the substitution elasticity among the

imported consumption goods. Under the above assumption, we have that Sgt* = 1 and consequently,

m,c 1-7ec 1/(1=ne)
,yc,d = [(1 — wc) + we (#) ] R (Ag)

and also
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nm,c -1 1-7ec
eme (1~ ) ( > tu, (A.10)

Similarly, we have that

; o\ 1-n; 1 Y/ (=m)
) P nm,z
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il = = = (1 —w;) + w; <77m’i — 1) ] ) (A.11)
and
; ; 1-n; 1/(1—nq)
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again using the notation n;l”j:l = A" where ¢ is the substitution elasticity among the imported

investment goods.. Here it is important to note the following. If 0 < n; < co and 1 < "™’ < oo, then
P7 /P will be greater than unity as long as w; > 0 because then the households will substitute between

. . . L . m,j
the foreign and domestic goods and the mark-up on the foreign good is higher than unity <n_37”3_4>

when 7™J < oco. Also, P//P™J will be less than unity as long as w. < 1 and ™7 < oo because the
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price of the domesti*c good will always be lower than the charged price of the foreign good given our
assumption that 222 = 1. Combining equations (A.9) and (A.10) we have that:

Py
m,e 1-nc 1/(1-nc)
prmc B (1 — wc) + we <n_77"’c;71) B nm,c AL3
P - m,c_1 17776 - nm,c _ 17 ( ° )
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and equations (A.11) and (A.12)
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Finally, it is useful to note that all relative prices equal unity when ™7 = oo irrespective of wj and
j-
Furthermore, note that the export price equals the foreign price level in steady state P* = P*,
implying that the steady state markup in the export market must be one;
P
P =—. A.15
- (A15)
There are thus only short run deviations from the law of one price.
Using (A.6) in the first-order condition for ki y; in (2.54), we obtain (using our assumption that

Uup = ’St =u=1=a(u) =a(l) =0 in steady state)
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From (2.14), we also have that
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Using that
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in steady state, or equivalently,
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we have from (2.15) that
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We now want to solve for ¢, y, g, H, K, m, and ¢. In the end, we also want to check that all
steady-state relationships are correct.
Real profits, II%, are given by

P .k

R _ — _
™ = (475)v i

—wR'H — ¢,

where y is scaled output (i.e., ¥) given by (2.4). The first term is the (real) income from sales, the
next two terms represent the (real) cost of producing y, and ¢ denotes the fixed cost (or equivalently,
the firm’s profit from working under monopolistic competition). Because of its monopoly power the
firm is paid a markup, A4, over its marginal cost (see (A.18)). In contrast, under perfect competition
we know that there is no markup (profits are zero), and y must equal y = rku—kz —wRfH. We now want
to impose II® = 0 in steady state also in our monopolistic case, and determine the size of the fixed
cost, ¢, such that this zero profit condition is fulfilled. From the cost side, and perfect competition,
we have that the real production cost must equal y (from (2.8). Combining the two equations above,

and using (A.18), the zero profit condition reduces to:
I =Xy —y—¢=0,
or equivalently,
¢=(Aa—Dy. (A.20)

This has a simple interpretation. (Ag — 1)y is the excess over what is paid to factors of production,
when steady-state output is y. This is completely absorbed by the fixed costs if (A.20) is satisfied.
However, ¢ is included in ¥, so another way to write (A.20) is to use the steady-state version of (2.4).45
We then have

¢=(Aa—1) (iz“k"H' ™" = ¢),

or equivalently

M—1 [ k\®

From the law-of-motion for capital (2.46), we have in steady state (using the steady state properties
of 2.47, and stationarizing K;11 with z)

1-6
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or equivalently

Mz

i= (1— 1_5> k. (A.22)

The consumption Euler equation (2.51) is in steady state given by
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— Bb ey (147) =0,

¢ — be- cuz—bc_

Mz

“5Note that the scaled version of (2.4) reads at the aggregate level y; = ,u;,‘t"etkf“Htlfo‘ — ¢ and in steady state we thus
have y = p; “k*H'™® — ¢.
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or equivalently

L = fb P\
b= T e (7)) (5.23)

Since the effective steady-state wage is divided by the markup A, the first-order condition for the
households labour decision in (2.64) reduces to in steady state
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The resource constraint (2.78) in steady state is given by
A ity i =(1-g,) <uza (%) H—¢> .
Using (2.39), (2.35), (2.43) and (2.36), (A.21), we have
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Thus, in order to proceed, we must assume something regarding ¢* and i* in steady state. Here we
will adopt the assumption that export equals import in steady state, an assumption consistent with
a zero foreign debt and unchanged nominal exchange rate in steady-state. From (2.82), this implies
that (dividing through with z;)

A+ =" 44",

and using (2.40) and (2.44) evaluated in steady state;
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this can be rewritten as
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which thus determines the aggregate export (of consumption and investment goods), and where the
relative prices are determined in equations (A.13, A.10, A.14, and A.12).
Using this and (A.22) in (A.25), we obtain
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or equivalently,
pec Ne pc e
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We now substitute out for H in this expression using (A.23) and (A.24). For convenience, we introduce
the definitions

pec Me pc Te
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since we can compute these constants using previous results. We then have the following system of
equations

ch = DQH,
H = D3(.)"",
1
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and the solution for H, ¢ and 1, are given by
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o _D 71/0’[, 1+oyp,
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Once equipped with the solution for H, we can compute y as

1 . (k\®
y=n (H) H (A.2)

using our solution for % from (A.16). ¢ is computed using (A.21) and steady state government

expenditures g as

g =gy, (ASO)

The first-order condition for the capital utilization rate in (2.56) evaluated in steady state equals

a(1) = (1 - Tk> k. (A.31)
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The first-order condition for the households cash decision in (2.57) evaluated in steady-state is given
by

Ay % = (1 - Tk> v, (R—1)

=
1

o = (mmim)

which can be used to compute g in steady state.
Finally, we can compute m using the loan market clearing condition (2.84) evaluated in steady
state,

voH = 2° —q (A.32)
T
~
m = vwH+q

in steady state.

Using the steady-state relationships above, we can compute Py, r*, w, R, R/ and % in the
following way. First, compute R from (A.2), second, compute R/ from (A.17), third, use (A.6) and
(A.16) to compute ¥, fourth use (A.19) to compute wRf and when divide the result with R/ to obtain
w, and fifth, use the solutions for 7*, @, and R/ in (A.16) to compute %

Using these results, we can compute ¢, ¢, y, g, ¢, ¥, H, K, m,  and q in the following way. First,
define the composite coefficients Dy, Dy, D3 and Dy defined in (A.27). Second, use (A.28) to compute
¢, H and 1,. Third, use A.21 to compute ¢. Fourth, compute k£ by multiplying % with H. Fifth,
compute y using (A.29). Sixth, compute g from (A.30). Seventh, use (A.32) to compute q. Eighth,
use (A.22) to compute i. Ninth, compute Z using (A.26). Finally, use (A.32) to compute m.
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Appendix B. The log-linearized model

In this appendix, we will present all the log-linearized equations in the model.
First, we have the domestic Phillips curve, see (2.19)
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where log-linearized marginal costs are given by (see 2.15)
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where we have used that the log-linearized real rental rate of capital, 7, is given by (see 2.14)
N ~ S
Tt —uz7t+wt+Rt + H; — k.

Also, R{ is given by (2.10).
The Phillips curves for the imported consumption and investment goods (see 2.30) are given by
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where (see 2.73 and 2.74)

—~m,c __ —~ 1 £ Tk ~me,d
mey = Tmc& =Y %
—~m,i —~ AT,k ~mi,d
me, T = —mc — 7, — -

The Phillips curve for the exporting firms is given by (see 2.34)

(7 -7) = T (- 7)) + o (BRT - 7)) (B.4)
(1 _6596)(1 _gm) —~x |, \x ﬁ"i’r (1 _Prr)/:c
+ & (L+ ) (mct +)\t>_—1+5’€m -

The log-linearized real wage equation, which is derived from (2.63), can be written
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NoWi—1 + MWt + NoWit1 J20773 (ﬁf - ?Tf) + 774A£7AT§1+1 - P%C%f)
E; +15 (71 - ) + 16 (7 — pzeTy) X =0,
0T + mgHy 4 no?d 4+ miof 4+ madl

where b, = % and
o bwgw
m (02w —bw (14 83))
2 bwﬁgw
3 _bwf'w
T4 bwﬁgw
75 . buw&wkw
N6 - by B&whkw
07 (1—XAw)
ns —(1 = Ayp)or
M9 _(1 - Aw)(lz—iy)
10 —(1 = M) 1y
n1 —(1—=XAy)

Log-linearizing (2.51), we derive

—bBuzbrr + (2 4 028) & — bpaCe—y + bz (fizp — Bfizgs1) +

By | (1 = 08) (e = D) thap + 5 (102 — bB) (pz — D) 7 + (1= — bB) (1= — ) 377 | = 0.

— (1= b) (=7 = 03¢
Log-linearizing (2.55), using the properties of (2.47), we obtain
Be { P+ To = 40" = 128" (e = 1) = B (i1 = i0) + frag = Btz ga] | = 0.
The log-linearized version of (2.52) is given by

k
R . ) A A - )
Ey [—sz,t + 211 — izl + (M - 5Tk> Ry — pmrepr + T % (B—p) Tt’il} =0,

and log-linearizing (2.54), we derive

Tyl
i + Tk p—pA-9) +k =0,
(1—7%) Mz t+1

5 . 5 1-6) £ 5 L —B(1—6)
Yo+ Lzl — Vapr1 — ﬂ(Tlpk',tH + Py — %2 y

where the log-linearized expression for the real rental rate of capital is defined after (B.1).
The log-linearized UIP condition is given by (see 2.59),

EtA§t+1 - (ﬁt — ﬁf) — Patis + fgt =0,
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and the aggregate resource constraint is given by (see 2.81)

TMe C (. N . ) R ~i
(1—we) (Vc’d) ; <Ct + 1Y, ’d> + (1 —wy) (Vl’d) ” (Zt + m’%’d)
ES

+2 gt+—( =N +§:> (B.11)

A (et a (i — ing) + (- ) 1) — (1= ) 2L (1R,

Yz

The log-linearized law of motion for capital is given by (see 2.46, note that A; = 0 for all ¢ in
equilibrium)

= 1= 1 1 N
kin1=1—-60)—ki—(1—=0)—f,s+ ({1 —-—(1—-6— | Ty + 1-6 ,
tH ( ) e~ )Mzu’t ( ( )Mz> ! < ( )Nz>2t

f (B.12)
and the expression for the capacity utilization rate is (see 2.56)
ﬂt = Et — /]_;t
1, 1 7
I _ B.13
O'art o, (1 _ Tk)Tt ’ ( )
The log-linearized version of the first-order conditions for cash holdings is (see 2.57)
Tk R
Ct — 7Z&t —Rt 1| - (B.14)

We also need to relate money growth to real balances, domestic inflation and real growth, i.e.

My oz P e
t — — - — )
M, mezi—1P—1 my
and log-linearizing, we have
ﬂt — mt+1 — /lz,t - 7ATt +my = 0. (B15>

Log-linearizing the loan market clearing condition (2.85), we get

vwH <I§t—|—1/l}t—|—ﬁt> == widll
™

z

(A + My — 7o — fizy) — qde. (B.16)

The log-linearized equilibrium law of motion for net foreign assets are given by (see 2.83)

~ * * 2 Ty * Ak x =¥
a = —y'mey =yt YU YT
+ (@™ +i™ A (B.17)
1—7¢) ~ —~
m (_77(:(1 _ wc) (,}/c,d) (1-n ),y;ncd + Ct) + . R
- 1—1;) ~ Q¢—1.
m(—m(l—wi)(v ) ")Wm’dﬂ) Ttz
We also have the following log-linearized relative prices (see subsection 2.4)
Wt = AR A AL (B.18)
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qmid _ gmid 4 gmi 2 (B.19)
R (B.20)
ﬂ/’L\Ctx = ﬂ%f_l + /7Ft - %?; - A§t7 (B21)

The log-linearized policy rule are given by (see 2.75)

ﬁt = pRﬁt,1 +(1—pr) (%f +rx (frtc,l — 7?;) +7ryfe-1 + rxi“t,l) + rAx (ﬁf — frtc,l) + 1Ay Ay +€Ryts

(B.22)
where
~c d,c 1=ne ~d mc,c\(1—nc) \ ~m,c
7= (a=wd (%) ) A+ (o) (o)) A
U = A (gt +a </%t — ﬂz,t) +(1—-a) lfft) ;
‘/T\t = —w, (,Yc,mc)—(l—nc) :?th,d _ 32737* _ 77/7?0?
Finally, we have the employment equation (see 3.2), which can be written

2 . : (1-E&)A=B%) (4 =

By=— BB +——FE 1+ (i1 - E2). B.23
t 1+I8tt+1 1+ﬁt1 0+0)¢E t t ( )

To write the equations above plus the exogenous process on the form given by equations (C.1) and
(C.2) in the main text, we define Z; and 6, as follows

~ AMm,c  AMm,T ~ A ~ ~ 2 A & 2
3 [ ¢ Ty U Wf Wt Ct (0 @Dzﬂg Pk‘,,t ASt Ht
t = i A ~ = ~ ~ sme,d  ami,d  axx o~ D n /
ki1 ke e Muyl e ar Y Ve " ome Ry By
/
N S T *
0 = [ o; o7 0; ] )
where
s _ ~ ~ ~ ~ 2 he fq im,e Imyg T & =31 =c
v; = [Et €1 [zt fzg-1 D GGG Adg N Ao Ty Zp Ay €rp T ]’
T ~k AY e o rw o j ~k ~Y ~c ~w A
0f = [ t Tt Tt Ty 9t Ty Ty—1 Ty Ty—1 i1 ],
* Ak ax Dx  ~Ax ~x % ~ % ~x % ~ % ~x D%
0; = [”t i Ry Ty Ui Ry o Uio Ry W3 Uis Rt—3]’

and where the parameter matrices ag, a1, ag, By and (31 corresponds to the equations (B.1 — B.23).
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Appendix C. Model solution and likelihood formation

First, we compute the non-stochastic steady state of the model. This is described in Appendix A,
where details about the determination of the steady state can be found. Second, we log-linearize the
relevant first order conditions and the market clearing conditions around this steady state. Appendix
B presents all the equations of the log-linearized model. To solve the log-linearized model we use
the AIM algorithm developed by Anderson and Moore (1985). The fundamental difference equation
solved by the Anderson and Moore algorithm for this model can be written as

Ei{aoZi11 + a12: + anZi—1 + Bobir1 + £16:} = 0, (C.1)

where Z; is a ny X 1 vector with endogenous variables and 6; is a ng x 1 vector with exogenous variables
which follows

Gt = p¢9t71 + &¢, Et ~ N(O, E) (02)

Note that if the processes for the exogenous variables are given by more than one lag, we expand 6,
with lags of the relevant exogenous variable.
The solution of the fundamental difference equation can then be written as

% = A% + B, (C.3)

where A is the “feedback” matrix and B is the “feedforward” matrix.
The solution of the model given by (C.3) and (C.2) can be transformed to the following state-space
representation for the unobserved state variables & in the model

Gi1 = Fe& + v, E (vp1vp,) = Q,

and the observation equation can be written
V= A Xy + H'é + G,

where Y; is a vector of observed variables, X; a vector with exogenous or predetermined variables
(e.g., a constant) and where the measurement errors (; are normally distributed with zero mean and
E(¢¢]) = R. Following Hamilton (1994), the Kalman updating equations are given by

ét+1\t = F£€t|t71 + Ky (Y/} — Al Xy — Hléth%l) )
Py = FePpy 1 F{ — K:H' Py 1 F{ +Q,

where Ky = FePy,_1H(H'Pyy_1H + R)™', Py,_y =E[(& — Euge—1)(& — &pe—1)'] and ét\t—l is the linear
projection of & on the data observed up to period t — 1. The log-likelihood is computed as

T T , }
InL = —% log 27 — % 3 log S| — % 3 (Yt —ALX, - H’§t|t_1> 5! (Yt ~ALX, - H’§t|t_1)
t=1 =
where ¥; = H' Py_1H + R. We set R = 0.10 for all “domestic” variables and R = 0 for the foreign
variables. We allow R to be non-zero for the domestic variables because we know that the data series
at hand are only at best good approximations of the true series. This is in particular true for the
“open-economy” variables included in Y;, because the data do not distinguish between intra- and
inter-trade. However, it should be emphasized that our chosen value of 0.10 is very small, so the
fluctuations driven by the measurement errors are tiny.
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Appendix D. Results based on data in levels with cointegration restrictions

Table D1: Posterior distributions based on data in first differences, and levels with cointegration
restrictions

First differences Levels with cointegration
Parameter Posterior distribution Posterior distribution
std. std.
mode (ﬂi\;_ mean 5% 95% mode (Eii\s/.s- mean 5% 95%
ian) ian)
Calvo wages S 0.697 0.047 0.690 0.607 0.766 0.693 0.076 0.684 0.603 0.761
Calvo domestic prices & 0.883 0.015 0.891 0.862 0.921 0.930 0.008 0.935 0.920 0.948
Calvo import cons. prices Enc 0.463 0.059 0.444 0.345 0.540 0.619 0.086 0.598 0.512 0.684
Calvo import inv. prices Eni 0.740 0.040 0.721 0.641 0.792 0.774 0.025 0.751 0.690 0.805
Calvo export prices &, 0.639 0.059 0.612 0.506 0.717 0.649 0.070 0.642 0.548 0.736
Calvo employment &, 0.792 0.022 0.787 0.741 0.827 0.833 0.019 0.827 0.787 0.862
Indexation wages K, 0.516 0.160 0.497 0.258 0.739 0.592 0.153 0.564 0.309 0.797
Indexation domestic prices & 0.212 0.066 0.217 0.095 0.362 0.200 0.142 0.217 0.093 0.367
Index. import cons. prices K. 0.161 0.074 0.220 0.084 0.418 0.145 0.076 0.190 0.077 0.337
Index. import inv. prices Ko 0.187 0.079 0.231 0.098 0.405 0.202 0.092 0.240 0.102 0.418
Indexation export prices Ky 0.139 0.072 0.185 0.069 0.347 0.148 0.079 0.192 0.074 0.359
Markup domestic A 1.168 0.053 1.222 1.122 1.383 1.169 0.054 1.202 1.116 1.337
Markup imported cons. Anc 1.619 0.063 1.633 1.526 1.751 1.535 0.073 1.595 1.408 1.800
Markup.imported invest. ﬂ.m‘l 1.226 0.088 1.275 1.146 1.467 1.164 0.052 1.193 1.116 1.308
Investment adj. cost g" 8.732 1.370 8.670 6.368 10.958 8.227 1.849 8.342 6.036 10.710
Habit formation b 0.690 0.048 0.708 0.608 0.842 0.761 0.030 0.741 0.677 0.795
Subst. elasticity invest. i 1.669 0.273 1.696 1.393 2.142 1.526 0.133 1.611 1.355 2.017
Subst. elasticity foreign ¢ 1.460 0.098 1.486 1.340 1.674 1.416 0.129 1.449 1.315 1.629
Technology growth U, 1.005 0.000 1.005 1.004 1.006 1.006 0.000 1.006 1.005 1.006
Capital income tax Ty 0.137 0.042 0.135 0.072 0.200 0.241 0.030 0.237 0.196 0.282
Labour pay-roll tax Ty 0.186 0.050 0.197 0.118 0.286 0.185 0.100 0.197 0.118 0.287
Risk premium ¢7 0.145 0.047 0.252 0.139 0.407 0.095 0.033 0.130 0.069 0.214
| Unitroottech. shock p,. | 0723 0106 0698 0526 0852 | 0810 0075 0764 0589 0904
Stationary tech. shock o 0.909 0.030 0.886 0.810 0.939 0.980 0.004 0.981 0.972 0.989
Invest. spec. tech shock Py 0.750 0.041 0.720 0.638 0.796 0.799 0.042 0.788 0.706 0.867
Asymmetric tech. shock Pix 0.993 0.002 0.992 0.986 0.995 0.993 0.007 0.988 0.972 0.998
Consumption pref. shock P, 0.935 0.029 0.892 0.722 0.964 0.990 0.003 0.988 0.979 0.994
Labour supply shock Py, 0.675 0.062 0.676 0.565 0.774 0.824 0.044 0.816 0.758 0.868
Risk premium shock Py 0.991 0.008 0.955 0.922 0.991 0.995 0.010 0.985 0.960 0.998
Imp. cons. markup shock P, 0.978 0.016 0.970 0.943 0.991 0.960 0.022 0.956 0.927 0.979
Imp. invest. markup shock ~ p, 0.974 0.015 0.963 0.931 0.989 0.983 0.007 0.979 0.961 0.992
Export markup shock Pa,‘ 0.894 0.045 0.886 0.789 0.961 0.906 0.046 0.879 0.792 0.943
| Unitroottech. shock o, | 0130 0025 0137 009 0185 | 0120 0026 0132 0092 0183
Stationary tech. shock o, 0.452 0.082 0.519 0.361 0.756 0.467 0.076 0.486 0.366 0.634
Invest. spec. tech. shock oy 0.424 0.046 0.469 0.389 0.561 0.328 0.051 0.347 0.279 0.427
Asymmetric tech. shock Oz 0.203 0.031 0.217 0.166 0.276 0.343 0.043 0.360 0.291 0.437
Consumption pref. shock o, 0.151 0.031 0.157 0.108 0.224 0.113 0.027 0.126 0.088 0.179
Labour supply shock o, 0.095 0.015 0.098 0.075 0.128 0.085 0.017 0.091 0.071 0.115
Risk premium shock o5 0.130 0.023 0.183 0.128 0.246 0.119 0.030 0.150 0.105 0.210
Domestic markup shock o, 0.130 0.012 0.132 0.111 0.157 0.122 0.012 0.126 0.105 0.149
Imp. cons. markup shock o 2.548 0.710 2.882 1.737 4.463 0.943 0.305 1.198 0.630 1.917
Imp. invest. markup shock [ 0.292 0.079 0.354 0.218 0.550 0.219 0.038 0.266 0.183 0.381
Export markup shock o, 0.977 0.214 1.124 0.772 1.604 0.893 0.220 0.959 0.677 1.326
Monetary policy shock Op 0.133 0.013 0.135 0.113 0.160 0.125 0.012 0.132 0.111 0.156
Inflation target shock . 0.044 0.012 0.053 0.032 0.081 0.056 0.013 0.060 0.040 0.083
| Interest rate smoothing p. | 0874 0021 0881 084 0915 | 0834 0020 083 0795 0867
Inflation response r. 1.710 0.067 1.730 1.577 1.876 1.687 0.069 1.719 1.588 1.857
Diff. infl response I, 0.317 0.059 0.310 0.212 0411 0.388 0.231 0.380 0.275 0.486
Real exch. rate response r, -0.009 0.008 -0.009 -0.024 0.006 -0.012 0.006 -0.011 -0.018 -0.004
Output response r, 0.078 0.028 0.104 0.051 0.168 0.059 0.016 0.062 0.042 0.084
Diff. output response r, 0.116 0.028 0.128 0.081 0.177 0.129 0.008 0.129 0.090 0.172
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Table 1: Prior and posterior distributions

With variable No variable capital utilization
capital utilization
o,=0.049 o, =10°
Parameter Prior distribution Posterior Posterior distribution
distribution
std. std.
type mean” Std/'gf V| mode (I(—ilee\s/.s- mode (I(Lil‘::\s/.s- mean 5% 95%
ian) ian)
Calvo wages &, beta 0.675 0.050 0.716 0.041 0.697 0.047 0.690 0.607 0.766
Calvo domestic prices &, beta 0.675 0.050 0.895 0.014 0.883 0.015 0.891 0.862 0.921
Calvo import cons. prices Eme beta 0.500 0.100 0.523 0.047 0.463 0.059 0.444 0.345 0.540
Calvo import inv. prices S beta 0.500 0.100 0.743 0.036 0.740 0.040 0.721 0.641 0.792
Calvo export prices &, beta 0.500 0.100 0.630 0.056 0.639 0.059 0.612 0.506 0.717
Calvo employment ¢, beta 0.675 0.100 0.757 0.028 0.792 0.022 0.787 0.741 0.827
Indexation wages K, beta 0.500 0.150 0.453 0.148 0.516 0.160 0.497 0.258 0.739
Indexation domestic prices K, beta 0.500 0.150 0.173 0.059 0.212 0.066 0.217 0.095 0.362
Index. import cons. prices Ko beta 0.500 0.150 0.128 0.054 0.161 0.074 0.220 0.084 0.418
Index. import inv. prices K, beta 0.500 0.150 0.192 0.082 0.187 0.079 0.231 0.098 0.405
Indexation export prices K, beta 0.500 0.150 0.148 0.070 0.139 0.072 0.185 0.069 0.347
Markup domestic A, inv. gamma 1.200 2 1.174 0.059 1.168 0.053 1.222 1.122 1.383
Markup imported cons. e inv. gamma 1.200 2 1.636 0.071 1.619 0.063 1.633 1.526 1.751
Markup.imported invest. A inv. gamma 1.200 2 1.209 0.076 1.226 0.088 1.275 1.146 1.467
Investment adj. cost S normal 7.694 1.500 9.052 1.359 8.732 1.370 8.670 6.368 10.958
Habit formation b beta 0.650 0.100 0.694 0.043 0.690 0.048 0.708 0.608 0.842
Subst. elasticity invest. 7, inv. gamma 1.500 4 1.585 0.220 1.669 0.273 1.696 1.393 2.142
Subst. elasticity foreign ny inv. gamma 1.500 4 1.400 0.078 1.460 0.098 1.486 1.340 1.674
Technology growth )75 trunc. normal 1.006 0.0005 1.005 0.000 1.005 0.000 1.005 1.004 1.006
Capital income tax T beta 0.120 0.050 0.220 0.040 0.137 0.042 0.135 0.072 0.200
Labour pay-roll tax T, beta 0.200 0.050 0.183 0.049 0.186 0.050 0.197 0.118 0.286
Risk premium a inv. gamma 0.010 2 0.131 0.044 0.145 0.047 0.252 0.139 0.407
| Unitroot tech. shock o | beta 0850 0100 | 0753 0107 | 0723 0106 0698 0526 0852
Stationary tech. shock P, beta 0.850 0.100 0.935 0.021 0.909 0.030 0.886 0.810 0.939
Invest. spec. tech shock Py beta 0.850 0.100 0.738 0.041 0.750 0.041 0.720 0.638 0.796
Asymmetric tech. shock P beta 0.850 0.100 0.992 0.003 0.993 0.002 0.992 0.986 0.995
Consumption pref. shock Pe. beta 0.850 0.100 0.935 0.021 0.935 0.029 0.892 0.722 0.964
Labour supply shock Pe, beta 0.850 0.100 0.646 0.057 0.675 0.062 0.676 0.565 0.774
Risk premium shock Py beta 0.850 0.100 0.990 0.009 0.991 0.008 0.955 0.922 0.991
Imp. cons. markup shock Pi,. beta 0.850 0.100 0.984 0.008 0.978 0.016 0.970 0.943 0.991
Imp. invest. markup shock ~ p, beta 0.850 0.100 0.971 0.011 0.974 0.015 0.963 0.931 0.989
Export markup shock pivv beta 0.850 0.100 0.895 0.042 0.894 0.045 0.886 0.789 0.961
| Unitroot tech. shock ¢ o. | inv.gamma 0200 2 | o 0122 0023 | 0130 0025 0137 009 018
Stationary tech. shock o, inv. gamma 0.700 2 0.414 0.065 0.452 0.082 0.519 0.361 0.756
Invest. spec. tech. shock oy inv. gamma 0.200 2 0.397 0.046 0.424 0.046 0.469 0.389 0.561
Asymmetric tech. shock (o inv. gamma 0.400 2 0.200 0.030 0.203 0.031 0.217 0.166 0.276
Consumption pref. shock o, inv. gamma 0.200 2 0.132 0.025 0.151 0.031 0.157 0.108 0.224
Labour supply shock o, inv. gamma 0.200 2 0.094 0.014 0.095 0.015 0.098 0.075 0.128
Risk premium shock o5 inv. gamma 0.050 2 0.123 0.023 0.130 0.023 0.183 0.128 0.246
Domestic markup shock o, inv. gamma 0.300 2 0.133 0.013 0.130 0.012 0.132 0.111 0.157
Imp. cons. markup shock O inv. gamma 0.300 2 1.912 0.492 2.548 0.710 2.882 1.737 4.463
Imp. invest. markup shock inv. gamma 0.300 2 0.281 0.068 0.292 0.079 0.354 0.218 0.550
Export markup shock 5% inv. gamma 0.300 2 1.028 0.210 0.977 0.214 1.124 0.772 1.604
Monetary policy shock op inv. gamma 0.150 2 0.126 0.013 0.133 0.013 0.135 0.113 0.160
Inflation target shock O inv. gamma 0.050 2 0.036 0.009 0.044 0.012 0.053 0.032 0.081
| Interest rate smoothing e | beta 0800 0050 | 0885 0020 | 0874 0021 0881 0844 0915
Inflation response " normal 1.700 0.100 1.615 0.103 1.710 0.067 1.730 1.577 1.876
Diff. infl response Tag normal 0.300 0.100 0.301 0.058 0.317 0.059 0.310 0.212 0.411
Real exch. rate response r, normal 0.000 0.050 -0.010 0.007 -0.009 0.008 -0.009 -0.024 0.006
Output response r, normal 0.125 0.050 0.123 0.032 0.078 0.028 0.104 0.051 0.168
Diff. output response Tag normal 0.0625 0.050 0.142 0.025 0.116 0.028 0.128 0.081 0.177
Log marginal likelihood -1917.39 -1909.34

Note: For the inverse gamma distribution. the mode and the degrees of freedom are reported. Also. for the parameters
A @ s T s /Im’c, i and g, the prior distributions are truncated at 1.



Table 2: Sensitivity analysis with respect to frictions

Posterior mode
No Persis- 11D
Parameter Bench- Nowage Noprice  No habit No LOP LOP working tent markup
mark sticki- sticki- persist- invest. imports exports capital dom. shocks
ness ness ence adj. cost channel markup
shock
_ e = = Piy = P,
&, =01 B =01 b= 0.1 s"'=0.1 ) : 0.2 (;X: 0.1 0.0l P, >0 = Op;,m =P,
Smi =
Calvo wages I 0.697 0.669 0.687 0.733 0.706 0.710 0.702 0.626 0.687
Calvo domestic prices & 0.883 0.866 0.878 0.898 0.885 0.899 0.863 0.661 0.882
Calvo import cons. prices Ene 0.463 0.463 0.464 0.405 0.468 0.466 0.454 0.523 0.899"
Calvo import inv. prices Eni 0.740 0.706 0.733 0.696 0.458 0.762 0.742 0.714 0.912"
Calvo export prices &, 0.639 0.657 0.637 0.668 0.646 0.711 0.640 0.669 0.853"
Calvo employment &, 0.792 0.774 0.782 0.763 0.765 0.787 0.776 0.786 0.795 0.784
Indexation wages K, 0.516 0.409 0.696 0.442 0.489 0.424 0.466 0.523 0.291 0.480
Indexation domestic prices &, 0.212 0.197 0.617 0.195 0.192 0.223 0.196 0.228 0.171 0.188
Index. import cons. prices Knc 0.161 0.161 0.141 0.173 0.152 0.834 0.144 0.165 0.148 0.256
Index. import inv. prices K 0.187 0.190 0.203 0.181 0.130 0.594 0.170 0.184 0.200 0.830
Indexation export prices K, 0.139 0.134 0.140 0.128 0.142 0.126 0.724 0.137 0.125 0.262
Markup domestic A4 1.168 1.149 1.123 1.162 1.203 1.151 1.164 1.164 1.155 1.160
Markup imported cons. Anc 1.619 1.677 1.652 1721 1.545 1.203 1.636 1.629 1.642 1515
Markup.imported invest. Ami 1.226 1.280 1.268 1.250 1.218 1.850 1.178 1.227 1.255 1.160
Investment adj. cost g 8.732 8.920 8.691 9.091 6.737 8.249 8.784 7.143 9.499
Habit formation b 0.690 0.669 0.611 0.660 0.916 0.752 0.688 0.614 0.647
Subst. elasticity invest. 7 1.669 1.678 1.601 1.751 2.823 3.394 1.494 1.660 1.616 1.405
Subst. elasticity foreign ¢ 1.460 1.470 1.481 1.462 1.460 1.443 1.375 1.460 1.577 1.356
Technology growth H, 1.005 1.005 1.005 1.005 1.005 1.006 1.005 1.005 1.006 1.005
Capital income tax 7y 0.137 0.182 0.165 0.228 0.132 0.213 0.143 0.150 0.265 0.172
Labour pay-roll tax Ty 0.186 0.184 0.186 0.186 0.185 0.185 0.186 0.186 0.185 0.186
| Riskpremium 4| 015 014 0085 0176 0485 0300 0140 0147 0095 0035
Unit root tech. shock Lo, 0.723 0.610 0.611 0.609 0.748 0.809 0.636 0.716 0.792 0.741
Stationary tech. shock P, 0.909 0.995 0.999 0.917 0.921 0.848 0.991 0.913 0.997 0.904
Invest. spec. tech shock Py 0.750 0.749 0.769 0.694 0.922 0.469 0.741 0.748 0.562 0.785
Asymmetric tech. shock Pix 0.993 0.993 0.994 0.994 0.995 0.907 0.994 0.993 0.953 0.990
Consumption pref. shock Y 0.935 0.894 0.987 0.959 0.944 0.496 0.791 0.938 0.992 0.911
Labour supply shock Pe, 0.675 0.933 0.471 0.637 0.686 0.689 0.718 0.657 0.536 0.656
Risk premium shock Py 0.991 0.991 0.987 0.993 0.957 0.955 0.992 0.991 0.991 0.920
Domestic markup shock P, 0.995
Imp. cons. markup shock Pa,. 0.978 0.979 0.986 0.989 0.959 0.978 0.938 0.982 0.975
Imp. invest. markup shock  p, | 0.974 0.976 0.969 0.969 0.980 0.989 0.982 0.973 0.990
Export markup shock P, 0.894 0.877 0.923 0.881 0.857 0.864 0.986 0.894 0.928
| “Unitroot tech. shock o, | 0130 0120 0127 0118 0134 o128 0l19 0130 0132 0128
Stationary tech. shock o, 0.452 0.371 0.292 0.429 0.423 0.478 0.337 0.431 0.422 0.450
Invest. spec. tech. shock oy 0.424 0.425 0.385 0.442 5.796 0.666 0.436 0.424 0.444 0.376
Asymmetric tech. shock Oy 0.203 0.211 0.217 0.218 0.201 0.185 0.212 0.204 0.186 0.204
Consumption pref. shock o, 0.151 0.150 0.207 0.730 0.150 0.121 0.137 0.151 0.155 0.163
Labour supply shock o, 0.095 0.195 0.097 0.095 0.091 0.095 0.089 0.096 0.098 0.096
Risk premium shock o; 0.130 0.129 0.121 0.137 0.229 0.171 0.122 0.128 0.122 0.344
Domestic markup shock o, 0.130 0.134 0.261 0.132 0.136 0.130 0.130 0.129 0.125 0.129
Imp. cons. markup shock o, 2.548 2.622 2.548 3.505 2.468 4.798 2.654 2.657 1.810 1.147
Imp. invest. markup shock o, 0.292 0.368 0.316 0.391 1.640 13.247 0.243 0.289 0.341 0.414
Export markup shock o, 0.977 0.922 0.938 0.885 0.988 0.783 13.836 0.973 0.789 1.272
Monetary policy shock og 0.133 0.134 0.144 0.142 0.150 0.115 0.126 0.133 0.144 0.130
Inflation target shock [ 0.044 0.048 0.041 0.037 0.036 0.039 0.047 0.043 0.041 0.049
| Interest rate smoothing e | 0874 083 0805 0813 0865 0877 0889 0869 0824 0851
Inflation response r. 1.710 1.704 1.746 1.657 1.753 1.703 1.722 1.700 1.660 1.697
Diff. infl response [ 0.317 0.368 0.365 0.403 0.349 0.345 0.282 0.327 0.384 0.304
Real exch. rate response r, -0.009 -0.007 -0.007 -0.003 -0.018 -0.008 -0.008 -0.008 -0.008 0.003
Output response r, 0.078 0.058 -0.001 0.042 0.064 0.043 0.109 0.080 -0.030 0.056
Diff. output response r, 0.116 0.087 0.088 0.145 0.244 0.123 0.142 0.115 0.130 0.104
Log marginal likelihood -1909.34  -1918.38  -1967.99  -1936.70  -1994.00 -1986.50 -1937.89 -1905.16 -191553  -19755

*Note: The same prior is used as for the domestic price stickiness parameter.



Table 3: Sensitivity with respect to shocks

Posterior mode

No varying No No No No No risk No fiscal
Parameter Bench- inflation technology preference domestic imported/ premium + shocks
mark target shocks shocks markup exported asymm.
shock shocks tech.
shocks
o c,~o, o, = J o, o;7 057
0.0001 o, =0 o., =0.01 2 o :“xx 0
=03
Calvo wages Ew 0.697 0.711 0.684 0.810 0.698 0.709 0.695 0.708
Calvo domestic prices & 0.883 0.882 0.926 0.930 0.843 0.893 0.867 0.887
Calvo import cons. prices Ene 0.463 0.495 0.566 0.489 0.485 0.944 0.498 0.495
Calvo import inv. prices Eni 0.740 0.721 0.682 0.604 0.742 0.980 0.755 0.735
Calvo export prices &, 0.639 0.638 0.690 0.675 0.643 0.942 0.607 0.619
Calvo employment £, 0.792 0.786 0.793 0.806 0.800 0.782 0.795 0.801
Indexation wages K, 0.516 0.482 0.587 0.153 0.741 0.461 0.639 0.494
Indexation domestic prices &, 0.212 0.246 0.956 0.952 0.092 0.167 0.329 0.207
Index. import cons. prices Kne 0.161 0.148 0.171 0.180 0.160 0.535 0.144 0.153
Index. import inv. prices Ko 0.187 0.202 0.274 0.262 0.200 0.711 0.182 0.192
Indexation export prices Ky 0.139 0.143 0.128 0.124 0.136 0.421 0.144 0.145
Markup domestic A4 1.168 1.182 1.122 1.141 1.172 1.165 1.151 1.181
Markup imported cons. Anc 1.619 1.604 1.628 1.806 1.633 1.228 1.655 1.557
Markup.imported invest. A i 1.226 1.240 1.198 1.646 1.237 1.309 1.195 1.272
Investment adj. cost g 8.732 8.763 1.985 7.850 9.346 9.197 9.014 8.679
Habit formation b 0.690 0.680 0.674 0.673 0.717 0.619 0.747 0.731
Subst. elasticity invest. 7; 1.669 1.708 2.525 1.610 1.665 1.380 1.622 1.587
Subst. elasticity foreign ¢ 1.460 1.459 1.415 1.557 1.448 4.593 1.505 1.440
Technology growth M, 1.005 1.005 1.005 1.005 1.005 1.005 1.006 1.006
Capital income tax 7, 0.137 0.120 0.253 0.248 0.158 0.259 0.196
Labour pay-roll tax Ty 0.186 0.185 0.186 0.186 0.186 0.188 0.187
| Riskpremium R . 015 o1 0046 0331 o161 00z 0216 0112
Unit root tech. shock P 0.723 0.793 0.829 0.680 0.729 0.830 0.829
Stationary tech. shock P, 0.909 0.906 0.984 0.918 0.898 0.872 0.904
Invest. spec. tech shock Py 0.750 0.748 0.695 0.751 0.652 0.729 0.763
Asymmetric tech. shock Prs 0.993 0.994 0.994 0.930 0.993 0.995 0.993
Consumption pref. shock Pr. 0.935 0.937 0.989 0.972 0.944 0.979 0.924
Labour supply shock Pe, 0.675 0.696 0.624 0.632 0.607 0.708 0.697
Risk premium shock Py 0.991 0.991 0.927 0.941 0.991 0.927 0.991
Imp. cons. markup shock P 0.978 0.965 0.984 0.968 0.977 0.967 0.962
Imp. invest. markup shock ~ p, 0.974 0.983 0.974 0.985 0.966 0.991 0.981
Export markup shock P, 0.894 0.894 0.833 0.881 0.893 0.920 0.905
| “Unitroot tech. shock R 0130 7 Toasr T 0155 0131 o1 0155 0137~
Stationary tech. shock o, 0.452 0.449 0.464 0.544 0.466 0.482 0.467
Invest. spec. tech. shock oy 0.424 0.419 0.425 0.420 0.465 0.476 0.426
Asymmetric tech. shock Oz 0.203 0.197 0.249 0.185 0.209 0.203 0.195
Consumption pref. shock o, 0.151 0.149 0.223 0.155 0.170 0.158 0.136
Labour supply shock o, 0.095 0.092 0.095 0.104 0.096 0.092 0.092
Risk premium shock o; 0.130 0.133 0.156 0.213 0.131 0.346 0.129
Domestic markup shock o, 0.130 0.132 0.158 0.135 0.128 0.127 0.130
Imp. cons. markup shock o, 2.548 2.200 1.542 2.384 2.317 2.300 2.204
Imp. invest. markup shock O, 0.292 0.327 0.412 0.721 0.296 0.253 0.303
Export markup shock o, 0.977 0.979 0.849 0.807 0.965 1.066 1.055
Monetary policy shock o 0.133 0.136 0.135 0.130 0.134 0.120 0.129 0.137
| Inflation targetshock o | 004 0207 0150 004 0047 0070 | 0042
Interest rate smoothing Pr 0.874 0.867 0.890 0.871 0.863 0.860 0.884 0.883
Inflation response r. 1.710 1.745 1.725 1.592 1.671 1.664 1.619 1.712
Diff. infl response [ 0.317 0.327 0.258 0.310 0.360 0.347 0.275 0.294
Real exch. rate response r, -0.009 -0.015 0.013 -0.004 -0.008 0.010 -0.018 -0.018
Output response r, 0.078 0.048 0.131 0.145 0.082 0.068 0.088 0.081
Diff. output response r, 0.116 0.143 0.168 0.143 0.075 0.134 0.132 0.127
Log marginal likelihood -1909.34 -1908.58 -1992.90 -1949.38 -1910.94 -2038.19 -1931.29 -1914.81




Table 4: Unconditional second moments in the Euro area and in the estimated DSGE model

Variable Standard Deviation Autocorrelation Corr with AlnY; Corr with Wf Corr with ¢
Data: 1980Q1 — 2002Q4

g 2.83 0.93 -0.24 1.00 0.56

Aln(W;/F) 0.43 0.18 0.31 0.03 0.01

Aln Cy 0.50 0.12 0.70 -0.20 -0.03

Aln I} 1.90 0.28 0.75 -0.23 0.00

Ty 10.53 0.96 0.06 0.56 1.00

}NBt 3.49 0.99 -0.22 0.89 0.38

E; 2.17 0.99 -0.10 -0.22 -0.18

AlnY} 0.48 0.27 1.00 -0.23 0.05

Aln X; 1.80 0.13 0.54 -0.21 0.01

Aln M; 1.56 0.34 0.71 -0.37 -0.07

Model

i 1.63 0.82 —0.07 1.00 0.08
(1.07—2.73) (0.59—0.94) (—0.40 to 0.28) (—0.60 to 0.68)

Aln(W,/P) 0.55 0.53 0.05 0.14 0.09
(0.41—0.75) (0.29—0.72) (—0.26 to 0.36) (—0.19 to 0.44)  (—0.24 to 0.40)

AlnC; 0.67 0.61 0.41 —0.11 0.05
(0.50—0.88) (0.41—0.77) (0.08 to 0.65) (—0.45 t0 0.25)  (—0.32 to 0.40)

Aln I 2.50 0.62 0.61 0.02 —0.01
(1.91-3.32) (0.42—0.77) (0.36 to 0.78) (—0.31t0 0.34)  (—0.32 to 0.31)

Ty 7.51 0.93 0.11 0.08 1.00
(4.34—13.90) (0.80—0.98) (—0.23 to 0.44) (—0.60 to 0.68)

Ry 1.71 0.94 0.02 0.53 0.11

) (1.00—2.99) (0.83—0.98) (—0.34 to 0.38) (0.01 to 0.84) (—0.64 to 0.74)

E; 1.84 0.99 0.01 0.00 0.31
(0.90—3.47) (0.96—1.00) (—0.25 to 0.27) (—0.66 to 0.66)  (—0.56 to 0.84)

AlnY; 0.59 0.57 1.00 —0.07 0.12

) (0.46—0.76) (0.38—0.73) (—0.40 t0 0.28)  (—0.23 to 0.44)
Aln X, 3.13 0.60 0.45 0.03 0.13
) (2.41—4.01) (0.41—0.74) (0.16 to 0.66) (—0.29 t0 0.34)  (—0.17 to 0.42)

Aln M; 2.11 0.53 0.34 0.08 —0.02

(1.66—2.68) (0.33—0.69) (0.04 to 0.58) (—0.20 to 0.35)  (—0.27 to 0.24)

Note: For the model, we report the median from the simulated distribution of moments, computed from the 12,204
samples of length 92 periods each, which were generated by simulating the DSGE model using parameters bootstrapped
off the posterior distribution. The numbers in parenthesis are the 2.5th and the 97.5th percentiles of the simulated
distribution of moments. No filtering procedures were used. Aln implies that a variable is expressed in growth rates.
Both domestic inflation and the nominal interest rate are reported in annualized units.



Table 5: Variance decompositions. 5th median (bold) and 95th percentiles

1 quarter Domestic inflation Real exchange rate Interest rate Output Exports Imports

Stationary technology 0.075 0.114 0.160 0.000 0.004 0.011 0.021 0.038 0.061 0.002 0.014 0.033 0.000 0.003 0.007 0.000 0.003 0.007
Unit root technology 0.026 0.046 0.090 0.004 0.010 0.020 0.002 0.016 0.051 0.057 0.087 0.135 0.020 0.028 0.039 0.014 0.022 0.036
Investment specific technology 0.002 0.024 0.059 0.071 0.097 0.123 0.074 0.113 0.150 0.169 0.202 0.239 0.051 0.070 0.091 0.201 0.244 0.290
Asymmetric technology 0.002 0.004 0.008 0.011 0.014 0.018 0.000 0.001 0.004 0.004 0.006 0.009 0.019 0.027 0.038 0.013 0.018 0.024
Consumtion preference 0.012 0.037 0.059 0.024 0.038 0.058 0.035 0.066 0.094 0.090 0.124 0.161 0.015 0.025 0.040 0.023 0.033 0.046
Labour supply 0.152 0.201 0.254 0.001 0.010 0.028 0.039 0.070 0.107 0.002 0.023 0.053 0.001 0.005 0.014 0.000 0.003 0.010
Risk premium 0.006 0.013 0.024 0.077 0.098 0.122 0.038 0.052 0.069 0.049 0.063 0.081 0.037 0.051 0.068 0.086 0.112 0.140
Domestic markup 0.238 0.302 0.381 0.007 0.012 0.017 0.061 0.095 0.131 0.030 0.041 0.053 0.004 0.007 0.010 0.030 0.037 0.047
Import consumption markup 0.008 0.044 0.085 0.229 0.265 0.304 0.029 0.061 0.091 0.002 0.016 0.044 0.128 0.162 0.195 0.212 0.247 0.285
Import investment markup 0.002 0.022 0.062 0.112 0.146 0.182 0.008 0.038 0.068 0.004 0.027 0.054 0.083 0.105 0.129 0.001 0.014 0.040
Export markup 0.001 0.010 0.028 0.072 0.097 0.127 0.003 0.023 0.046 0.053 0.080 0.106 0.284 0.336 0.405 0.083 0.113 0.146
Monetary policy 0.017 0.037 0.059 0.059 0.071 0.087 0.211 0.274 0.357 0.091 0.118 0.151 0.027 0.038 0.051 0.013 0.027 0.042
Inflation target 0.061 0.100 0.155 0.013 0.021 0.033 0.028 0.048 0.078 0.021 0.036 0.060 0.006 0.010 0.018 0.001 0.004 0.011
Fiscal variables 0.006 0.012 0.021 0.003 0.005 0.008 0.019 0.031 0.044 0.050 0.057 0.067 0.001 0.003 0.005 0.001 0.002 0.004
Foreign variables 0.005 0.012 0.021 0.086 0.103 0.123 0.044 0.062 0.084 0.074 0.092 0.113 0.095 0.123 0.153 0.083 0.112 0.142
4 quarters Domestic inflation Real exchange rate Interest rate Output Exports Imports

Stationary technology 0.067 0.115 0.175 0.002 0.011 0.022 0.034 0.062 0.103 0.013 0.035 0.063 0.002 0.007 0.015 0.002 0.006 0.010
Unit root technology 0.040 0.070 0.137 0.000 0.004 0.014 0.008 0.032 0.096 0.072 0.115 0.184 0.022 0.034 0.051 0.033 0.052 0.081
Investment specific technology 0.004 0.046 0.101 0.104 0.132 0.162 0.110 0.175 0.241 0.202 0.237 0.281 0.071 0.094 0.120 0.197 0.239 0.285
Asymmetric technology 0.003 0.007 0.014 0.011 0.015 0.019 0.004 0.007 0.012 0.000 0.002 0.004 0.005 0.008 0.012 0.018 0.025 0.035
Consumtion preference 0.018 0.053 0.090 0.025 0.041 0.064 0.084 0.129 0.169 0.098 0.129 0.164 0.017 0.029 0.047 0.006 0.019 0.033
Labour supply 0.200 0.269 0.345 0.003 0.020 0.038 0.087 0.134 0.191 0.025 0.068 0.109 0.002 0.014 0.027 0.003 0.010 0.018
Risk premium 0.005 0.015 0.030 0.041 0.055 0.074 0.029 0.043 0.061 0.030 0.040 0.054 0.029 0.039 0.053 0.072 0.100 0.135
Domestic markup 0.012 0.025 0.039 0.004 0.007 0.011 0.012 0.026 0.044 0.017 0.025 0.037 0.003 0.005 0.008 0.000 0.002 0.005
Import consumption markup 0.017 0.076 0.139 0.259 0.304 0.353 0.002 0.025 0.070 0.002 0.021 0.049 0.156 0.189 0.227 0.148 0.185 0.224
Import investment markup 0.004 0.037 0.099 0.152 0.189 0.228 0.004 0.038 0.088 0.010 0.035 0.062 0.114 0.141 0.170 0.060 0.097 0.132
Export markup 0.001 0.012 0.041 0.075 0.106 0.141 0.019 0.058 0.088 0.057 0.082 0.108 0.283 0.333 0.394 0.108 0.150 0.196
Monetary policy 0.024 0.055 0.090 0.032 0.042 0.057 0.065 0.103 0.151 0.083 0.108 0.142 0.023 0.032 0.043 0.000 0.005 0.014
Inflation target 0.096 0.156 0.235 0.006 0.011 0.019 0.056 0.092 0.143 0.018 0.031 0.054 0.004 0.008 0.014 0.002 0.006 0.012
Fiscal variables 0.010 0.019 0.031 0.002 0.003 0.006 0.008 0.015 0.026 0.010 0.015 0.021 0.001 0.003 0.005 0.000 0.001 0.002
Foreign variables 0.005 0.013 0.024 0.037 0.053 0.072 0.025 0.039 0.057 0.031 0.043 0.057 0.044 0.057 0.072 0.067 0.098 0.130




Table 5 (cont.): Variance decompositions. 5th median (bold) and 95th percentiles

8 quarters Domestic inflation Real exchange rate Interest rate Output Exports Imports

Stationary technology 0.021 0.071 0.136 0.007 0.017 0.031 0.032 0.069 0.126 0.027 0.054 0.093 0.005 0.013 0.024 0.000 0.004 0.010
Unit root technology 0.043 0.075 0.152 0.000 0.003 0.014 0.025 0.054 0.133 0.092 0.150 0.244 0.028 0.047 0.078 0.062 0.101 0.163
Investment specific technology 0.016 0.089 0.146 0.119 0.148 0.185 0.059 0.137 0.227 0.190 0.240 0.295 0.086 0.113 0.145 0.061 0.120 0.192
Asymmetric technology 0.003 0.009 0.017 0.012 0.015 0.020 0.004 0.008 0.015 0.000 0.001 0.002 0.006 0.008 0.012 0.025 0.037 0.054
Consumtion preference 0.017 0.050 0.099 0.016 0.037 0.065 0.098 0.147 0.198 0.079 0.111 0.153 0.014 0.030 0.052 0.004 0.017 0.035
Labour supply 0.137 0.205 0.285 0.019 0.040 0.060 0.108 0.168 0.240 0.074 0.122 0.169 0.014 0.030 0.046 0.001 0.006 0.019
Risk premium 0.000 0.006 0.022 0.003 0.014 0.034 0.001 0.010 0.027 0.002 0.010 0.020 0.007 0.015 0.029 0.026 0.057 0.110
Domestic markup 0.013 0.025 0.042 0.000 0.002 0.005 0.001 0.007 0.015 0.009 0.015 0.024 0.001 0.002 0.005 0.008 0.012 0.016
Import consumption markup 0.033 0.106 0.181 0.256 0.308 0.366 0.004 0.041 0.114 0.001 0.013 0.040 0.167 0.208 0.255 0.083 0.121 0.166
Import investment markup 0.005 0.051 0.127 0.200 0.247 0.294 0.005 0.053 0.129 0.050 0.076 0.107 0.152 0.194 0.239 0.162 0.201 0.241
Export markup 0.001 0.011 0.048 0.059 0.093 0.137 0.019 0.052 0.079 0.037 0.058 0.081 0.201 0.283 0.364 0.128 0.185 0.252
Monetary policy 0.020 0.052 0.095 0.015 0.026 0.040 0.021 0.047 0.078 0.057 0.083 0.121 0.014 0.022 0.034 0.024 0.033 0.045
Inflation target 0.113 0.184 0.281 0.002 0.006 0.012 0.082 0.132 0.203 0.010 0.020 0.040 0.001 0.004 0.010 0.008 0.014 0.025
Fiscal variables 0.013 0.024 0.037 0.001 0.003 0.006 0.006 0.016 0.029 0.007 0.013 0.020 0.001 0.002 0.005 0.001 0.003 0.005
Foreign variables 0.003 0.009 0.017 0.020 0.030 0.041 0.012 0.024 0.037 0.007 0.014 0.024 0.009 0.018 0.030 0.041 0.068 0.105
20 quarters Domestic inflation Real exchange rate Interest rate Output Exports Imports

Stationary technology 0.001 0.016 0.073 0.006 0.017 0.036 0.005 0.036 0.101 0.018 0.047 0.091 0.005 0.014 0.030 0.009 0.018 0.031
Unit root technology 0.041 0.072 0.153 0.005 0.012 0.029 0.054 0.092 0.183 0.155 0.244 0.390 0.056 0.097 0.174 0.102 0.171 0.285
Investment specific technology 0.108 0.174 0.247 0.005 0.039 0.092 0.094 0.154 0.213 0.070 0.129 0.198 0.006 0.037 0.081 0.076 0.133 0.206
Asymmetric technology 0.008 0.017 0.030 0.014 0.020 0.029 0.004 0.012 0.024 0.003 0.005 0.009 0.011 0.017 0.025 0.036 0.054 0.080
Consumtion preference 0.016 0.046 0.108 0.007 0.031 0.072 0.043 0.111 0.183 0.002 0.029 0.108 0.006 0.026 0.061 0.018 0.038 0.061
Labour supply 0.004 0.040 0.103 0.025 0.044 0.071 0.053 0.104 0.174 0.079 0.121 0.179 0.020 0.036 0.060 0.030 0.045 0.065
Risk premium 0.001 0.005 0.014 0.011 0.019 0.029 0.002 0.009 0.018 0.002 0.006 0.015 0.008 0.015 0.023 0.012 0.053 0.083
Domestic markup 0.000 0.003 0.009 0.000 0.001 0.002 0.001 0.003 0.006 0.000 0.002 0.006 0.000 0.001 0.002 0.000 0.001 0.004
Import consumption markup 0.080 0.180 0.291 0.209 0.328 0.458 0.009 0.080 0.202 0.052 0.099 0.152 0.130 0.224 0.331 0.018 0.090 0.182
Import investment markup 0.013 0.099 0.204 0.267 0.387 0.501 0.006 0.067 0.228 0.128 0.192 0.261 0.201 0.319 0.434 0.081 0.186 0.288
Export markup 0.007 0.022 0.071 0.008 0.041 0.123 0.004 0.022 0.059 0.006 0.029 0.079 0.027 0.138 0.360 0.040 0.106 0.246
Monetary policy 0.001 0.005 0.032 0.003 0.009 0.022 0.001 0.009 0.021 0.012 0.027 0.057 0.003 0.008 0.019 0.001 0.007 0.016
Inflation target 0.139 0.234 0.368 0.000 0.001 0.004 0.128 0.201 0.305 0.000 0.003 0.009 0.000 0.001 0.004 0.001 0.003 0.007
Fiscal variables 0.016 0.027 0.038 0.003 0.006 0.009 0.014 0.027 0.041 0.010 0.017 0.025 0.002 0.005 0.008 0.002 0.004 0.006
Foreign variables 0.002 0.006 0.013 0.013 0.020 0.029 0.006 0.014 0.027 0.005 0.009 0.015 0.016 0.023 0.033 0.038 0.059 0.085




Figure 1: Data (bold) and one-sided predicted values (thin)

10

N A O

Domestic inflation

o N B

Investment

Employment

N

o

Import

World output

1980

1985

1990

1995

2000

Real wage

Real exchange rate
20 t

10 1

-10

Output

15

0.5

-0.5

Cons defl infl

e
NDODOODN

World inflation

N DO O

1980 1985 1990 1995 2000

Consumption
1
0
-1
Interest rate
15
10
5
Export

Invest defl infl

15

10

World interest rate
15
10

5

1980 1985 1990 1995 2000



Figure 2a: Prior and posterior distributions, friction parameters
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Figure 2b: Prior and posterior distributions, shock processes parameters

~ - \
0.4 0.4 0.6 0.8
P
0.4 0.8 0.85 0.9 0.95
/\&G
zZ
JE— e— - - _ — — —_— —_ — _ — / - / — - — — —
0.6 0.8 1 1 0.2 0.4 0.6

0.4

R
0.1 0.2 0.3 0.4 0.5 1 15 2 0.4 0.6 0.8 0.2 0.4 0.6
c_, o)
z bar
- — - Prior
i —— Posterior
— — ~ ~—~
0.5 1 15 0.1 0.2 0.3




Figure 2c: Prior and posterior distributions, policy parameters

<N
/
7 \
/
— ~ A ™~
0.5 1.3
— —_ = : -~ -~ )
0 0.1 0.2 0.3 0.4 0.5 0.6 -0.15 -01  -0.05 0 0.05 0.1 0.15
r r
y Ay
s 7
/
/ A
Y — — Prior
% | —— Posterior
= — ! = /\ - 1 1 4 =

0 0.05 0.1 0.15 0.2 0.25 0.3 -0.05 0 0.05 0.1 0.15 0.2 0.25



Figure 3: Smoothed (two-sided) estimates of the unobserved shocks
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Figure 4: Autocovariance functions
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Note: VAR (thick), DSGE posterior median (thin) and DSGE 95% posterior probablity density (dashed).



Figure ba: Impulse responses to a unit root technology shock
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Figure 5b: Impulse responses to a stationary technology shock
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Figure 5c¢: Impulse responses to a investment specific technology shock
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Figure 5d: Impulse responses to an asymmetric technology shock
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Figure 5e: Impulse responses to a consumption preference shock
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Figure 5f: Impulse responses to a labour supply shock
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Figure 5g: Impulse responses to a
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Figure 5h: Impulse responses to a domestic markup shock
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Figure 5i: Impulse responses to an imported consumption markup shock

Domestic inflation Real wage Consumption

-0.1

-0.2

-0.3

0.4
Real exchange rate Interest rate
15 0 0 0.2
1 -0.005 0.1
1
0.5 _— = -0.01 0
2
0 -0.015-0.1
-05 -3 -0.02 -0.2
Employment Output Export
03 0.6 0 0
0.01 0.01
02 0.4 -0.005

-0.01

-0.015

-0.02

Cons defl infl
0 0 0 0 05 0
. } ‘

05 -0.005-0.2 0,005 0 3 -0.01
-1 -0.01 -04 -0.01 -0.5 -0.02
15 -0.015-0.6 0015 -1 -0.03
2 0.02 -0.8 -0.02 -15 -0.04

0 5 10 15 20 0 5 10 15 20 0 5 10 15 20

Note: Benchmark (solid, left axis) and flexible prices and wages (dashed, right axis).
Figure 5j: Impulse responses to an imported investment markup shock

Domestic inflation Real wage Consumption
0.3 0.8
0.01
0.2 0.6
0.1 0.4
0 0.2
0.1 0
Investment Real exchange rate Interest rate

Employment Output Export

Import Cons defl infl Invest defl infl

Note: Benchmark (solid, left axis) and flexible prices and wages (dashed, right axis).



Figure 5k: Impulse responses to an export markup shock
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Figure 51: Impulse responses to a monetary policy shock
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Figure 6: Historical decompositions, data (thick) and model (thin)
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