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Abstract

This paper studies the relation between macroeconomic fluctuations and corporate defaults while conditioning on industry affiliation and an extensive set of firm-specific factors. Using a logit approach on a panel data set for all incorporated Swedish businesses over 1990-2002, we find strong evidence for a substantial and stable impact of aggregate fluctuations. Macroeffects differ across industries in an economically intuitive way. Out-of-sample evaluations show our approach is superior to both models that exclude macro information and best fitting naive forecasting models. While firm-specific factors are useful in ranking firms’ relative riskiness, macroeconomic factors capture fluctuations in the absolute risk level.
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1 Introduction

The start-up and closing of businesses are two of the very fundamental events in economic life. Their rates of occurrence are associated with innovation and growth, and economic slowdowns, or even downturns, respectively. In spite of their fundamental importance, our understanding of these events is far from complete; little is known about the extent to which macroeconomic conditions influence the likelihood of start-ups and closings taking place. Recent economic events in the world economy, and the U.S. in particular, have once more confirmed that our understanding of the mechanisms by which and the extent to which the fortunes of businesses are influenced by broader economic conditions is still far from perfect. This is reflected in the difficulties economists experience in predicting the development of the economy in times of economic distress, in part due to a limited understanding of microeconomic responses to aggregate fluctuations.

The aim of this paper is to shed more light on the dynamics of business defaults and, in particular, the interaction between macroeconomic fluctuations on the one hand, and the firms’ individual likelihood as well as the aggregate rate of default on the other hand. For this purpose we employ a new panel data set with detailed firm-level information on all incorporated Swedish businesses over the period 1990Q1-2002Q4. The panel contains more than 10 million data points and an average of over 200,000 firms per point in time. The length and width of this panel allow us to do several things that previous work has been unable to carry out. Among other things we can consider industry-specific effects of macroeconomic fluctuations and do extensive out-of-sample testing of our models in both the cross-sectional and time-series dimensions.


Over time the average default frequency and individual default probabilities display substantial variation, in a way that suggests co-movement with macroeconomic and financial variables.
For aggregate default rates in the U.S. corporate bond market, the importance of macroeconomic conditions is well-documented by Blume, Keim and Patel (1991), Jonsson and Fridson (1996) and Helwege and Kleiman (1997). However, relatively little effort has been made to investigate the importance of macroeconomic fluctuations for business defaults, particularly for privately held companies. Recent work by Duffie, Saita and Wang (2007), Carling, Jacobson, Lindé and Roszbach (2007), Pesaran, Schuermann, Treutler and Weiner (2006) and Jacobson, Lindé and Roszbach (2005) provides some first empirical evidence that firm-specific factors alone cannot fully explain the variation in corporate default rates and the term structure of default probabilities. In these studies adding macroeconomic information contributes to explaining the likelihood of defaults. Using panel data on listed U.S. industrial firms, Duffie et al. (2007) find that macro variables, such as GDP growth and personal income growth, and firm size have no significant explanatory power for bankruptcy and default rates. Their model uses the distance-to-default as well as the trailing one-year stock return as firm-specific controls and the three-month T-bill rate and the one-year S&P 500 return as macro-financial covariates. Duffie et al. (2007) attain out-of-sample accuracy rates of over 80%.1 Carling et al. (2007) document the significance of macroeconomic variables for Swedish loan defaults. Pesaran et al. (2006) focus on setting up a model that links credit losses to macroeconomic variables and use a large number of macro variables in a GVAR model to generate changes in Merton-model default probabilities for a hypothetical loan portfolio. Jacobson et al. (2005) follow a similar approach but link macro variables to a reduced-form model of loan defaults. Hackbarth, Miao and Morellec (2006) provide a first theoretical model of the mechanism through which macroeconomic conditions affect default risk. They argue that when cash flows depend on economic conditions, firms’ optimal default thresholds will be affected by aggregate shocks. Hence aggregate shocks can trigger simultaneous defaults.

---

1Duffie et al. base their bankruptcy definition on the coding system in the Moody’s database. This includes the following events: Bankruptcy, Bankruptcy Section 77, Chapter 10, Chapter 11, Chapter 7, and Prepackaged Chapter 11. A bankruptcy is also recorded when Compustat indicates Chapter 11 or Chapter 7. In some cases they record bankruptcy based on information from Bloomberg or other data sources. Defaults (see below) that eventually led to bankruptcies are sometimes not counted as bankruptcy exits if such a default was triggered earlier than the bankruptcy, for example by a missed debt payment. Defaults are defined as the occurrence of a bankruptcy as above or any of the following additional default types in the Moody’s database: distressed exchange, dividend omission, grace-period default, indenture modified, missed interest payment, missed principal and interest payments, missed principal payment, payment moratorium, and suspension of payments. They also encompass any defaults recorded in Bloomberg and other data sources.
This paper is probably closest to Duffie et al. (2007), although we adopt a different methodology and use a very different data set. Our findings are consistent with those in Duffie et al. and most of the above-mentioned literature, but we are able to make several new contributions. First, we have access to an unusually large panel data set that includes all incorporated Swedish firms for a period covering several economic upturns and downturns. Hence our findings provide insights into the significance of aggregate fluctuations for both listed and privately held firms, the latter group typically being responsible for over half of GDP in developed economies. This feature is of importance because Merton-like models of default, which are based on stock price information, can only be applied to listed companies. Second, we can make use of a nearly exhaustive set of firm-specific background variables. This allows us to look carefully at the importance of and interaction between firm-specific variables and macroeconomic information - an area that is more or less unexplored. Having access to a large set of firm specific controls makes it possible to eliminate any chance that the empirical significance of macro variables for default probabilities is (partially) an artifact of a shortage of firm-specific controls. Third, the length of our panel enables us to do extensive out-of-sample performance tests of our model. Finally, the width of our panel permits us to investigate the relation between aggregate fluctuations and firm-defaults across industries. By isolating and comparing industry-specific effects of macro aggregates we get an additional measure of the robustness of the impact these macro variables have on business defaults.

We adopt a standard econometric specification and estimate logistic regressions on firm-level default risk. In addition to an extensive set of financial statement variables and payment remarks, reflecting a firm’s financial track record, we include four standard macroeconomic variables. The default risk models are estimated both at an economy-wide level and for industries at the one-digit level on the sub-sample covering 1990Q1 – 1999Q4. For this period, we have 8,106,138 observations on roughly 250,000 firms. We assess the in-sample fit of the estimated models along with a thorough examination of the models’ out-of-sample performance over the period 2000Q1 – 2002Q4. Because the aggregate default frequency and macroeconomic aggre-
gates displayed a substantial amount of volatility during the 1990s, we consider the out-of-sample tests as an important step in our assessment of the extent to which our model can be viewed as causal. Out-of-sample accuracy for the economy-wide and the industry models lends support for our hypothesis that aggregate fluctuations are important for understanding default behavior at the firm level, over and above the effect of an extensive set of firm-specific factors.

Our main findings are as follows. First, we find that macroeconomic variables are important for explaining the time-varying likelihood of default. Firm-specific variables are very useful for ranking firms according to their relative riskiness, but macroeconomic variables are of crucial importance for explaining variation in the level of default risk over time. Second, our analysis also suggests that considering only macro variables while ignoring relevant firm-specific information leads to a substantial loss of out-of-sample accuracy. Third, the quantitative effects of aggregate fluctuations in the industry-specific models are such that they support the notion that the macro factors we consider have truly causal effects. For example, demand and interest rate conditions have a particularly strong impact on the construction and real-estate sectors while the dependence of the agricultural sector on the macroeconomic stance is relatively weak. Fourth, we show that models estimated on cross-sectional data suffer from a substantial parameter instability. Fifth, we document that the estimated default risk models perform very well out-of-sample, along the cross-sectional and the time-series dimensions as well as at the aggregate and the industry levels. As may be expected, industry-specific models typically have a clear edge over a single economy-wide model when evaluated at the industry level. However, when evaluated at an economy-wide level, this advantage more or less vanishes. By and large, we think these findings are of great interest, since they imply that even economic outcomes that are generated in a period with extreme aggregate fluctuations, such as the Swedish banking crisis in the early 1990s, can be captured by a default risk model with constant parameters over time.

The remainder of this paper is structured as follows. In the next section, we present our micro and macro data sets. The logistic regression results are presented in Section 3 for two versions of the model, one where only firm-specific variables are included and another where the model is extended with macroeconomic variables. We also compare the industry-specific models with the estimation results of an economy-wide model, and make an assessment of the in-sample fit of the estimated models. In Section 4, we undertake a thorough out-of-sample investigation of the estimated models along three dimensions: i) the fit of the models in terms of adjusted $R^2$, ii) the root mean squared prediction errors and iii) the accuracy of the default risk ranking.
The former two measures are studied at the industry and the economy-wide level, while the latter criterion is an assessment of the microeconomic relevance. Finally, Section 5 concludes.

2 Data

In this section we will, at some length, discuss the very large micro data set at hand. We also briefly cover the macro data.

2.1 Micro data

The firm data set is a panel consisting of 10,720,386 quarterly observations on the stock of Swedish aktiebolag, or firms, between January 1, 1990, and December 31, 2002, hence covering a period of 13 years. Aktiebolag are by approximation the Swedish equivalent of US corporations and UK limited liability businesses. Swedish law requires every aktiebolag to have at least SEK 100,000 (approximately US$ 15,000) of equity to be eligible for registration at Bolagsverket, the Swedish Companies Registration Office (SCRO). Swedish corporations are also required to submit an annual report to the SCRO. Although the corporate sector in Sweden also includes small firms such as general partnerships, limited partnerships, and sole proprietors, we will not include them in the analyses for a number of reasons. First, these firms do not submit yearly financial statements and hence require model specifications that do not involve financial ratios. Second, the incorporated firms that we model account for an overwhelmingly large fraction of Swedish bank loans to firms. Third, corporations display a more pronounced cyclical variation in default risk; see Jacobson and Lindé (2000).

The firm data have been obtained from Upplysningscentralen AB (UC), the leading credit bureau in Sweden, independently operated but jointly owned by the Swedish banks. The UC data come from two general sources. The first concerns balance-sheet and income-statement data from the firms’ compulsory annual reports submitted to the SCRO. These annual report data cover the period January 1, 1989, to December 31, 2002, and the format is in accordance with European Union standards.

The second information source is atypical in the default literature and somewhat unique for Sweden. The credit bureau systematically collects information about events related to firms’ payment behavior from all relevant sources, e.g., the Swedish retail banks, the Swedish tax au-
The credit bureau thus has a register of more than 60 different payment remarks concerning foremost credit and tax-related events but also records of various steps in the legal procedures leading up to formal bankruptcy. The information in the register involves a flag for the occurrence of an event in the form of a date and the amount of due payment (if applicable). Some examples of registered events are delays in tax payments, the repossession of delivered goods, the seizure of property, the restructuring of loans, and actual bankruptcy. The storage and usage of payment remarks are regulated by the Credit Information Act and the Personal Data Act are overseen by the Swedish Data Inspection Board. Payment remarks turn out to be powerful predictors of default in practice. With a record of remarks individuals will usually not be granted any new bank loans, and businesses can find it very difficult to open new lines of credit.

For this study, we define the population of existing firms in quarter $t$ as the firms that have issued a financial statement covering that quarter and are classified as “active,” i.e., the firm has reported total sales and total assets in excess of 1,000 SEK (roughly US$ 150). However, since there are firms that neglect to fulfil their reporting obligation, a behavior typically associated with distress, we would miss an important segment of firms by only considering those that submit annual reports regularly. Hence we will add the firms that, according to the data set with payment remarks, are classified as defaulted firms in quarter $t$. Many firms that default choose not to submit their compulsory annual reports in that year or even for a number of years prior to default. Hence, the only records of their existence that we have come from the payment remark registers. We adopt the following definition of a default: a firm has default status if any of the following events has occurred: the firm is declared legally bankrupt, has suspended payments, has negotiated a debt composition settlement, is undergoing a re-construction, or is distraint without assets. More details on the construction of the default variable are provided in the Appendix.

In Table 1, we report the means and standard deviations for a set of accounting ratios, payment remarks, and a variable that measures the average elapsed time since the last issued financial report. The table distinguishes between defaulted and non-defaulted firms, at the aggregate as well as the industry level, for the in-sample period 1990Q1 – 1999Q4, that is, the sub-sample period for which we will specify and estimate all subsequent models. The out-of-

---

5 District courts, the Swedish Enforcement Authority, the Swedish Companies Registration Office, and debt collection firms, among others.
sample period, 2000Q1 – 2002Q4, is saved to allow for extensive model-evaluation exercises. Analyses of industry effects will be conducted at the one-digit level to ensure sufficiently many default observations in each industry in both the cross-sectional and the time series dimensions. The ten industries are; agriculture, manufacturing, construction, retail, hotel and restaurant, transportation, banking, finance and insurance, real-estate, consulting and rental, and finally a residual industry labelled "not classified".

Because of the varying availability of data, the statistics in Table 1 are calculated based on slightly different numbers of observations for the variables in a given industry. Dealing with micro data sets of this size invariably involves dealing with outliers. As indicated by the large standard errors in Panel A of Table 1, showing non-winsorized data, there are some accounting data observations that clearly are severe outliers. These observations would distort the estimation results if they were to be included in the logit model and therefore, we have winsorized the top and bottom 1 percent observations for the accounting variables in each industry. Given the large number of observations in our data set, this approach is practically more or less equivalent to simply deleting 1 percent of the observations that have accounting data that fall outside a certain region. Note that we choose to winsorize the observations in each industry separately, rather than at the aggregate level, thereby implicitly allowing for dispersion and different means in different industries. Panel B of Table 1 shows the descriptive statistics for the truncated micro data set.

In deciding on the set of financial ratios in Table 1, we evaluated a larger number of frequently used ratios in often-cited articles on bankruptcy risk and the balance-sheet channel. The six financial ratios reported show the strongest correlations with our definition and measure of default: earnings before interest, depreciation, taxes and amortization (EBITDA) over total assets (TA) (earnings ratio); interest payments (IP) over the sum of interest payments and earnings before interest, depreciation, taxes and amortization (interest coverage ratio); total liabilities (TL) over total assets (leverage ratio); total liabilities over total sales (TS) (debt

---

6 Winsorization is quite common in the literature using financial ratios to avoid outliers that are created by near-zero denominators. Shumway (2001) winsorizes the top and bottom 1 percent of all observations. It should be emphasized that the results are robust to varying the winsorization rate between 0.5 and 2 percent.

7 From Table 1, comparison of the descriptive statistics for the unwinsorized data makes it clear that defaulted firms are disproportionally more affected when winsorizing all observations jointly. Since the PAYREMARK, TAXARREARS, PAYDIV and TTLFS are dummy variables that are unaffected by choice of winsorization procedure, a joint one could lead to underestimation of the importance of the accounting data variables in the default risk model relative to these dummy variables. To check the robustness of our chosen approach, we used an alternative approach where we truncated the healthy and defaulted firms separately. As expected, the estimation results of the default-risk model with this alternative winsorization suggest a somewhat larger role for the accounting ratios, but the overall picture remains the same.

ratio); liquid assets (LA) in relation to total liabilities (quick ratio); and inventories (I) over total sales (inventory turnover ratio). These six ratios were selected following a two-step procedure. First, the univariate relationship between the ratio and default risk was investigated. By visual inspection, ratios that lacked any correlation with default risk were eliminated from the set of candidate explanatory variables. Figure 1 illustrates this for the six selected ratios by comparing default rates (solid line) and the cumulative distributions of the variables (dotted line) for all observations in the panel 1990Q1 – 1999Q4. The default rate for a given observation of a ratio is calculated as an average over the interval of +/- 5000 adjacent observations in the empirical distribution of the ratio at hand. Given the density of the observations, there is a positive relationship between default and the leverage, interest coverage and turnover ratios, while the figure suggests a negative relationship for both the debt and the liquidity ratios. The diagrams in Figure 1 suggest that the relationship between default and the earnings ratio, total liability over total sales ratio and interest costs over the sum of interest costs and earnings are non-linear. For instance, for the interest coverage variable, this relationship is perhaps what one would have expected. The ratio can turn highly negative if earnings are negative and slightly larger than interest payments in absolute value, which is intuitively associated with an increased risk of default. On the other tack, large interest payments and low earnings will also make this ratio large, which is likewise associated with an increased default risk. Similar reasoning can be be applied to the other ratios. What is important to note is that this non-linear feature of some financial ratios does not imply that these variables are uninformative for default risk in the empirical models, even when entered linearly in the logit model. The reason for this is that the co-variation between these financial ratios in the cross section is substantial, which makes each of these variables contribute to predicting default risk in the joint empirical model. Taking these insights into account, Figure 1 confirms the picture emerging from Table 1: there is a clear difference between healthy and defaulted firms for these variables. In the accounting data, we also have information on whether a firm has paid out dividends to shareholders or not. We therefore include this information as a dummy variable (PAYDIV) in the model, taking a value of one if the firm paid out dividends and zero otherwise.

As mentioned previously, some firms classified as active or defaulted did not submit a financial

---

9 It should be noted that the level of debt, in addition to the leverage ratio (TLi,t/TAi,t) for firm i in period t, contains predictive power for default. We therefore decided to include TLi,t as a separate variable, but scaled it with average total sales in period t to obtain a stationary ratio. Thus, the debt-to-sales ratio is defined as TLi,t/TSi,t, where TSi denotes average total sales in period t.

10 For instance, taking the square of the interest coverage ratio, which, judging by Figure 1, would seem appropriate in a single-variable analysis, reduces the explanatory power of this variable in the multivariate model.
report in every period, leading to a missing observation problem. Rather than excluding such firms from the sample, we replace missing values by imputing the panel mean for the joint set of defaulted/non-defaulted firms. In order to capture the relationship between the failure to a financial statement and subsequent default, we also include a dummy variable, denoted TTLFS, which equals unity if a firm has not issued a financial statement one and a half years prior to the current quarter, and zero otherwise.\footnote{Three things worth noting in connection with the definition of TTLFS. First, this information is assumed to be available with a 6-quarter time lag, since financial statements for year $\tau$ are typically available in the third quarter of year $\tau + 1$. By letting this dummy variable equal unity with a 6-quarter time lag in relevant cases, we account for the real-time delay. Second, given the way we define the population of existing firms, firms that recently registered and entered into the panel would automatically be assigned TTLFS = 1 in the third quarter of their existence, since they have not, of course, issued any financial statement prior to entering. For these new firms, TTLFS has been set to 0 and the accounting data variables have been taken from their first yearly balance sheet and income statement. Third, for defaulting firms that are in the panel but on no occasion submitted an annual report, we also set TTLFS equal to 0. This is the case for 49,202 out of 123,023 defaulting firms in the panel. So, although TTLFS turns out to be very important in the default-risk model, by construction the importance of this variable is down-played rather than exaggerated.} By comparing defaulting and healthy firms in Table 1 we see that this mechanism is at work in the panel.

For the remark variables, we employ the same approach as in Carling et al. (2007) and use simple dummy variables by setting them to unity if certain remarks existed for the firm during the year prior to quarter $t$, and 0 otherwise. An intuitively reasonable starting point was to find remark events that (i) lead default in time as much as possible and (ii) are highly correlated with default. As it turns out, many payment remark variables are either contemporaneously correlated with default or lack a significant correlation with default behavior. For our final model, we constructed the PAYREMARK variable as a composite dummy of four events: "a bankruptcy petition," "the issuance of a court order - because of absence during the court hearing - to pay a debt," "the seizure of property," and "having a non-performing loan." The TAXARREARS variable reflects whether the firm is in various tax arrears. It should be emphasized, although it is evident from Panel B in Table 1, that the constructed payment remark variables that we consider do not automatically imply a subsequent default incident, so there are no tautological issues involved in using these variables to predict default events.

There is some, but not very much, variation in the average financial ratios and payment remark variables across industries, and in general the differences between defaulted and non-defaulted firms display similar patterns in all industries. So, for example, in Table 1, panel B, we see that the shares of defaulted firms that have received payment remarks are around 0.15 and 0.45, respectively, whereas corresponding shares for non-defaulted firms are 0.00 and 0.03. The hotel and restaurant industry is the outlier. Hence, these firms have the lowest earnings ratios, largest debt ratios, greatest occurrences of payment remarks and least of dividend payments,
and as a consequence, the largest default rate over all.

2.2 Macro data

In this paper, we will make use of the same macrodata set as in earlier work, (see Jacobson et al. (2005)) and consider the output gap (i.e., the deviation of GDP from its trend value), the yearly inflation rate (measured as the fourth difference of the GDP deflator), the REPO nominal interest rate (a short-term interest rate, set by the Riksbank ), and the real exchange rate.\(^{12}\)

The output-gap series is by construction a detrended variable. Since the real exchange rate is also characterized by a strong trend during the sample period, this variable is detrended as well in order to allow for a closer relationship with firm default. Since Sweden is a small and open economy with a large foreign trade sector, one should consider the importance of conditioning on foreign variables in the empirical analyses as well. Our results suggest that while foreign variables are an important source of fluctuations in Swedish macro variables (see Lindé, 2002), it is not necessary to condition directly on foreign variables in the default risk models if the above-mentioned domestic variables are included. The aggregate time series are depicted in Figure 2.\(^{13}\)

In the output-gap series in Figure 2 there is clear evidence of the deep recession in the beginning of the 1990s with a negative output gap of more than 4 percent in 1993. The general economic improvement of 1994-1996 is also evident. This can also be seen in the inflation and interest rate series that both peak in the early 90s and then come down in the recovery phase.

3 The default-risk models: Estimation and in-sample fit

In this section, we examine if default risk at the firm level is affected by aggregate fluctuations over and above the set of firm-specific information that we have at our disposal for all incorporated firms.

We study the in-sample gains of estimating separate models for each industry and assess the role of aggregate fluctuations for improving the models’ fit. The in-sample period is chosen to be 1990Q1 – 1999Q4.

---

\(^{12}\) The real exchange rate is measured as the nominal TCW-weighted (TCW= trade competitive weights) exchange rate times the TCW-weighted foreign price level (CPI deflators) divided by the domestic CPI deflator.

\(^{13}\) The macro data set has been adopted from Lindé (2002) and is based on an estimated vector autoregressive model (VAR) for Sweden and the period 1986Q3 – 2002Q4. The trends for the variables are estimated by means of a dynamic simulation of the estimated VAR under the assumption of no shocks hitting the equations. The detrended variables are then computed as actual values minus the trend values. It should be noted, however, that using HP-filtered data for output and the real exchange rate produces very similar results to those reported.
3.1 The default-risk models

The reduced-form statistical model that we employ for estimating probabilities of default for all Swedish incorporated firms is similar to the logit approach used in Shumway (2001), and in Jacobson, Lindé and Roszbach (2005). The specification includes both firm-specific \( x_{i,t} \) and macroeconomic explanatory variables \( z_t \). Using a reduced-form model both avoids the problem that the Merton (1974) model cannot be implemented for privately held companies without very strong assumptions and enables us to use a unified approach for all businesses, both privately and publicly held. Our approach is consistent with the theoretical ideas in Hackbarth, Miao and Morellec (2007), who argue that aggregate shocks can trigger simultaneous defaults. Thus we propose to estimate the following model:

\[
y_{i,t} = x_{i,t} \beta + z_t \gamma + \epsilon_{i,t},
\]

where

\[
y_{i,t} = \begin{cases} 
1 & \text{if } x_{i,t} \beta + z_t \gamma + \epsilon_{i,t} \geq 0 \text{ (firm defaults)} \\
0 & \text{if } x_{i,t} \beta + z_t \gamma + \epsilon_{i,t} < 0 \text{ (firm stays in business)}
\end{cases}
\]

under the assumption that the vector of firm-specific regressors (i.e. \( x_{i,t} \)) and the macroeconomic variables we consider (collected in the vector \( z_t \)) are stochastically independent w.r.t. the error term \( \epsilon_{i,t} \). We also make the assumption that the errors are independent between both firms and time points, i.e., \( f(\epsilon_{i,t}, \epsilon_{j,t}) = f(\epsilon_{i,t}) f(\epsilon_{j,t}) \) for \( i \neq j \) and \( f(\epsilon_{i,t}, \epsilon_{i,t+p}) = f(\epsilon_{i,t}) f(\epsilon_{i,t+p}) \) for \( p \neq 0 \).

We use standard macro variables in the model: a measure of the output gap, the domestic yearly inflation rate, the REPO rate (a short-term nominal interest rate controlled by the Swedish central bank), and the real exchange rate. These variables are depicted in Figure 2. Although the literature does not offer a strong theoretical basis for selecting macro variables, we think a priori that these variables could credibly have measurable impact on the default risk of any given firm. The output gap is intended as an indicator of demand conditions, i.e., increased demand in the economy is expected to reduce default risk. We also include the nominal interest rate in \( z_t \) because credit conditions facing firms, in particular firms in distress, are likely to be tightly linked to levels of the interest rate. In addition, the nominal interest rate displayed considerable variation during the recession in the early 1990s but has since come down substantially, after the adoption of an inflation target in Sweden.\(^{14}\)

\(^{14}\) The REPO rate was extremely high in the third quarter of 1992 due to the Riksbank having raised the so-called marginal interest rate to 500 percent, unexpectedly and temporarily, in an attempt to defend the fixed exchange rate.
deprecation rendering improved competitiveness to Swedish firms. The inflation rate may also be important for firms’ pricing decisions; higher inflation rates are associated with less certainty about correct relative prices and may thus lead to potentially higher default risks.

3.2 Estimation results

To document how aggregate variables contribute to the default risk models, we present estimation results for two specifications: one with and one without macroeconomic variables. Moreover, results are presented for ten industry-specific models, as well as an economy-wide model (all firms in all industries jointly modelled), and also results achieved by aggregating across the industry models using industry size as weights.

Table 2 contains estimation results for a model with firm-specific determinants of default risk only (i.e., the six financial ratios augmented with the dummy variables PAYDIV, TTLFS, PAYREMARK, and TAXARREARS), while Table 3 shows results with the macroeconomic variables added.

Since the firms’ annual financial reports are typically submitted with a significant time lag, it cannot in general be assumed that accounting data for year \( \tau \) are available during, or even at the end of, year \( \tau \) and enable forecasted default risks for the year \( \tau + 1 \). To account for this, we have lagged all accounting data by 4 quarters in the estimations. For most firms, which report balance-sheet and income-statement data over calendar years, this means that data for year \( \tau \) are assumed to have been available in the first quarter of year \( \tau + 1 \). It should be emphasized that our decision to lag the accounting data 4 quarters in the estimation in order to make the model “operational” in real time has minor implications for the estimated coefficients. When re-estimating the model using contemporaneous data instead, the estimation results were found to be very similar to the ones reported in Tables 2 and 3.\footnote{In addition to the coefficients reported in Tables 2 and 3, three more variables were included (but not reported). First, an industry-specific intercept. Second, since the bankruptcy rate is systematically lower in the third quarter (most likely due to Swedish courts’ summer holiday period in July-August), a seasonal dummy is included to capture this phenomenon. Third, because no data on the payment records of firms (i.e., the dummy variables PAYREMARK and TAXARREARS) exist prior to 1992Q3 for legal storage reasons, the models also include one additional variable common to all \( i \) firms that is constructed to be an estimate of the average value of the sum of the payment record variables PAYREMARK and TAXARREARS for the quarters 1990Q1-1992Q2. This variable was constructed by estimating a logit model for the event of either of the dummy variables PAYREMARK and TAXARREARS taking on the value 0 or 1 for the period 1992Q3-1999Q2, using all the variables in the model in Table 3 as regressors (except PAYREMARK and TAXARREARS, of course). The imputed average value for this variable for the period 1990Q1-1992Q2 (after 1992Q2, it is set to nil) was then the estimated dummy coefficient in the VAR that we used to compute the output gap and the real exchange rate gap equals 28.2 in the REPO-rate equation. On the basis of this, we have adjusted the REPO rate for this quarter to equal 9.8 percent instead of 38 percent.}
The results in Table 2 show that the firm-specific information we consider is indeed important for explaining default behavior in both the industry-specific models and in the economy-wide model. In particular, the indicator variable TTLFS (which takes a value of 1 if a firm has not filed an annual report on time, and 0 otherwise) and the variables for remarks on firms’ payment records are very powerful predictors of default. Among the financial ratios we find the leverage ratio and the debt ratios TL/TA and TL/TS as well as the earnings ratio to be quite useful. However, the turnover ratio, the quick ratio, and the interest coverage ratio appear to be less important. Moreover, the roles played by financial ratios in the various industry models differ substantially; while accounting data are less important in the financial services (bank, finance and insurance) sector, it is more important in the manufacturing industry. In the hotel and restaurant sector, we find that the I/TS coefficient is large, whereas it is zero, or even negative, in the agriculture and construction industries, respectively. The coefficients for the payment remarks and the indicator variable TTLFS are quite similar across industries. So to the extent that these variables are the more important ones for explaining firm default behavior, there is no clear gain at the firm-specific level from conditioning on industry. Finally, a reassuring feature of the results in Tables 2 and 3 is that the coefficients for the firm-specific variables do not change substantially when the model is augmented with the macroeconomic variables. In particular, coefficients for the financial ratios in Table 2 are in general very similar to the ones in Table 3.

Turning to the estimation results presented in Table 3 for models with the macroeconomic variables included, we find that all coefficients are significant in the economy-wide model, with the exception of inflation, and have the expected signs. The notion of conditioning on macroeconomic variables in default risk modeling is given further support by the industry-specific constructed as the average estimated probability for each firm and period, i.e., $RD_t = \frac{1}{N_t} \sum_{i=1}^{N_t} \hat{p}_{i,t}$, where $\hat{p}_{i,t}$ denotes the estimated probability for firm $i$ in period $t$ to have either PAYREMARK or TAXARREARS greater than zero, and $N_t$ denotes the number of firms in period $t$. The largest gain in including this variable is that presumably the effects of macroeconomic variables in Table 3 are somewhat more accurately captured. For the coefficients of the firm-specific variables this imputation is of little consequence.

Regarding the importance of the accounting data in the model, we would like to emphasize the following. Firms issue annual financial statements, which we transform into quarterly observations by assuming that the variables for a firm remain constant over the quarters in a given reporting period. By defining a default event at quarterly frequency, our transformation procedure could potentially lead to underestimation of the importance of the financial statement variables in the default-risk model. As a robustness check we estimated the default-risk models on an annual frequency instead and found that the coefficients for the accounting variables are quite similar for either frequency specification. In the economy-wide model, only the coefficients for the earnings ratio, EBITDA/TA, and the leverage ratio, TL/TA, were found to be slightly lower/higher ($-1.13/0.59$ instead of $-0.95/0.49$, respectively). The coefficients for the other accounting variables were found to be very similar. As for the indicator variables, TAXARREARS and TTLFS were found to be somewhat smaller in the annual model ($2.30/3.07$ instead of $2.57/3.67$, respectively), but the coefficients for the other dummy variables PAYREMARK and PAYDIV were basically unaffected.

16 Note that a larger value for the real exchange rate implies a depreciation and therefore a negative estimated coefficient for this variable implies that a depreciation on average reduces the risk of default at a given point in time.
model results. Table 3 shows that the impact of the macroeconomic factors is estimated to be more important in the industries that are arguably more cyclical. In other words, the size of macroeconomic effects on default varies across industries in an intuitively reasonable way. For instance, both the output gap and the nominal interest rate are relatively more important in the construction and the real estate sectors in comparison with other industries, and the nominal interest rate is also quite naturally found to be very important for the financial services sector.

The macro variables inflation and the real exchange rate are less important from a quantitative perspective, and in most industries coefficients are not statistically significant. However, it is reassuring to find that a depreciating real exchange rate (i.e., lower value, see Figure 2) is associated with a significantly lower default risk in the manufacturing sector, which is the most export-oriented industry. As a robustness check, we examined a model allowing for possibly non-linear relationships between default and the financial ratios and found that the macroeconomic variables are still highly significant and quantitatively important.18

Finally, we would like to emphasize that the gain in using firm-specific data for default-risk modelling is substantial. OLS estimates (TSLS give very similar results) for a model of the average quarterly default rate on average financial ratios and the four macro variables are:

\[
df_t = -0.15 \pm 0.09 + 0.15 \left( \frac{\text{EBITDA}}{\text{TA}} \right)_t + 0.19 \left( \frac{\text{TL}}{\text{TA}} \right)_t + 0.06 \left( \frac{\text{LA}}{\text{TL}} \right)_t \ldots \\
-0.26 \left( \frac{\text{I}}{\text{TS}} \right)_t - 0.04 \left( \frac{\text{TL}}{\text{TS}} \right)_t + 0.21 \left( \frac{\text{IP}}{\text{IP+EBITDA}} \right)_t \ldots \\
-0.11 y_{d,t} - 0.03 \pi_{d,t} + 0.07 R_{d,t} - 0.005 q_t + \hat{u}_{df,t},
\]

\[R^2 = 0.91, \quad DW = 2.15, \quad \text{Sample: 1990Q1 − 1999Q4} \quad (T = 40)\]

If we compare the point estimates for the economy-wide model in Table 3 with those in (1) above, we see that they differ substantially.19 In particular, the ratios I/TS, LA/TL and TL/TS now enter with counterintuitive signs that have reversed relative to the results in Tables 2 and 3. However, the coefficients for the two key macro variables, the output gap and the nominal interest rate, are very similar to those reported in Table 3 for the economy-wide model. This

---

18 When estimating a model where the financial ratios enter in a non-linear way (interaction dummies), we used the cumulated distributions depicted in Figure 1 to categorize the variables (3 categories for each variable). For instance, we classified EBITDA/TA into the decile-based categories 0 − 10, 10 − 90, 90 − 100, whereas TL/TA was classified into the categories 0 − 75, 75 − 90, 90 − 100. This categorization resulted in an increase in pseudo $R^2$ from 0.35 to 0.42 in the economy-wide model in Table 3. In this model with non-linear balance-sheet variables, the macroeconomic variables still enter highly significantly and with coefficients for the output gap and the nominal interest rate that are very close to those in Table 3. This implies that the macroeconomic variables are still essential for explaining the absolute level of default risk.

19 The aggregated model in (1) has been estimated without the dummy variables for payment remarks, dividends and failure to submit a financial statement (PAYREMARK, TAXARREARS, PAYDIV, and TTLFS) because they do not enter significantly.
highlights our conclusion that the coefficients for the macroeconomic variables are driven by the time-series dimension of the panel. Since the average financial ratios are quite smooth over time, it is not surprising that we obtain spurious results when the firm-specific information is aggregated. Moreover, some explanatory power is lost by aggregating data; the model in (1) yields an $R^2$ of 0.91, which can be directly compared with the aggregated fit (see below) of the corresponding model in Table 3, $R^2 = 0.96$.

3.3 Assessing the models’ in-sample fit

The last rows in Tables 2 and 3 report on the number of observations, the mean log-likelihood and the pseudo-$R^2$. The latter measures the ability of the estimated models to explain default at the firm level and is computed using the method of McFadden (1974). Another important and interesting feature of the models is their aggregate performance over time, i.e., how well the models account for the average default frequency. Hence, we report what we label as "aggregate" or "industry" $R^2$'s. These are calculated by aggregating all the fitted firm default probabilities in a particular industry model for each quarter 1990Q1 – 1999Q4 and then using the resulting 40 time-series observations to compute the implied aggregate $R^2$. To assess the gain in estimating separate industry-specific models, we also report the pseudo- and industry-$R^2$ values conditional on the economy-wide model coefficients instead of the industry model coefficients.

By comparing Tables 2 and 3, we see that the pseudo-$R^2$ is not much affected by the conditioning on macroeconomic factors in any of the industries, merely 1-2 percentage points. However, the industry-$R^2$ is doubled and sometimes even more than doubled by the introduction of macro variables. Thus, the firm-specific variables account for the cross-section of the default distribution, while the macroeconomic variables in the model play the role of shifting the mean of the default distribution in each period. This also implies that the model with firm-specific information cannot capture the upturns and downturns in the average default rate over time. This is visualized in Figure 3, where we plot the average default rate over time against the fitted values from the economy-wide models in Table 2 (without macro variables) and Table 3 (with macro variables). The results to the right-hand side of the vertical line pertain to out-of-sample results and will be discussed in greater detail in Section 4.1. According to Figure 3, the model

---

20 McFadden’s (1974) formula for the pseudo-$R^2$-measure is given by $1 - \frac{\ln L_{\text{model}}}{\ln L_{\text{constant}}}$, where $\ln L_{\text{model}}$ denotes the log-likelihood in the estimated, full model at hand and $\ln L_{\text{constant}}$ is the log-likelihood in an estimated model with only a constant included.

21 The aggregated $R^2$ is thus calculated by running a regression of the actual average default rate on the fitted average default rate and a constant.
with both micro and macro variables included appears indeed able to replicate the high default rate during the deep recession/banking crisis in the beginning of the 1990s, as well as the downturn to very moderate default rates during the latter part of the sample. This conclusion is confirmed in Figure 4, where the industry average default rates are plotted together with the average predicted default rates generated by the estimated models in Tables 2 and 3. This finding is very interesting, because it suggests that the extreme default rates recorded during the banking crisis in the early 1990s were not exceptional events that are uninformative in a model context. Rather, they were consequences of unusually bad economic outcomes, both domestically and internationally.  

An additional feature of interest to note in Tables 2 and 3 is that the fall in pseudo-$R^2$ values associated with conditioning on the economy-wide model coefficients is distinct but limited, whereas the corresponding reduction in aggregate $R^2$ is quite substantial. This latter result is confirmed in Figure 5, which shows the average industry default frequencies along with the projected default frequencies using the economy-wide parameter estimates in Table 3. In two cases - the agricultural and the bank, finance & insurance sectors - we note that their industry-$R^2$ outcomes are negative conditional on the economy-wide model coefficients. At first sight this may seem strange, given that the industry-specific coefficients in Table 3 are not very different from the economy-wide model coefficients. However, as should be clear from Figure 5, these seemingly inconsistent results are driven by the not-reported intercept, which is larger in the economy-wide model compared with the sector models. Therefore it induces a systematically over-prediction of default risk in relation to the actual risk in these sectors.

A conceivable objection to our claim on the importance of conditioning on macroeconomic factors in default risk models is that the significance of these variables simply reflects the fact that the impact of the firm-specific variables changes over time. Accordingly the fit of the models with only firm-specific information would increase dramatically if one were to continuously re-estimate the coefficients of the Table 2-models using the most recent quarterly information, thus making the macro variables redundant. Figure 6 displays the estimated coefficients for the financial ratios when allowing for time variation in the economy-wide model. 

22 Lindé (2002) shows that a significant share of the variation in domestic macroeconomic variables is of foreign origin.

23 In these cross-sectional regressions, we impose the condition that the constant equals the estimated intercept from the economy-wide model in Table 2. The latter model is estimated on the full sample over time and should hence provide a reasonable estimate of the long-run average default level. If the constant is not restricted in the cross-sectional regressions, a substantial amount of the variation in the default rate over time would simply be explained by the intercept. Such variation in the intercept would constitute an improper basis for comparisons with the models including macro variables, since by construction an aggregate $R^2$ of 100 percent would result. The intercept variations would yield undesirable implications when using the model for scenario analysis. Note that we can examine time-varying coefficients only in the economy-wide model, because we do not have a sufficiently large number of defaults in each quarter for some of the industries. We do not report the results of the dummy
for all ratios are highly unstable, switch sign over time - except for the earnings ratio - and do so more pronouncedly toward the latter part of the sample. Moreover, we also find it implausible that earnings were less important during the early 1990s recession, when the default frequency was high. Hence models with only firm-specific variables, which are frequently re-estimated, will inevitably fail to produce adequate out-of-sample forecasts. These are not very appealing features for a default-risk model. Therefore, although a continuously re-estimated model with only firm-specific information will produce a similar-sized aggregate $R^2$ as a macro-conditional model estimated over time, it does not provide compelling evidence against the claim that macroeconomic variables matter for default risk. To be convincing, a firm-specific model with time-varying coefficients requires an understanding of how the time variation in the coefficients comes about. This appears far-fetched given the economically implausible and irregular patterns displayed in Figure 6. Much sooner one would believe that these patterns point at an omitted-variables problem, namely, the omitted macro variables.

Finally, to further help us understand the role of macro variables for default risk, let us approach the issue from an opposite angle and study the importance of firm-specific variables in the models. One way of demonstrating how much information we lose by omitting the micro data, is to regress the average default frequency on the macroeconomic variables included in Table 3. When doing so we obtain the following result:

$$
df_t = 0.50 - 0.14y_{d,t} - 0.06\pi_{d,t} + 0.12R_{d,t} + 0.003q_t + \hat{u}_{df,t},$$

$$R^2 = 0.85, \text{ DW} = 1.43, \text{ Sample: 1990Q1 - 1999Q4 (T = 40).} \quad (2)$$

When comparing this regression with the results in Table 3, we see that we loose about 10 percentage points of the explanatory power in comparison with the economy-wide model when excluding the financial statement variables. Moreover, omitting the firm-specific information introduces mis-specification problems in (2) as indicated by the Durbin-Watson-statistic. This is in contrast to the results in (1), which has a DW-statistic around 2 and hence displays no signs of autocorrelation. The autocorrelation problem in (2) turns out to induce further problems in out-of-sample stability, as documented in Section 4 (see Table 4). Our interpretation is that omitting firm-specific variables when modeling default risk attributes too much of the variation

variables PAYDIV; TTLFS, PAYREMARK and TAXARREARS since they do not exhibit much time-variation.

24 Here, the dependent variable is defined as a percentage probability of default, i.e., we have multiplied the series in Figure 3 by 100 in order to make the resulting coefficients easier to interpret.
in default risk to the macroeconomic factors in-sample. Since the role of the macroeconomic factors is exaggerated in the estimated model in (2), it will perform less well out-of-sample.

4 Out-of-sample properties of the estimated model

In this section we investigate the robustness of the results in the previous section by examining the out-of-sample properties of the models of Table 2 and Table 3. We use the period 2000Q1 – 2002Q4, comprising a total of 2,614,248 firm observations in 12 quarters, for the out-of-sample testing. We evaluate the models along two dimensions. First, we study the models’ properties at the industry and aggregate level, i.e., we assess their ability to predict future average default rates. The predictions we consider are static one-step-ahead forecasts. For this purpose we have re-estimated all models with the macro variables dated \( t - 1 \), instead of period \( t \) as in the case of Table 3, so that we do not have to forecast any of the explanatory variables. Second, we look into the models’ properties in predicting future default events at the firm level.

4.1 Evaluating the models at the aggregate and industry level

In Figure 3 and Figures 4 – 5, the results to the right-hand side of the vertical bars show the one-step-ahead, out-of-sample performances at the aggregate level and at the industry levels, respectively. As can be seen from Figure 3, the out-of-sample fit in the economy-wide model is remarkably good. Turning to the performance of the industry models in Figure 4, we see that most of the estimated industry models fit the data very well. There are two cases, however, where the models appear to overestimate the default frequency out-of-sample, signalling that the relationship between aggregate fluctuations and the firm default behavior in the sector under consideration has changed. Perhaps not too surprisingly, the two sectors are the ones displaying the highest and most volatile default frequencies during the banking crisis: the hotel and restaurant industry and the real estate industry. So for these sectors, the transmission of aggregate fluctuations into default behavior appears to have changed to some extent.

Before drawing any firm conclusions, it should be noted that these two sectors contain relatively few observations, suggesting that the poor out-of-sample properties could to some degree be attributed to a small-sample problem. This explanation is supported by the fact that the construction sector, which is about four (two) times larger than the hotel and restaurant (real estate) sector and exhibits a strong dependence on aggregate fluctuations according to Table
3, performs well out-of-sample. However, there are other industries that contain even fewer observations than the hotel and restaurant and the real-estate sectors, such as the agricultural and the financial services sectors, but display considerably more stable default frequency patterns throughout the whole sample period and, yet, are not influenced by macro-economic variables to the same extent. The fact that only relatively small sectors perform worse out-of-sample implies that there is no sign of over-prediction when weighting the predicted default probabilities in each industry by their relative size in each period. This becomes clear when we plot the resulting default frequency against the average default frequency in Figure 4 (see lower right diagram). Moreover, by comparing the results in Figure 4 with those in Figure 5, we also see that the out-of-sample fit at the industry level is generally improved by adapting industry-specific models compared to the single aggregate (economy-wide) model. However, at the aggregate level (comparing lower right diagrams), aggregating the weighted results of all the estimated industry models does not seem to offer any gain in comparison to applying the single economy-wide model for all sectors directly. We will be examining this in greater detail below.

In Table 4, we report on the root mean squared prediction errors (RMSEs), one-step-ahead, for the estimated models of Tables 2 and 3. We also show results for three reference time series models: a random walk model, a 4-quarter moving-average model, and the model estimated on aggregate data with only macroeconomic data included (eq. 2, denoted “Industry OLS macroregression”). The results in Table 4 pertain to default risk models that have been re-estimated using macro variables that are lagged one quarter. This ensures that all models in Table 4 have been estimated on the same information, thereby allowing for a fair comparison between the logit and the time series models. In the “Industry OLS macroregression” models an additional dummy for the third quarter is included. Finally, it is imperative to notice that the RMSEs are shown in percent, i.e., the actual and fitted default frequencies have been multiplied with a factor of 100 before the prediction errors are calculated.

From inspection of Table 4, it is evident from the first row in the lower panel that the effect on forecasting performance from conditioning on both macro and firm-specific information is considerable. The largest gain is found for the economy-wide model where forecast precision increases by as much as a factor of seven when we include macro variables. The corresponding factors for the industry-specific models range between 2 and 5, disregarding the not classified

---

25 We also experimented with estimated AR(p), p = 1,...4, models. These were found to be inferior to the models reported here, presumably due to the downward shift in default frequencies between the in-sample and out-of-sample periods.
residual industry, where there is barely any improvement. This can be interpreted as evidence of an effect from macro variables over and above some spurious industry effect, i.e., controlling for industry belonging will not shut down the influence from macro variables. Moreover, the industry-specific models generate lower RMSEs compared with the industry models conditional on coefficients from the economy-wide model in Table 3, except for the retail sector. In the retail sector the industry-specific model has an RMSE of 0.12 percent and the industry model based on economy-wide coefficients has a much smaller RMSE of 0.05.

By and large, the above findings constitute evidence that the industry-specific models are not over-parameterized with respect to macroeconomic variables. Therefore it will typically be worthwhile to work with an industry-specific model if the focus is on understanding default behavior in a particular industry. However, if the interest is modeling aggregate default behavior only, the economy-wide default model appears to suffice. This tentative conclusion can be drawn from the two right-most columns of the second row in Table 4. There the different industry forecasts computed with the industry-specific models have been weighted to a forecast for the aggregate default frequency. This results in a slightly higher RMSE in comparison with the RMSE for the economy-wide model (0.066 and 0.0478, respectively). Although this difference in RMSE is very low in comparison with the other models in absolute terms, it is rather high in relative levels. This in its turn becomes clear from inspection of the RMSE ratios presented in the second row of the lower panel (0.724). This begs the question as to why the industry models are inferior to the economy-wide model in terms of out-of-sample forecasting performance for the whole economy when they outperform the economy-wide model in almost every industry. The difference can be shown to be driven by the relatively large retail industry, which suffers from out-of-sample over-prediction for the industry-specific retail model. For the economy-wide model (compare the graphs for Retail in Figures 4 and 5) such an over-prediction does not occur.\footnote{As a check of the validity of this claim we re-calculated the RMSE for the aggregated industry and economy-wide models excluding the retail industry altogether. The results are 0.0469 for the industry aggregate model and 0.0525 for the economy-wide model. This confirms that the retail sector has a positive influence on the RMSE for the economy-wide model and likewise a negative influence on the industry aggregate RMSE for the out-of-sample period we consider here.}

Comparing the industry models in Table 3 with the time series models, we also see that while the random walk model is doing better in four out of ten sectors, and the four-quarter moving-average specification is better five out of ten times at the industry level, they are still both clearly inferior to the aggregated industry models. This implies that they are also inferior
in terms of RMSE fit to the aggregate model specification in Table 3 (which conditions on aggregate fluctuations). The models that are based on OLS regressions for average industry default frequencies on the macro variables only (Industry OLS macro regressions, see eq. 2) also perform poorly out-of-sample in comparison with the Table 3 models. As already discussed in Section 3.3, the unfavorable performance out-of-sample for the models estimated on aggregated variables only is most likely driven by the tendency for such models to erroneously attribute too much of the fluctuations in the default frequencies in-sample to fluctuations in the macro variables; this is a consequence of the firm-specific variables being incorrectly omitted.

To sum up, we have found strong evidence that the favorable fit in-sample of the estimated industry (and aggregate) models, conditional on macro variables, is preserved out-of-sample at the industry and aggregate level. This suggests that the macroeconomic factors that enter into the model are structural, and not merely improving the in-sample fit of the models. An important reason why the favorable out-of-sample performance is reassuring for the hypothesis that aggregate variables matter is that the in-sample and the out-of-sample periods taken together cover several upturns and downturns in the Swedish economy. This is evident from the output-gap series in Figure 2. Finally, we have also documented that there are only small gains in terms of forecasting accuracy to be made by using industry-specific models rather than simply an aggregate model, as long as an appropriate set of macroeconomic variables is included.

4.2 Evaluating the models at the firm and the industry level

In this subsection, we turn to the out-of-sample properties of the estimated models at the micro level, i.e., their ability to predict default events at the firm level. In particular, we evaluate the models’ performance in terms of ranking relative firm riskiness, as well as their determination of firms’ absolute risk. In addition, for the out-of-sample period, we report the industry-specific pseudo-$R^2$ conditional on the industry-specific model coefficients of Table 3, as well as the pseudo-$R^2$ calculated conditional on the economy-wide model coefficients. The results are displayed in Table 5.

First, starting with the pseudo-$R^2$ for the models with industry-specific coefficients and comparing the in-sample and out-of-sample results reported in Tables 3 and 5, respectively, we see that the explanatory power out-of-sample is in fact either higher than in-sample or unchanged in five out of ten industries. The lower panel of Table 5 shows, for the economy-wide model, that the explanatory power has increased substantially from 0.35 to 0.39. In the three cases
where the pseudo-$R^2$ decreases (hotel and restaurant, transportation and real-estate), it does so only marginally.

Next we turn to the pseudo-$R^2$ for the predictions based on the economy-wide model coefficients. In the lower panel of Table 5, we see, relative to Table 3, that the explanatory power has increased in all industries except for agriculture, where it is unchanged. However, the pseudo-$R^2$ values generated when using industry-specific coefficients are typically at least as large as the ones obtained when using economy-wide model coefficients, with the exception of the real-estate sector (compare upper and lower panels of Table 5). This implies that pseudo-$R^2$ at the aggregate level is slightly lower for the economy-wide model compared with an aggregation of pseudo-$R^2$ over the industry-specific models (denoted Industry aggregate in Table 5). These results provide support for two important conclusions. First, the industry models are not over-parameterized. Second, the reduced-form coefficients appear to be stable over time and the regressions thus reflect steady relationships that hold even out-of-sample.

Third, moving on to measures of relative risk, we follow Shumway (2001). Another important scale along which to evaluate the models is their ability to rank firms according to their riskiness in terms of ex post default frequencies. In other words, we investigate if the estimated default risk models assign the largest ex ante default probabilities to the riskiest firms, and vice versa for the least risky firms. At a first glance, we see from Table 5 that the estimated models classify roughly 75 – 80 percent of the defaulting firms in the first decile. These numbers are about the same as those reported in-sample by Shumway for a data set that was substantially smaller and included only listed firms. Our models cover the entire population of Swedish incorporated businesses, of which only a very small subset is listed on the stock exchange (about 500 out of 250,000). We therefore conclude that our models are quite successful in ranking firms according to their level of default risk. The empirical performance of the models constitutes an important support for our conclusion that the role of macroeconomic variables in models of default risk is not driven by the omission of key microeconomic variables.

Table 5 also reveals that the quality of the risk rankings does not depend on whether we condition on industry-specific coefficients or coefficients from the economy-wide model. This contrasts with our findings in the previous subsection, where we found that conditioning on industry-specific parameters improved the models’ empirical performance at the industry level. The explanation for these seemingly inconsistent results lies in the fact that the most important difference between the economy-wide and industry-specific models is made up by the varying
impact of the aggregate factors. Those factors have little impact on the firms’ riskiness ranking and hence their inclusion or omission has little impact on the models’ ability to risk-rank firms.\textsuperscript{27}

Finally, to assess the out-of-sample properties of the models at the microeconomic level in a more formal and absolute sense, we compare the distribution of estimated out-of-sample default probabilities with the actual default frequencies. We do so by sorting all estimated default probabilities according to increasing size and calculating the average probability of default in each percentile. We then compare these percentiles with the actual default experience of these percentiles.\textsuperscript{28} In Figure 7, we plot the result where we have used both the industry-specific and the economy-wide model coefficients in Table 3 to compute the estimated default probabilities for each firm. On the x-axis, we have the estimated default frequency in a given percentile, and on the y-axis, we have the actual default frequency in each percentile. In the figure each dot is a percentile, and in order to make the results easier to access, a logarithmic scale is used for both the estimated and actual series. If the estimated models could perfectly predict the absolute riskiness of the firms within each percentile, all dots would line up along the 45-degree line drawn in the figures, which has a slope of unity and intercept equal to nil. As can be seen in Figure 7, this is not the case for either model, but the dots are generally very close to the line, suggesting that the absolute riskiness ranking is very accurate. In particular, the models that include macroeconomic factors appear to better capture the absolute risk level, since the models without macroeconomic variables tend to overestimate default risk. The mean standard deviations from the 45-degree line (in logarithmic scale) are 0.82 and 0.90 for the upper and lower left panels (no macro variables) and 0.63 for both the upper and lower right panels (with macro variables). However, since the standard errors for the industry aggregate and economy-wide model (that both condition on macroeconomic factors) are about the same, the results suggest that aggregation of the industry-specific models does not outperform the economy-wide model in this dimension. This confirms our previous findings: it is sufficient to condition on aggregate factors in the economy-wide model to obtain an acceptable model at the aggregate level, but industry-specific models are typically superior for predicting default risk at the industry level.

\textsuperscript{27} In a given quarter, aggregate shocks have zero influence on the ranking because they affect the default probabilities equally much by the way the estimated models are constructed.

\textsuperscript{28} It would have been very interesting to report results for the different industries as well, but there are not enough defaults out-of-sample to split up the data in percentiles for each industry.
5 Conclusions

In this paper, we study the interaction between macroeconomic fluctuations and default risk at the firm level using reduced-form methods. To this end we collected a large panel data set for the Swedish economy during 1990 – 2002, a period covering a deep recession, and an associated banking crisis in the early 1990s, followed by a boom in the latter part of the 1990s, as well as a downturn in the beginning of the 2000s. We divided the sample in two parts, 1990 – 1999 and 2000 – 2002. We use the former period for model estimation and the latter to provide an assessment of whether the impact of aggregate fluctuations on default risk, over and above firm-specific variables, is a robust regularity valid for the entire sample period.

We present four main findings. First, we provide insight into the significance of aggregate fluctuations for defaults among not only listed but even privately held firms. This is of significance, since privately held businesses typically account for over half of GDP in developed economies. Second, a nearly exhaustive set of firm-specific background variables permits us to investigate the importance of and interaction between firm-specific variables and macroeconomic information - a nearly unexplored area. Third, we document that a simple logit approach to model default at the firm level, using both firm-specific and macroeconomic variables, can explain the peaking default frequencies during the Swedish banking crisis of the early 1990s as well as well for the considerably lower default frequencies in the late 1990s. The length of our panel enables us to do extensive out-of-sample performance tests of our model. The estimated models are shown to be very robust and successful out-of-sample, suggesting that aggregate fluctuations play a truly prominent role in understanding the absolute level of firm default risk. Finally, the width of our panel permits us to investigate the relation between aggregate fluctuations and firm defaults across industries. This shows that macroeconomic variables have a robust and "structural" impact on business defaults.

We do not interpret our results as implications of aggregate fluctuations being the most important source of default at the firm level. Rather, we argue that the results suggest that macroeconomic factors shift the mean of the default risk distribution over time and thereby are the most important source of the level of default risk.

In view of these results, we conclude by providing some suggestions as to why aggregate fluctuations should be expected to have a statistically important impact on firm default behavior, over and above the effect that firm-specific variables, which themselves move in response to macroeconomic fluctuations, have. Hackbarth, Miao and Morellec (2006) argue that the depen-
dence of cash flows on economic conditions lead to firms’ optimal default thresholds being affected by aggregate shocks. Hence aggregate fluctuations can trigger simultaneous defaults. Another argument for why aggregate variables might contain predictive information for firm-default risk over and above the firm-specific information is related to the costliness of monitoring. If monitoring borrowers is costly for banks, then banks may use aggregate information to assess the probability of getting repayment on loans granted. That is, banks may form their credit-granting policies on the basis of macroeconomic forecasts and decide to not extend new lines of credit to firms with a given set of performance indicators in one particular phase of the business cycle, but readily do so in another phase. In other words, banks resort to using the macroeconomic stance in their decision processes. Yet another argument follows a similar line of reasoning. If entrepreneurs have imperfect information about their own future business prospects, they may resort to using aggregate conditions as a basis for their decision to either invest more effort in a firm or declare bankruptcy. In addition, if firms are borrowing-constrained, then the nominal interest rate will be an important and direct determinant of default risk. A final possibility is that firms may be inclined to adjust their yearly accounts to, e.g., smooth profit over time in order to please banks’ monitoring efforts, and thereby reduce the predictive power of firm-level information. We believe that formalizing the theory of how macroeconomic variables affect firm defaults and assessing the empirical plausibility of the arguments above are important issues for future research.
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As mentioned in Section 2.1, the default definition we adopt is the following: a firm is considered to have a default status once any of the following events occurs: the firm is declared legally bankrupt, has suspended payments, has negotiated a debt composition settlement, is undergoing a re-construction, or is distraint without assets. The data we use to construct the default variable have been provided by Upplysningscentralen AB (UC), the main Swedish credit bureau, that is jointly owned by (most of) the Swedish banks. UC taps its information from Tingsrätten, District Court, Bolagsverket, the Swedish Companies Registration Office (SCRO), and Kronofogdemyndigheten, the Swedish Enforcement Authority.

UC stores information on minor and major distress events in two different databases, AM and JP. In the first database, variable names are constructed by giving each event the name AMTYP, a Swedish acronym for remark type, and an integer number suffix. For example, AMTYP12 is a dummy variable that indicates if a firm has suspended its payments. The variables we use to construct our default variable are "declared bankrupt," "declared minor bankruptcy," "suspension of payments," "debt composition settlement decided," "company reconstruction started," "company reconstruction concluded," and "distraint without assets." The second database contains further information, 27 variables in all, on various milestones and stages in a broader category of major (mostly but not exclusively distress) events for each registered firm. The foremost variables we use from this database are related to legal bankruptcy: "bankruptcy procedures started," "bankruptcy procedures concluded," "bankruptcy procedures concluded with a surplus," "bankruptcy procedures continued," and "declared bankrupt." In addition we use: "negotiations on a debt composition settlement started," and "negotiations on a debt composition settlement concluded."

If any of the above distress-event dummy variables equals one at some moment in our sample period, the firm in question is considered to have defaulted in that particular quarter. In the following quarter, we let the firm exit our data set. If more than one of these distress events are observed for a specific firm over our sample period, we assume the firm in question has defaulted in the quarter during which the first of these events took place. An additional variable we use from the second data set indicates if a "bankruptcy [was] cancelled" by a court. Over the whole sample period (i.e., in-sample and out-of-sample) this occurs 11 times, and seven of these 11 events relate to firms that default later on. We treat firms for which the bankruptcy status was cancelled by the District Court as healthy until the data indicate otherwise. Moreover, we let
firms that default but re-emerge from their default status exit the data set after the quarter in which default takes place; they re-enter in the quarter in which UC registered that the default status had been "removed."

Our decision to let firms that default exit the data set in the subsequent quarter is based on the following statistics: of all 123,023 defaults in our whole data set 117,481 are terminal in the sense that no new information on the firms is added to any of the databases. The remaining observations concern firms that default twice within the sample period. Of these observations, 3,555 defaults are terminal at the second occurrence, while 107 re-emerge even after the second default. No firm defaults more than two times within our sample period.

Of the 117,481 first-time-is-terminal defaults 111,702 are legal bankruptcy declarations. For about 45 percent of these firms another default-triggering distress event occurs simultaneously, i.e. during the same quarter, in our data. In most cases this is the variable "bankruptcy proceedings started." Nearly all of the remaining terminal defaults, i.e., those that are not bankruptcies, are associated with "distrain, no assets." The remaining distress events account for less than 1 percent of the first-time-is-terminal defaults.

For the firms that re-emerge after a default, the first default involves a legal bankruptcy in less than half a percent of all cases and "distrain, no assets" in 98 percent. At their second default, these percentages are reversed for the terminal defaults. Among the firms that experience a second non-terminal default, 98 percent cause their second default by obtaining the "distrain, no assets" status.

---

29 Firms that are declared bankrupt at some point do not disappear from the databases that UC maintains. Company numbers (organisationsnummer) are unique and never re-used by the tax authorities.
Table 1: Descriptive statistics for firm-specific micro data 1990Q1-1999Q4
Panel A: Non-truncated data

<table>
<thead>
<tr>
<th></th>
<th>Agriculture</th>
<th>Manufacturing</th>
<th>Construction</th>
<th>Retail</th>
<th>Hotel &amp; Restaurant</th>
<th>Transport</th>
<th>Bank, Finance &amp; Insurance</th>
<th>Real-Estate</th>
<th>Consulting &amp; Rental</th>
<th>Not Classified</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number Obs</td>
<td>1455</td>
<td>11730</td>
<td>10971</td>
<td>30896</td>
<td>5302</td>
<td>708</td>
<td>8650</td>
<td>1533</td>
<td>15092</td>
<td>10592</td>
<td>105569</td>
</tr>
<tr>
<td>EBITDA/TA</td>
<td>-0.52</td>
<td>-3.93</td>
<td>-0.46</td>
<td>-9.24</td>
<td>-1.60</td>
<td>-1.13</td>
<td>-400</td>
<td>-1.72</td>
<td>-4.97</td>
<td>21.2</td>
<td>-5.84</td>
</tr>
<tr>
<td></td>
<td>(6.67)</td>
<td>(241)</td>
<td>(28.4)</td>
<td>(807)</td>
<td>(749)</td>
<td>(46.5)</td>
<td>(9270)</td>
<td>(550)</td>
<td>(448)</td>
<td>(2800)</td>
<td>(1190)</td>
</tr>
<tr>
<td>TL/TA</td>
<td>4.55</td>
<td>307</td>
<td>3.54</td>
<td>148</td>
<td>3.70</td>
<td>3.66</td>
<td>419</td>
<td>25.1</td>
<td>18.0</td>
<td>1314</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>(6.72)</td>
<td>(2900)</td>
<td>(6.10)</td>
<td>(9800)</td>
<td>(5.63)</td>
<td>(44.1)</td>
<td>(9600)</td>
<td>(1.18)</td>
<td>(925)</td>
<td>(7300)</td>
<td>(2500)</td>
</tr>
<tr>
<td>LA/TL</td>
<td>0.39</td>
<td>0.66</td>
<td>0.25</td>
<td>0.41</td>
<td>0.27</td>
<td>0.47</td>
<td>0.44</td>
<td>0.26</td>
<td>0.69</td>
<td>1.90</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>(4.58)</td>
<td>(35.9)</td>
<td>(3.57)</td>
<td>(23.4)</td>
<td>(7.42)</td>
<td>(10.1)</td>
<td>(2.28)</td>
<td>(3.77)</td>
<td>(16.6)</td>
<td>(498)</td>
<td>(24.1)</td>
</tr>
<tr>
<td>VTS</td>
<td>0.60</td>
<td>198</td>
<td>0.45</td>
<td>3.31</td>
<td>0.05</td>
<td>0.31</td>
<td>2.60</td>
<td>3.99</td>
<td>-0.98</td>
<td>1.94</td>
<td>26.2</td>
</tr>
<tr>
<td></td>
<td>(2.86)</td>
<td>(1700)</td>
<td>(9.34)</td>
<td>(530)</td>
<td>(0.27)</td>
<td>(9.68)</td>
<td>(523)</td>
<td>(219)</td>
<td>(621)</td>
<td>(6250)</td>
<td>(2500)</td>
</tr>
<tr>
<td>TL/TTS</td>
<td>1.05</td>
<td>0.24</td>
<td>1.31</td>
<td>0.29</td>
<td>0.57</td>
<td>0.38</td>
<td>2.12</td>
<td>2.94</td>
<td>2.36</td>
<td>1.77</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>(4.10)</td>
<td>(8.32)</td>
<td>(9.78)</td>
<td>(3.74)</td>
<td>(2.20)</td>
<td>(1.75)</td>
<td>(15.1)</td>
<td>(15.4)</td>
<td>(15.1)</td>
<td>(16.7)</td>
<td>(14.90)</td>
</tr>
<tr>
<td>IP/(IP+EBITDA)</td>
<td>-0.22</td>
<td>0.41</td>
<td>0.07</td>
<td>0.30</td>
<td>-0.14</td>
<td>1.79</td>
<td>0.09</td>
<td>0.11</td>
<td>0.42</td>
<td>0.03</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>(17.7)</td>
<td>(24.9)</td>
<td>(13.9)</td>
<td>(15.8)</td>
<td>(14.61)</td>
<td>(95.8)</td>
<td>(8.16)</td>
<td>(18.2)</td>
<td>(231)</td>
<td>(7.75)</td>
<td>(38.34)</td>
</tr>
<tr>
<td>PAYDIV</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.09)</td>
<td>(0.09)</td>
<td>(0.08)</td>
<td>(0.06)</td>
<td>(0.08)</td>
<td>(0.14)</td>
<td>(0.08)</td>
<td>(0.10)</td>
<td>(0.06)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>TTLFS</td>
<td>0.41</td>
<td>0.30</td>
<td>0.37</td>
<td>0.36</td>
<td>0.35</td>
<td>0.41</td>
<td>0.52</td>
<td>0.40</td>
<td>0.44</td>
<td>0.51</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>(0.49)</td>
<td>(0.48)</td>
<td>(0.48)</td>
<td>(0.49)</td>
<td>(0.48)</td>
<td>(0.49)</td>
<td>(0.50)</td>
<td>(0.49)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.49)</td>
</tr>
<tr>
<td>PAYREMARK</td>
<td>0.15</td>
<td>0.11</td>
<td>0.15</td>
<td>0.14</td>
<td>0.17</td>
<td>0.17</td>
<td>0.22</td>
<td>0.14</td>
<td>0.17</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>(0.36)</td>
<td>(0.32)</td>
<td>(0.36)</td>
<td>(0.35)</td>
<td>(0.37)</td>
<td>(0.38)</td>
<td>(0.41)</td>
<td>(0.35)</td>
<td>(0.38)</td>
<td>(0.38)</td>
<td>(0.36)</td>
</tr>
<tr>
<td>TAXARREARS</td>
<td>0.45</td>
<td>0.35</td>
<td>0.46</td>
<td>0.39</td>
<td>0.46</td>
<td>0.50</td>
<td>0.47</td>
<td>0.36</td>
<td>0.45</td>
<td>0.39</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td>(0.48)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.50)</td>
<td>(0.49)</td>
</tr>
</tbody>
</table>

Notes: The definition of variables are: EBITDA = earnings before taxes, interest payments and depreciations; TA = total assets; TL = total liabilities; LA = liquid assets; I = inventories; TS = total sales; IP = sum of net interest payments on debt and extra-ordinary net income; PAYDIV = a dummy variable equal 1 if the firm has paid out dividends during the accounting period and 0 otherwise; TTLFS = a dummy variable equal to 1 if the firm has not submitted an annual report in the previous year, and 0 otherwise; PAYREMARK = a dummy variable taking the value of 1 if the firm has a payment remark due to one or more of the following events in the preceding four quarters: (i) a "non-performing loan" at a bank, or (ii) a bankruptcy petition, or (iii) issuance of a court order to pay a debt, or (iv) seizure of property; TAXARREARS = a dummy variable taking the value of 1 if the firm is in various tax arrears.
<table>
<thead>
<tr>
<th>Firm-specific variables</th>
<th>Agriculture</th>
<th>Manufacturing</th>
<th>Construction</th>
<th>Retail</th>
<th>Hotel &amp; Restaurant</th>
<th>Transport</th>
<th>Bank. Finance &amp; Insurance</th>
<th>Real Estate</th>
<th>Consulting &amp; Rental</th>
<th>Not Classified</th>
<th>Economy Wide</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBITDA/TA</td>
<td>-1.308</td>
<td>-1.419</td>
<td>-1.472</td>
<td>-0.957</td>
<td>-0.856</td>
<td>-1.148</td>
<td>-0.361</td>
<td>-0.738</td>
<td>-0.857</td>
<td>-1.069</td>
<td>-0.949</td>
</tr>
<tr>
<td></td>
<td>(0.115)</td>
<td>(0.045)</td>
<td>(0.053)</td>
<td>(0.024)</td>
<td>(0.040)</td>
<td>(0.056)</td>
<td>(0.068)</td>
<td>(0.059)</td>
<td>(0.059)</td>
<td>(0.030)</td>
<td>(0.028)</td>
</tr>
<tr>
<td>TL/TA</td>
<td>0.989</td>
<td>1.104</td>
<td>0.599</td>
<td>0.636</td>
<td>0.205</td>
<td>0.753</td>
<td>0.185</td>
<td>0.726</td>
<td>0.342</td>
<td>0.160</td>
<td>0.491</td>
</tr>
<tr>
<td></td>
<td>(0.082)</td>
<td>(0.034)</td>
<td>(0.041)</td>
<td>(0.016)</td>
<td>(0.028)</td>
<td>(0.046)</td>
<td>(0.054)</td>
<td>(0.030)</td>
<td>(0.023)</td>
<td>(0.021)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>LA/TL</td>
<td>-0.317</td>
<td>-0.488</td>
<td>-0.493</td>
<td>-0.373</td>
<td>-0.092</td>
<td>-0.192</td>
<td>-0.180</td>
<td>-0.317</td>
<td>-0.247</td>
<td>0.011</td>
<td>-0.251</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.040)</td>
<td>(0.042)</td>
<td>(0.020)</td>
<td>(0.041)</td>
<td>(0.036)</td>
<td>(0.052)</td>
<td>(0.035)</td>
<td>(0.017)</td>
<td>(0.009)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>VTS</td>
<td>0.069</td>
<td>0.325</td>
<td>-0.177</td>
<td>0.274</td>
<td>1.315</td>
<td>0.040</td>
<td>0.014</td>
<td>0.053</td>
<td>0.340</td>
<td>0.083</td>
<td>0.124</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.036)</td>
<td>(0.044)</td>
<td>(0.016)</td>
<td>(0.016)</td>
<td>(0.020)</td>
<td>(0.041)</td>
<td>(0.036)</td>
<td>(0.017)</td>
<td>(0.021)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>TL/TS</td>
<td>0.177</td>
<td>0.128</td>
<td>0.306</td>
<td>0.157</td>
<td>0.237</td>
<td>0.091</td>
<td>0.038</td>
<td>0.068</td>
<td>0.202</td>
<td>0.358</td>
<td>0.164</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.006)</td>
<td>(0.008)</td>
<td>(0.004)</td>
<td>(0.013)</td>
<td>(0.010)</td>
<td>(0.015)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>IP/(IP+EBITDA)</td>
<td>0.094</td>
<td>0.103</td>
<td>0.055</td>
<td>0.061</td>
<td>0.003</td>
<td>0.194</td>
<td>0.070</td>
<td>0.180</td>
<td>0.045</td>
<td>0.145</td>
<td>0.088</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.007)</td>
<td>(0.019)</td>
<td>(0.025)</td>
<td>(0.052)</td>
<td>(0.017)</td>
<td>(0.012)</td>
<td>(0.014)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Payremark</td>
<td>1.284</td>
<td>1.449</td>
<td>1.691</td>
<td>1.523</td>
<td>1.531</td>
<td>1.682</td>
<td>2.239</td>
<td>1.604</td>
<td>1.775</td>
<td>2.512</td>
<td>1.712</td>
</tr>
<tr>
<td></td>
<td>(0.123)</td>
<td>(0.045)</td>
<td>(0.045)</td>
<td>(0.028)</td>
<td>(0.058)</td>
<td>(0.061)</td>
<td>(0.157)</td>
<td>(0.053)</td>
<td>(0.036)</td>
<td>(0.044)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Taxarrears</td>
<td>2.796</td>
<td>2.216</td>
<td>2.461</td>
<td>2.449</td>
<td>2.380</td>
<td>2.837</td>
<td>3.108</td>
<td>2.419</td>
<td>2.848</td>
<td>2.693</td>
<td>2.566</td>
</tr>
<tr>
<td></td>
<td>(0.078)</td>
<td>(0.028)</td>
<td>(0.029)</td>
<td>(0.017)</td>
<td>(0.040)</td>
<td>(0.041)</td>
<td>(0.110)</td>
<td>(0.033)</td>
<td>(0.024)</td>
<td>(0.027)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Paydiv</td>
<td>-2.310</td>
<td>-1.912</td>
<td>-1.900</td>
<td>-2.119</td>
<td>-1.667</td>
<td>-1.755</td>
<td>-1.180</td>
<td>-1.710</td>
<td>-1.754</td>
<td>-2.204</td>
<td>-2.004</td>
</tr>
<tr>
<td></td>
<td>(0.401)</td>
<td>(0.114)</td>
<td>(0.111)</td>
<td>(0.076)</td>
<td>(0.219)</td>
<td>(0.296)</td>
<td>(0.263)</td>
<td>(0.139)</td>
<td>(0.085)</td>
<td>(0.132)</td>
<td>(0.039)</td>
</tr>
<tr>
<td></td>
<td>(0.072)</td>
<td>(0.027)</td>
<td>(0.029)</td>
<td>(0.016)</td>
<td>(0.039)</td>
<td>(0.038)</td>
<td>(0.097)</td>
<td>(0.030)</td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Mean log-likelihood</td>
<td>-0.024</td>
<td>-0.044</td>
<td>-0.044</td>
<td>-0.051</td>
<td>-0.071</td>
<td>-0.036</td>
<td>-0.025</td>
<td>-0.061</td>
<td>-0.032</td>
<td>-0.058</td>
<td>-0.046</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.39</td>
<td>0.29</td>
<td>0.36</td>
<td>0.32</td>
<td>0.31</td>
<td>0.38</td>
<td>0.40</td>
<td>0.33</td>
<td>0.38</td>
<td>0.41</td>
<td>0.34</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>agg.par. b</td>
<td>0.35</td>
<td>0.28</td>
<td>0.36</td>
<td>0.31</td>
<td>0.30</td>
<td>0.32</td>
<td>0.32</td>
<td>0.37</td>
<td>0.39</td>
<td>0.34</td>
</tr>
<tr>
<td>Industry R²</td>
<td>0.50</td>
<td>0.51</td>
<td>0.47</td>
<td>0.53</td>
<td>0.52</td>
<td>0.38</td>
<td>0.27</td>
<td>0.52</td>
<td>0.45</td>
<td>0.56</td>
<td>0.49</td>
</tr>
<tr>
<td>Industry R²</td>
<td>agg.par. b</td>
<td>-2.09</td>
<td>0.39</td>
<td>0.37</td>
<td>0.42</td>
<td>0.39</td>
<td>0.27</td>
<td>-1.97</td>
<td>0.49</td>
<td>0.02</td>
<td>0.46</td>
</tr>
<tr>
<td>Number of obs</td>
<td>219,604</td>
<td>1,035,359</td>
<td>848,658</td>
<td>2,161,664</td>
<td>251,693</td>
<td>515,674</td>
<td>99,363</td>
<td>473,831</td>
<td>1,739,890</td>
<td>760,402</td>
<td>8,106,138</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses. The variables are not scaled, so the importance of a variable cannot be interpreted directly from the size of the parameter estimate. a See Subsection 2.1 for exact definition of these variables. b Pseudo R² | agg.par is the Pseudo R² value calculated for each industry using the estimated coefficients in the economy-wide model (i.e., the coefficients in the last column in the table above). The pseudo R² values are calculated according to McFadden (1974).
## Table 3: Regression results 1990Q1-1999Q4 for the default risk model estimated with both firm-specific and aggregate variables

<table>
<thead>
<tr>
<th>Industry</th>
<th>Agriculture</th>
<th>Manuf. &amp; Construction</th>
<th>Retail</th>
<th>Hotel &amp; Restaurant</th>
<th>Transport</th>
<th>Bank, Finance &amp; Insurance</th>
<th>Real Estate</th>
<th>Consulting &amp; Rental</th>
<th>Not Classified</th>
<th>Economy Wide</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Firm-specific variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EBITDA/TA</td>
<td>-1.323</td>
<td>-1.412</td>
<td>-1.420</td>
<td>-0.950</td>
<td>-0.850</td>
<td>-1.159</td>
<td>-0.373</td>
<td>-0.673</td>
<td>-0.880</td>
<td>-1.073</td>
</tr>
<tr>
<td></td>
<td>(-0.025)</td>
<td>(-0.006)</td>
<td>(-0.006)</td>
<td>(-0.004)</td>
<td>(-0.013)</td>
<td>(-0.011)</td>
<td>(-0.015)</td>
<td>(-0.006)</td>
<td>(-0.006)</td>
<td>(-0.002)</td>
</tr>
<tr>
<td>TL/TA</td>
<td>0.960</td>
<td>1.088</td>
<td>0.591</td>
<td>0.629</td>
<td>0.201</td>
<td>0.734</td>
<td>0.168</td>
<td>0.734</td>
<td>0.317</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>(0.062)</td>
<td>(0.030)</td>
<td>(0.042)</td>
<td>(0.019)</td>
<td>(0.029)</td>
<td>(0.046)</td>
<td>(0.050)</td>
<td>(0.031)</td>
<td>(0.024)</td>
<td>0.480</td>
</tr>
<tr>
<td>LA/TL</td>
<td>-0.327</td>
<td>-0.476</td>
<td>-0.478</td>
<td>-0.371</td>
<td>-0.091</td>
<td>-0.190</td>
<td>-0.168</td>
<td>-0.299</td>
<td>-0.233</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>(0.093)</td>
<td>(0.040)</td>
<td>(0.042)</td>
<td>(0.020)</td>
<td>(0.040)</td>
<td>(0.036)</td>
<td>(0.049)</td>
<td>(0.033)</td>
<td>(0.017)</td>
<td>-0.237</td>
</tr>
<tr>
<td>ITS</td>
<td>0.021</td>
<td>0.323</td>
<td>-0.207</td>
<td>0.264</td>
<td>1.310</td>
<td>0.206</td>
<td>0.008</td>
<td>0.047</td>
<td>0.297</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td>(0.036)</td>
<td>(0.044)</td>
<td>(0.017)</td>
<td>(0.10)</td>
<td>(0.240)</td>
<td>(0.06)</td>
<td>(0.009)</td>
<td>(0.041)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>T/LT</td>
<td>0.167</td>
<td>0.124</td>
<td>0.301</td>
<td>0.148</td>
<td>0.224</td>
<td>0.082</td>
<td>0.040</td>
<td>0.064</td>
<td>0.198</td>
<td>0.353</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.013)</td>
<td>(0.011)</td>
<td>(0.015)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>0.162</td>
</tr>
<tr>
<td>IP/(IP+EBITDA)</td>
<td>0.089</td>
<td>0.092</td>
<td>0.048</td>
<td>0.054</td>
<td>-0.002</td>
<td>0.174</td>
<td>0.054</td>
<td>0.157</td>
<td>0.039</td>
<td>0.138</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.007)</td>
<td>(0.019)</td>
<td>(0.025)</td>
<td>(0.053)</td>
<td>(0.017)</td>
<td>(0.012)</td>
<td>0.079</td>
</tr>
<tr>
<td><strong>Aggregate variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output gap</td>
<td>-0.128</td>
<td>-0.120</td>
<td>-0.156</td>
<td>-0.104</td>
<td>-0.111</td>
<td>-0.126</td>
<td>-0.129</td>
<td>-0.187</td>
<td>-0.120</td>
<td>-0.040</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.004)</td>
<td>(0.010)</td>
<td>(0.010)</td>
<td>(0.010)</td>
<td>(0.008)</td>
<td>(0.006)</td>
<td>-0.115</td>
</tr>
<tr>
<td>Nominal interest rate</td>
<td>0.058</td>
<td>0.072</td>
<td>0.088</td>
<td>0.073</td>
<td>0.048</td>
<td>0.050</td>
<td>0.093</td>
<td>0.082</td>
<td>0.073</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.003)</td>
<td>(0.006)</td>
<td>(0.003)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>0.072</td>
</tr>
<tr>
<td>GDP inflation</td>
<td>-0.022</td>
<td>0.014</td>
<td>-0.034</td>
<td>0.016</td>
<td>0.036</td>
<td>0.024</td>
<td>-0.053</td>
<td>-0.013</td>
<td>0.006</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.005)</td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.033)</td>
<td>(0.009)</td>
<td>(0.007)</td>
<td>0.006</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>0.000</td>
<td>-0.011</td>
<td>-0.002</td>
<td>-0.003</td>
<td>0.000</td>
<td>-0.010</td>
<td>-0.011</td>
<td>-0.007</td>
<td>-0.008</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td><strong>Mean log-likelihood</strong></td>
<td>-0.024</td>
<td>-0.043</td>
<td>-0.043</td>
<td>-0.050</td>
<td>-0.070</td>
<td>-0.035</td>
<td>-0.025</td>
<td>-0.059</td>
<td>-0.031</td>
<td>-0.058</td>
</tr>
<tr>
<td></td>
<td>(0.40)</td>
<td>0.30</td>
<td>0.38</td>
<td>0.33</td>
<td>0.31</td>
<td>0.39</td>
<td>0.42</td>
<td>0.35</td>
<td>0.39</td>
<td>0.41</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>0.36</td>
<td>0.29</td>
<td>0.37</td>
<td>0.32</td>
<td>0.30</td>
<td>0.39</td>
<td>0.34</td>
<td>0.34</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>Pseudo R²</td>
<td>agg.coef.</td>
<td>0.88</td>
<td>0.95</td>
<td>0.95</td>
<td>0.97</td>
<td>0.85</td>
<td>0.89</td>
<td>0.86</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>Industry R²</td>
<td>-2.01</td>
<td>0.87</td>
<td>0.89</td>
<td>0.90</td>
<td>0.63</td>
<td>0.71</td>
<td>-1.82</td>
<td>0.78</td>
<td>0.34</td>
<td>0.55</td>
</tr>
<tr>
<td>Industry R²</td>
<td>agg.coef.</td>
<td>219,604</td>
<td>1,035,359</td>
<td>848,658</td>
<td>2,161,664</td>
<td>251,693</td>
<td>515,674</td>
<td>99,363</td>
<td>473,831</td>
<td>1,739,890</td>
</tr>
<tr>
<td>Number of obs</td>
<td>219,604</td>
<td>1,035,359</td>
<td>848,658</td>
<td>2,161,664</td>
<td>251,693</td>
<td>515,674</td>
<td>99,363</td>
<td>473,831</td>
<td>1,739,890</td>
<td>760,402</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses. The variables are not scaled, so the importance of a variable cannot be interpreted directly from the size of the parameter estimate. \( a \) See Subsection 2.1 for exact definition of these variables. \( b \) See Subsection 2.2 for definition and sources. \( c \) Pseudo R\(^2\) \| agg.coeffs. is the Pseudo R\(^2\) value calculated for each industry using the estimated coefficients in the economy-wide model (i.e., the coefficients in the last column in the table above). The pseudo R\(^2\) values are calculated according to McFadden (1974).
### Table 4: Out-of-Sample Root Mean Squared Error (RMSE) for various models

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE (in percent)</th>
<th>Absolute RMSE for Model j&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only firm-specific variables</td>
<td></td>
<td>0.1973 0.3039 0.4239 0.4509 0.7457</td>
</tr>
<tr>
<td>Firm-specific and macro</td>
<td></td>
<td>0.0711 0.0849 0.0842 0.1215 0.3210</td>
</tr>
<tr>
<td>Economy-wide coefficients</td>
<td></td>
<td>0.2830 0.0904 0.1612 0.0540 0.3454</td>
</tr>
<tr>
<td>Time series random walk</td>
<td></td>
<td>0.1082 0.1179 0.1023 0.1180 0.2338</td>
</tr>
<tr>
<td>Industry OLS macorregression</td>
<td></td>
<td>0.1216 0.1288 0.2327 0.1788 0.4608</td>
</tr>
<tr>
<td>4 quarter moving average</td>
<td></td>
<td>0.0854 0.1208 0.0772 0.0797 0.1570</td>
</tr>
<tr>
<td></td>
<td>RMSE model j / RMSE</td>
<td>2.7752 3.5783 5.0368 3.7114 2.3231</td>
</tr>
<tr>
<td>Only firm-specific variables</td>
<td></td>
<td>3.9806 1.0646 1.9155 0.4444 1.0759</td>
</tr>
<tr>
<td>Economy-wide coefficients</td>
<td></td>
<td>1.5219 1.3885 1.2152 0.9712 0.7283</td>
</tr>
<tr>
<td>Time series random walk</td>
<td></td>
<td>1.7103 1.5171 2.7637 1.4716 1.4355</td>
</tr>
<tr>
<td>Industry OLS macroregression</td>
<td></td>
<td>1.2007 1.4230 0.9173 0.6562 0.4891</td>
</tr>
</tbody>
</table>

Notes: The RMSEs have been computed as one-step-ahead forecasts for the period 2000Q1-2002Q4. The RMSE ratios have been computed relative to the second row in the first panel, i.e., the industry-specific models. All models were estimated for the period 1990Q1-1999Q4. Industry aggregate RMSEs have been computed by summing the default frequency probabilities implied by each industry model quarterly. <sup>a</sup> Note that the macro variables in these forecasting models are lagged one quarter, so that all models are based on the same information set. <sup>b</sup> Notice that the RMSE numbers are expressed in percent, i.e., fitted and actual default numbers are multiplied by 100 before the RMSE numbers are computed.
Table 5: Out-of-sample Pseudo $R^2$ and decile tests at the industry level

### Industry-specific model coefficients

<table>
<thead>
<tr>
<th>Industry</th>
<th>Agriculture</th>
<th>Manufacturing</th>
<th>Construction</th>
<th>Retail</th>
<th>Hotel &amp; Restaurant</th>
<th>Transport</th>
<th>Bank, Finance &amp; Insurance</th>
<th>Real-Estate</th>
<th>Consulting &amp; Rental</th>
<th>Not Classified</th>
<th>Industry aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudo $R^2$</td>
<td>0.36</td>
<td>0.31</td>
<td>0.46</td>
<td>0.33</td>
<td>0.34</td>
<td>0.41</td>
<td>0.40</td>
<td>0.32</td>
<td>0.38</td>
<td>0.46</td>
<td>0.40</td>
</tr>
<tr>
<td>Decile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.74</td>
<td>0.71</td>
<td>0.85</td>
<td>0.72</td>
<td>0.76</td>
<td>0.82</td>
<td>0.79</td>
<td>0.75</td>
<td>0.78</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>2</td>
<td>0.11</td>
<td>0.13</td>
<td>0.06</td>
<td>0.10</td>
<td>0.09</td>
<td>0.07</td>
<td>0.03</td>
<td>0.06</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>3</td>
<td>0.08</td>
<td>0.05</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>0.02</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>6 - 10</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
<td>0.05</td>
<td>0.07</td>
<td>0.03</td>
<td>0.05</td>
<td>0.08</td>
<td>0.04</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### Economy-wide model coefficients

<table>
<thead>
<tr>
<th>Industry</th>
<th>Agriculture</th>
<th>Manufacturing</th>
<th>Construction</th>
<th>Retail</th>
<th>Hotel &amp; Restaurant</th>
<th>Transport</th>
<th>Bank, Finance &amp; Insurance</th>
<th>Real-Estate</th>
<th>Consulting &amp; Rental</th>
<th>Not Classified</th>
<th>Aggregate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pseudo $R^2$</td>
<td>0.35</td>
<td>0.31</td>
<td>0.46</td>
<td>0.33</td>
<td>0.34</td>
<td>0.41</td>
<td>0.35</td>
<td>0.35</td>
<td>0.38</td>
<td>0.46</td>
<td>0.39</td>
</tr>
<tr>
<td>Decile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.75</td>
<td>0.69</td>
<td>0.86</td>
<td>0.71</td>
<td>0.76</td>
<td>0.81</td>
<td>0.76</td>
<td>0.72</td>
<td>0.78</td>
<td>0.78</td>
<td>0.76</td>
</tr>
<tr>
<td>2</td>
<td>0.11</td>
<td>0.12</td>
<td>0.05</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>0.04</td>
<td>0.05</td>
<td>0.08</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>3</td>
<td>0.06</td>
<td>0.07</td>
<td>0.03</td>
<td>0.06</td>
<td>0.06</td>
<td>0.02</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>4</td>
<td>0.03</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
<td>0.04</td>
<td>0.02</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>6 - 10</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
<td>0.05</td>
<td>0.06</td>
<td>0.03</td>
<td>0.08</td>
<td>0.10</td>
<td>0.04</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes: The out-of-sample period is 2000Q1-2002Q4, and the total number of firms in the panel for this period is 2,614,248. The decile test outcomes in the table are obtained by sorting the estimated default probabilities, in descending order, and by computing observed default frequencies in the different deciles of the sorted data. The coefficients used for calculating the default probabilities are the ones presented in Table 3. Industry aggregate numbers are obtained by generating the estimated default probabilities using industry-specific model coefficients, then aggregating observations over the various industries to form a single data set, to which, finally, the procedure outlined above is applied in order to compute default frequencies for various deciles.
Figure 1: Default rates and the cumulative distribution functions for the accounting data.
Figure 2: Macro data used in the estimated models.
Figure 3: Actual (solid) and projected (dashed, dotted) aggregate default frequency rates 1990Q1-2002Q4. The projected rates are constructed using the estimated economy-wide models in Table 2 (dotted) and Table 3 (dashed). The models are estimated on data until 1999Q4. The projections shown to the right of the vertical line are out-of-sample.
Figure 4: Actual (solid) and projected (dashed) industry default frequency rates 1990Q1-2002Q4. The projected rates are constructed using the estimated industry-specific models in Table 3. The models are estimated on data until 1999Q4. The projections shown to the right of the vertical line are out-of-sample.
Figure 5: Actual (solid) and projected (dashed) industry default frequency rates 1990Q1-2002Q4. The projected rates are constructed using the estimated economy-wide model in Table 3. The model is estimated on data until 1999Q4; hence the projections to the right of the vertical line are out-of-sample.
Figure 6: Time-varying coefficients for the accounting ratios in the economy-wide model estimated in each quarter without the macro variables included up to 1999Q4. The horizontal lines correspond to the estimated coefficients in the economy-wide model in Table 2.
Figure 7: Sorted estimated default percentiles versus actual default frequencies for both economy-wide and industry-specific parameters. Left panel: Only firm-specific variables included (Table 2 models); Right panel: Macro variables included (Table 3 models).
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