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Abstract

An increasing use of IT facilitates �rms to use more e¢ cient organiza-
tional forms. Signi�cant reorganizations of business processes around IT
capital can thereby boost productivity growth. The aim of this study is
to empirically examine how �rm productivity growth is a¤ected by orga-
nizational changes and investments in IT using a Di¤erence-in-Di¤erence
approach on a panel of Swedish �rms over the years 1997-2005. The
empirical results show a positive and signi�cant e¤ect on total factor pro-
ductivity growth for �rms that invested above median in IT and at the
same time undertook organizational changes.
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1 Introduction

There is a growing literature emphasizing that productivity gains from invest-

ments in IT hinges on simultaneous investments in complementary activities

such as the use of more skilled labor in production and investment in organi-

zational capital.1 An increasing use of IT facilitates �rms to use more e¢ cient

organizational forms. Hence, signi�cant reorganizations of business processes

around IT capital can thereby boost productivity growth.

The aim of this paper is to study the e¤ects of organizational changes on

�rm productivity, taking into account interaction e¤ects from IT. The moti-

vation is twofold. First, the empirical studies in this �eld have primarily used

data on reorganizations during the late 80�s to the mid 90�s, a period when, even

though lsizeable IT investments were made, the �rms to a large extent operated

with "double systems", bringing IT into the old organization and old business

processes. This study use more recent data, reorganizations in Swedish �rms

around the year 2001, when large IT stocks were already in place and used in

the �rms in a much more integrated way. Second, the existing empirical evi-

dence is inconclusive and concentrated to only a few countries: the US, the UK

and some studies for France. One reason for the limited work available is the

requirements on data. Both data on IT investments, economic performance and

organizational change is needed, preferably over several years. In particular,

data on organizational change are scarce. This paper uses the, to my knowl-

edge, only existing recent survey data on organizational changes available in

Sweden, where also the hierarchical structure is addressed.2 The "Plan Survey"

is administered by the Confederation of Swedish Enterprises and the Research

1The Skill Biased Technical Change literature is by now very large; see for instance Krusell,

Hornstein, and Violante (2004) or Draca, Sardun, and Van Reenen (2006) for an overview and

Brynjolfsson, Hitt, and Yang (2002) on investments in organization and IT.

2The Swedish Riksbank together with Statistics Sweden have recently collected data on

organizational change similar to those used in this study but for the year 2005. However, as

data only become available with a time lag of two - three years it will be necessary to wait

some time before the e¤ects of these changes can be evaluated.
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Institute of Industrial Economics. For this study a cross-section from the 2003

wave is matched with Structural Business Statistics and registry data on la-

bor composition and wages, yielding a panel over the years 1997-2005. Using a

di¤erence-in-di¤erences approach, with organizational changes as the treatment,

the empirical results suggest a sizable positive e¤ect on TFP growth for �rms

that at the same time as they undertook changes in organization also invested

more than the median �rm in IT.

There are a number of reasons why it is interesting to study the link between

new technology, organizational change and productivity in a Swedish setting.

Swedish productivity has had a similar development as in the US, i.e., quite

di¤erent from that in the rest of Europe. However, Sweden di¤ers from the US

in that, alike the rest of Europe, Sweden has strict labor market regulations.

Despite these regulations, Sweden however, scores high in cross-country com-

parisons of workplace practices and various measures of decentralization of the

�rm, making it an interesting testing ground.

The paper is organized as follows: Section 2 gives a background discussion

and a review of the related literature. Section 3 describes the theoretical frame-

work, motivating the interactions between organizational changes an IT. Next,

in section 4, the empirical strategy is presented. In section 5 data is described

along with de�nitions of key variables and descriptive statistics. The empirical

results are presented in section 6 and section 7 concludes.

2 Background

Over the last two decades, the main direction of organizational changes has

been towards �atter organizations with a more decentralized decision-making,

resulting in more multi-tasking and greater responsibilities for the employees.

Lindbeck and Snower (2000) point to advances in information technology, in-

creased versatility of capital equipment, widening of human capital across tasks

and changes in workers�preferences as the driving forces. Aghion, Caroli, and

García-Peñalosa (1999) argue that skilled labor is complementary, not only to
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technical progress, but also to contemporary reorganizations. Skilled employees

are assumed to cope better with multi-tasking and increased responsibility, thus

the demand for this type of labor increases. Acemoglu et al. (2007) show, in

an endogenous growth model, that the closer a �rm is to the technological fron-

tier, the higher is the relative importance of innovation and therefore the more

likely a �rm is to adopt a structure with decentralized decision making. Yet

another reason for the delayering of organizations is found within the �high per-

formance work organizations� literature. Firm performance and productivity

can be improved by means of continuous education of the employees, delegation

of authority and incentive pay, cf. (Kling (1995)). In a di¤erent approach, Gar-

icano and Rossi-Hansberg (2006) model knowledge hierarchies and show that

falling prices of IT leads to �atter organizations, whereas falling prices of com-

munication has the opposite e¤ect. This is an interesting feature, as it creates

a balanced relationship where the optimal organization hierarchy is determined

by the technology mix, i.e., it is not only �attening reorganizations that can

boost productivity.

There is a small but growing body of empirical evidence. Most studies how-

ever, employ organizational data from mid 1980�s to mid 1990�s. Bresnahan,

Brynjolfsson, and Hitt (2002) argue that higher levels of technology are associ-

ated with increased delegation of authority to individuals and teams and higher

levels of skill and education in the workforce. They �nd empirical support for

complementarity between technology skill and organization of work on US data.

Black and Lynch (2001) estimate augmented production functions on US �rm

level data 1987-1993 and relate the �rm-speci�c residual to measures of work-

place practices, human capital investments and computer usage. They �nd that

the proportion of non-managerial workers using computers has a positive e¤ect

on productivity, as has the average educational level. They also �nd that �rms

with a larger share of younger capital have a higher than average productivity.

Concerning workplace practices, their results suggest that it is not whether an

employer adopts a particular practice or not that plays a role, but rather how

that workplace practice is implemented. In a companion paper (2004) the same
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authors study two cross sections of US �rms on later data (1993-1996), but do

not �nd support for an interaction between workplace practice and IT. Caroli

and Van Reenen (2001) examine complementarity between skills and reorgani-

zation and �nd that a reorganizations (in the direction of more decentralized

decision making) lead to a lower demand for low skilled labor. They also �nd

that a falling relative price on high-skilled labor increases the probability for

a �rm to reorganize and that the largest e¤ects on productivity are in orga-

nizations with a large proportion of high skilled labor. However, they �nd no

evidence of an interaction between IT and organizational change.

In a di¤erent strand of the literature the e¤ect of organizational capital on

productivity is studied indirectly via ownership. In a recent paper, Bloom,

Sadun, and Van Reenen (2007) �nd support for complementarity between IT

and organizational capital studying a large sample of British �rms in (1995-

2004). When comparing the returns for US multinationals and statistically

similar UK �rms they �nd that US multinationals in the UK are more produc-

tive than similar UK �rms. They argue that the reason for this productivity

di¤erence is that US multinationals export their organizational capital also to

their foreign a¢ liates. Similar results have been documented for Swedish �rms;

Karpaty (2007) �nds an increase of 3-11% in productivity from foreign acquisi-

tions on Swedish �rms (1986-2002).

The choice of both investment in organizational changes and in IT is likely to

be endogenous. Some attempts have been made to estimate the probability of or-

ganizational change. Crespi, Criscuolo, and Haskel (2007) �nd that a change in

competition, measured as lagged changes in market share, is negatively related

to the probability of organizational change, i.e., �rms that are losing market

shares are more likely to reorganize in the following period. They also �nd that

exporting �rms have a signi�cantly higher probability of organizational change,

possibly due to their facing higher competitive pressure compared to locally ac-

tive �rms and that foreign ownership signi�cantly increases the probability of

introduce reorganizations. One way to explain this is that organizational knowl-

edge and/or concepts are exported to the foreign a¢ liates, consistent with the
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story in Bloom, Sadun, and Van Reenen (2007). Caroli and Van Reenen (2001)

also estimate the probability of organizational change and �nd that higher wage

inequality, proxied by regional educational wage di¤erentials, is associated with

a signi�cantly lower probability of organizational change. Their interpretation

is that a short supply of skilled workers drives up relative wages, making fewer

organizational changes pro�table.

3 Theoretical framework

From a theoretical point of view it�s straightforward to think of relationship

between investments in IT, organizational changes and productivity in terms of

embodied and disembodied technical change. More speci�cally, how is produc-

tivity growth a¤ected by embodied and disembodied technical change, directly

and via interaction e¤ects? To bene�t from embodied technical change �rms

need to make physical investments - the new technology is in the machine. In

this study embodied technical change will be represented by investments in IT

capital. Disembodied technical change, on the other hand, is typically free and

available for everyone. We can think of innovations in organizational technol-

ogy as being disembodied technical change; as new organizational practices are

introduced, they are in principle available free of charge. However, this does not

mean that investments in organization come for free. On the contrary, organi-

zational change typically induce large costs due to forgone production during

the adjustment process. To allow for inputs to be complementary in produc-

tion a translog production function is employed.3 This would take into account

both direct and interaction e¤ects of organizational change and other inputs of

production.

Following Gunnarsson, Mellander, and Savvidou (2004), TFP is computed

3See Christensen, Jorgenson, and Lau (1973) on the Translog production function.
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as the ratio of de�ated value added and a Törnquist index of inputs Xk:

TFPt =
Qt

f(X1;t; X2;t; :::; Xk; t)

The Törnquist index corresponds to the translog production function and allows

for complementarity between inputs. TFP growth is then computed as the

di¤erence in natural logarithm of TFP according to:

� lnTFP = � lnQ�� lnXt (1)

where � lnXt is the growth of aggregated input, each input being weighted by

its average cost share.

� lnXt =
X
k

!k;t� lnXk;t

Pk;t is the price of input k at time t and !k;t is the average cost share of input

k at time t according to:

!k;t =
1

2

0@ Pk;t�1Xk;t�1P
k

Pk;t�1Xk;t�1
+

Pk;tXk;tP
k

Pk;tXk;t

1A
4 Empirical strategy

In order to capture the e¤ect of organizational changes on productivity growth

one has to consider what would have happened, had the �rms not undertaken

organizational changes - the counterfactual situation. Since �rms only can be

observed in one state - they either did or did not make organizational changes -

the counterfactual has to be constructed synthetically. The strategy chosen in

this paper is to adopt a di¤erence-in-di¤erences approach using organizational

changes as treatment. By comparing the change in outcomes for a group of

treated �rms (that made organizational changes) with that of control �rms (that

didn�t make any organizational changes) one hopes to isolate the e¤ect. The

di¤erence-in-di¤erences estimator is an unbiased estimate of the causal e¤ect

if, absent the treatment, the average change in TFP growth would have been
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the same for the treatment and control groups (the parallel underlying trend

assumption). However, reorganizations are ine¤ect not randomly assigned, so

a bias cannot be ruled out. It is therefore important to explicitly consider

potential bias due to nonrandom sampling, i.e., we would like �rms to be, ex

ante, as statistically similar as possible. One way of ensuring this is to �rst pair

up treated and untreated (control) �rms using a matching estimator. On this

small panel however, the number of observations is simply too few to make such

matching. Instead, to evaluate the composition of the two groups, pretreatment

characteristics are examined.

The basic di¤erence-in-di¤erences setup is shown in equation (2):

�tfpit = c+ �1Tit + �2�Oit + �3(Tit ��Oit) + �0it!it + �i + "it (2)

where T is the time e¤ect, a dummy which takes the value 0 in the years

1997-2001 (the years before the organizational change) and 1 after that. Note

that in the survey data there is no information on the exact date the organi-

zational changes took place; instead the data picks up organizational changes

"during the last three years" (meaning 2000-2002). In the empirical analysis

organizational changes are placed in the middle of this interval (i.e., 2001).4

Continuing, �O is the group dummy indicating whether a �rm is part of the

treated group (i.e., undertook organizational changes) or not. The coe¢ cient of

interest, the di¤erence-in-di¤erences estimator, is �3 which captures the e¤ect

of being part of the treated group in the "after" period. !i is a vector of other

controls such as industry, �rm size, labor composition etc. These are included

to reduce compositional bias, i.e., to control for observable di¤erences between

the observations in the di¤erent groups. Finally, �i is a time invariant, �rm

speci�c e¤ect and "it is the idiosyncratic component of the error term.

To take the link with investments in IT into consideration equation (2) is

modi�ed in the following way: both the group e¤ect, �2, and the di¤erence-in-

4Another way could be to simply eliminate the years 2000-2002 and apply the DiD esti-

mator on that sample. The results are qualitatively robust to this. However, considering the

limited amount of data that is available to start with the former approch is kept.
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di¤erences e¤ect, �3, are interacted with dummies indicating the intensity of IT

investments. Changes in organizations can happen for all sorts of reasons and in

order to focus on those made in connection to investments in IT this interaction

estimates the e¤ect of organizational change is separately for �rms that have

zero, low and high levels of IT investments. The estimated equation becomes:

�tfp = c+ �1T + �
zero
2 (�O � IT zero) + �low2 (�O � IT low)

+�high2 (�O � IThigh) + �zero3 (T ��O � IT zero)

+�low3 (T ��O � IT low) + �high3 (T ��O � IThigh)

+�0i! + �i + "it (3)

The key identifying assumption are that the time e¤ect T captures how

both the treatment and control group are in�uenced by time and that the �xed

group e¤ect (�O � IT j) captures any �xed unmeasured di¤erences between the

two groups, such that there is no interaction between the time e¤ect and the

treatment group e¤ect, i.e., E(" j (T � �O � IT j)) = 0. Given the structure

of the data it is not obvious that this is true. The choice of both investing in

organizational changes and in IT is likely to be endogenous. A weakness in this

setup is that this choice is not modeled; organizational changes are treated as

if they were exogenously given (as are investments in IT). Ideally we would like

to have some exogenous mechanism determining the choice.

For the sample period studied here the economic downturn possibly created

a strong pressure for transformation which may have a¤ected the timing of orga-

nizational changes, but there is still likely to be selection into which �rms decide

to make changes in the organization. To assess factors previously identi�ed to

explain the probability of organizational change, the following probability equa-

tion is estimated, using indicators similar to those used by Crespi, Criscuolo,

and Haskel (2007):

�O = c+ �1�share+ �2F + �2�hs+ 
0
in+� (4)
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where �O is the 0/1 indicator for organizational change, �share is the lagged

change in industry market share, F is dummy variable indicating whether the

�rm is exporting, �hs is the lagged change in share of high skilled employees

and n is a vector of basic controls, such as industry and size. This, however, only

addresses half of the problem as it is the decision to both invest in organizational

changes and in IT that is of interest. The ideal would be to measure only

organizational changes explicitly connected to IT investments and estimate the

probability of that event but the data at hand does not allow for that. The

estimated coe¢ cients are all insigni�cant, but the results are included in the

appendix for reference.5

5 Data

5.1 Sources of data

It is hard to �nd �rm level panel data on performance, inputs, IT and organi-

zational change. The panel used in this study is created by matching multiple

sources of data. The observational frame consists of the �rms that participated

in the Plan Survey 2003, a survey administered by the Confederation of Swedish

Enterprises and the Research Institute of Industrial Economics. The Plan sur-

vey is a rotating panel survey covering mostly large �rms or, more correctly,

large workplaces in the Swedish manufacturing sector, and from the year 2000

onwards, also �rms within the service sector. The survey is not representative,

instead the aim has been to cover as much as possible of the Swedish business

sector with a limited amount of observations. Accordingly more than 90 percent

of the �rms covered have at least 100 employees. In the year 2003 a question

was also asked regarding the general hierarchical structure of the �rm, i.e., how

many sta¢ ng and manning levels they currently had and whether the number

5Another way to solve the endogeneity problem is to instead �nd an instrument for orga-

nizational changes. In a larger data set indicators such as changes of CEO or mergers and

aquisitions could be possible candidates. But again, measuring the joint decision of IT and

organizational change is impairative to fully adress the endogeneity problem.

10



of hierarchical levels had changed. In addition questions indicating indirect or-

ganizational changes were asked. The companies were asked to state whether,

for a majority of their employees, the number of tasks and/or the amount of

responsibility had increased, decreased or remained unchanged. These question

were all designed to match those used in Caroli and Van Reenen (2001).

The cross section of the 2003 wave is matched with two sources of eco-

nomic register data from Statistics Sweden to build up a panel with "before"

and "after" years around the organizational changes.6 Value added, gross and

net investments in buildings, machinery, equipment and other detailed account-

ing information is matched from the Structural Business Statistics. From the

register database LISA, a longitudinal database compiled by Statistics Swe-

den covering every Swedish resident over 15 years of age over the years 1990

and onwards, information about wages and labor composition was added. The

matching process resulted in a small but rich panel of 120 �rms followed over

nine years: 1997-2005.7 Given the limited sample size, generalizations of the

empirical analysis have to be made with caution.

5.2 Key variables

In what follows the key variables of the analysis, Organizational Change, �O and

the di¤erent measures of the level/intensity of IT investment are presented. In

appendix A the full set of variables and controls are described.

Organizational Change, �O

6The matching required the permission of each �rm. Formal requests were sent out during

spring of 2007, followed by e-mail reminders. Finally, the remaining �rms were contacted by

phone. Out of the 192 �rms, 75% gave permission to match data, 5% had changed structures

to the extent that they were not meaningful to track. Only 5 �rms, or 2.5% denied the request

to match data. The remaining �rms could, in spite of large e¤orts, not be reached. Out of

the 144 �rms who gave permission we were able to successfully match 136. The estimation

sample is further reduced to 120 companies due to restrictions on data as some �rms lacked

information on investments in IT.
7Appendix A further describes the di¤erent sources of data, the matching process and the

complete set of variables and their de�nitions.
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Organizational change is measured by three questions included in the 2003

wave of the Plan Survey. The questions were designed to parallel some of those

in Caroli and Van Reenen (2001). In Table 1 each of the questions is presented

along with the distributions of answers. For about twenty percent of the com-

panies, the number of sta¢ ng and manning levels had changed. Compared to

Caroli and Van Reenen (2001), henceforth CVR, much fewer companies indi-

cated decreased number of sta¢ ng and manning levels (only 9 % compared to

almost 35% in CVR). Interestingly, glancing at the data collected by Statistics

Sweden and the Riksbank for 2004-2005, about twice as many indicated that

they had increased sta¢ ng and manning levels in the �rm.8 This can indicate

that the trend of continuous decentralization may have changed in Sweden. For

the other two indicators, the distributions of answer were much more similar

to those in CVR. Areas of responsibility connected to speci�c positions had in-

creased in 55% of the cases. Only 2% reported a decrease (the �gures were 46%

and 3% respectively in CVR). This pattern also holds when looking at range of

tasks connected to speci�c positions. In 45% of the cases, the number of tasks

had increased and in only 5% the number of tasks had decreased (compared

to 63% and 6% respectively in CVR).9 Hence, the majority of organizational

changes were in the direction of �atter, more decentralized decision making,

even though compared to CVR the actual delayering was less pronounced.

As the main hypothesis is that increased use of new technology, IT and

communications, open up opportunities for more e¢ cient ways of organizing, the

direction of the organizational change can di¤er depending on industry and �rm-

speci�c technological mix. In the empirical analysis organizational change is

82006 the Riksbank arranged for data on organizational change to be collected within the

survey "IT, work organization and productivity" from Statistics Sweden. The new data covers

the same indicators on organizational changes as used here but during the period 2004-2005

and in a representative sample of 2015 Swedish �rms. This study thus serves as a pilot study.
9 In CVR these questions were asked for non-manual and manual workers separately. The

comparison made here regards the answers of non-manual workers. The corresponding �gures

for manual workers are 33% more and 6% less responsibility, 40% more and 13% less tasks

and 11% more and 46% fewer sta¢ ng and manning levels.
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therefore represented by a dummy variable which takes the value 1 if a company

reported at least two instances of organizational change (regardless of direction)

and 0 otherwise.10 This occurs in 55 cases. As it turns out, the vast majority

(69%) of the these are indeed in a direction �atter. 27% had mixed indicators

and only 4% had purely changes that indicate an increase in hierarchy.

Technology, IT

There is no information on investments in IT within the Structural Business

Statistics; hence it is not possible to follow the evolution of the stock of IT

capital.11 However there is information on investments in IT within the Plan

Survey for the years 2001-2003. Using this data, four di¤erent measures of IT

investments, made in connection (same time period) with the organizational

changes, are constructed.

It is not obvious how to measure IT investments. A classic procedure is to

measure IT intensity as investments in IT relative to total investments. This

would reveal the technology mix in a �rm. But you can also make an argu-

ment for di¤erent measures. Consider a �rm with very large investments in

real capital, for instance in the paper and pulp industry. As an example, an

installation of automatic computer surveillance in the production process here

can give very large e¤ects on productivity as the length of production stops is

signi�cantly shortened. However the investment relative to total investments

will be minor. Here IT investments relative to the number of employees might

be a better measure. Also, it is natural to think of the investment in IT relative

to number of employees when looking at interactions with organizational change

10The motivation for allowing all directions of organizational change comes from Garicano

and Rossi-Hansberg (2006), i.e., allowing for the possibility that a technological mix with a

lot of communication capital might push �rms towards a more hierarchical structure. In the

empirical analysis experiments are also made restricting the �O dummy to be one only if �rms

reported at least two organizational changes in the direction of �atter. This does not change

any of the results notably. If anything, the e¤ects are stronger using the wider de�nition.
11Statistics Sweden used to cover investments in IT, but the series was discontinued in 1994.

They have now decided to resume this data collection. The �rst survey was conducted in the

fall of 2006.
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- since people de�ne organizations. I will here make use of 4 di¤erent measures

of the intensity of IT investments, the �rst two relating investments in IT to the

number of employees and the last two relative to total investments. The main

focus will be on the �rst measure (A) which categorizes �rms into three di¤erent

groups, IT zero, IT low and IThigh, depending on their maximum investment in

IT per employee during the period of organizational change (2000-2002). The

IT zero �rms reported zero investments in IT per employee for the period where

organizational changes took place. IT low(high) �rms reported below (above) me-

dian investment in IT per employee.12 The division partitions both the sample

as a whole and the sub-sample that carried through organizational changes into

groups of fairly equal size. Next, as a sensitivity check, instead of using the max-

imum investment, the average investment (same period) in IT per employee is

considered (B). This will decrease the impact of any one time large investment.

In measure C (D) the focus is switched to the classic intensity of IT investments,

looking at the maximum (mean) share of IT investments to total investments.

In C and D, instead of having zero investment as a group, the cuto¤s are set

at the 33th and 67th percentile to get equal group sizes. Note that the same

variable names will be used for all four measures in the estimations. The IT

measures are indicated by the letters A,B,C and D in the results.

Looking at the correlation between the di¤erent measures it is worth pointing

out that many of the �rms in the IThigh�group change quite a lot using the

di¤erent measures: about 30% of the �rms are exchanged going from measure

A to measure C. The correlation is 0.45 in the total sample and 0.63 within

the group that made organizational changes (see table 2). Also the industry

mix changes the IThigh�group; the IThigh�group is more concentrated to the

business services sector (i.e., consultants etc.) using measure C. Within this

sector sometimes IT is the only capital investment.

12The cuto¤ value was set to the median of the �rms that reported non zero investment

levels in IT.
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5.3 Descriptive statistics and comparison of samples

As organizational change is not randomly assigned, �rst basic characteristics of

the di¤erent groups is compared. The data is divided according to organizational

change and IT investments using measures A and C.13 Table 3 displays the

distribution over broad industries.14 Although the �nal panel used is very small

it covers �rms within many industries in the Swedish private sector. Out of the

120 companies, about 59% are from the manufacturing sector and 41% from

the service sector. The distribution over industries does not vary substantially

between the treatment and the control groups.

Table (4) show summary statistics for the total sample, �rms that under-

took organizational change, and �rms that both reorganized and invested above

median in IT, respectively. A couple of remarks are in order. As mentioned,

the Plan Survey over-samples large �rms. This is apparent in the distribution

of the �rm size category variables: two thirds of the sample are �rms with more

than 100 employees and about half the sample are �rms with more than 250 em-

ployees. The distribution of �rm sizes does not di¤er much between �rms that

only reorganized or reorganized and invested above median in IT, compared to

the total sample. In fact, the samples are quite similar with regard to employee

composition and �rm characteristics. Looking at the distribution over the three

IT categories, a quite large fraction of �rms report zero investment: 23% in

the total sample and 27% among those who underwent organizational change.

However, this does not imply that they are low tech-�rms; rather, they simply

did not do any IT investments during the time window where the organizational

change was measured.

To further compare the groups, in table 5 the mean of pre treatment charac-

teristic variables are compared for the control group, the group that undertook

organizational change and the group that in addition to making organizational

13The other two measures of IT give similar results.
14The Swedish Standard Industrial

Classi�cation is coordinated with the European NACE (Nomenclature statistique des

Activités économiques dans la Communauté Européenne) up to the 4-digit level.
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change also invested above median in IT. T-tests with H0 : ��O=0 = ��O=1

and ��O=0 = ��O�IThighA =1, respectively, are included.

In most aspects the �rms that made organizational changes is very simi-

lar to those who did not. Still, some di¤erences are worth pointing out: �rms

that undertook organizational change on average had a higher share of em-

ployees with intermediate skills (signi�cant at 5% level) and were on average

smaller (signi�cant at 10% level). On average they also had lower productivity

growth, however, this di¤erence is not signi�cant. The group that also made

large investments in IT (�O � IThighA = 1) and also had a lower productivity

growth, the di¤erence now weakly signi�cant, and were less represented among

the largest �rms (signi�cant at 5% level). Another di¤erence is that this group

had a signi�cantly lower share of immigrants among the employees (by about

three percentage points), which might be an indication that language and com-

munication could be important in determining the likelihood of organizational

change.

To sum up, there are some statistically signi�cant di¤erences between the

treatment and the control group. However, the distributions industry and em-

ployee characteristics are fairly similar. The treatment and control group also

have a similar pattern of TFP (and labor productivity) growth before treatment.

Together this gives some support for the parallel trend assumption.

6 Results

Table 6 shows the results from estimating equation (3). The number of obser-

vations in the baseline estimation is 832, yielding an average of 6.9 observations

(out of maximum 8) per �rm. All regressions have standard errors clustered at

�rm level, a constant and control for size �rm (number of employees). A full set

of two-digit industry dummies is also included, unless a �xed e¤ect estimator

is used. The �rst column reports the results from the baseline regression with

no additional controls. The result is quite striking: the group of �rms that

both undertook organizational change and made large investments in IT had a
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18.3 percentage points increase in TFP growth. The result is signi�cant at the

1% level. Interestingly, there were no signi�cant e¤ects for the �rms with the

other two groups of IT investment, supporting the hypothesis that it is indeed

organizational changes combined with increased IT-capital that has an e¤ect on

productivity growth.

A concern in the di¤erence-in-di¤erences setup is that there may be other

interactions between the treatment group and time. One indication of this is

that the regression shows a large time e¤ect, �1. Since �1 picks up the e¤ects

of omitted variables and trends in the dependent variable, a large �1 would

suggest that the e¤ects from these sources vary substantially between treatment

and control group and that there are likely to be omitted variables. On the other

hand, if the time e¤ect, �1, and the group e¤ects, �
zero
2 , �low2 , �high2 , are small

and statistically insigni�cant it is instead an indication that the treatment and

control group indeed share the same trend prior to the policy change.

The time e¤ect is indeed signi�cant in the �rst column. One possible reason

can be that the timing of the treatment period incidentally coincided with a

very sharp turn in the business cycle year 2001. Therefore, in column (2) and

onwards, a third degree polynomial (TREND) is included to control for general

business cycle movements. This renders the time e¤ect insigni�cant, but leaves

the other estimates unchanged. The group e¤ects are in general insigni�cant,

except for the group e¤ect of low IT, which is signi�cant at the 5% level, in the

�rst two regressions. Column (3) repeats the baseline regression by using a �xed

e¤ect estimator. The point estimate for �high3 increases marginally whereas the

signi�cance is unchanged.

If selection into the treatment groups is correlated with the outcome, we

would see changes in the estimates as a result of including more controls. In

column (4) extra controls for employee composition are included: skill levels,

�eld of study, age, share of females and the share of immigrants among the

workers.15 The choice of controls is motivated by endogenous growth theory,

which predicts that productivity growth is determined by levels of inputs, such

15All extra controls are lagged one period.

22



T
ab
le
6:
R
es
ul
ts
:
D
i¤
er
en
ce
-i
n-
D
i¤
er
en
ce
es
ti
m
at
io
ns
of
eq
ua
ti
on
(3
).

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

d
ep
.
va
ri
ab
le

d
tf
p

d
tf
p

d
tf
p

d
tf
p

d
tf
p

d
tf
p

d
tf
p

d
L
P

d
L
P

T
�
1

-0
.0
80
9*
*

-0
.0
22
6

-0
.0
16
3

-0
.0
19
5

-0
.0
26
3

0.
05
04

0.
04
30

-0
.0
38
6

-0
.1
20

(0
.0
33
0)

(0
.0
89
1)

(0
.0
87
0)

(0
.0
90
0)

(0
.0
90
2)

(0
.1
04
)

(0
.1
06
)

(0
.0
30
3)

(0
.0
87
0)

(�
O
�
I
T
z
e
r
o
)

�
z
e
r
o

2
0.
02
61

0.
02
45

-0
.0
19
6

0.
02
25

-0
.0
16
7

(0
.0
50
6)

(0
.0
51
4)

(0
.0
64
4)

(0
.0
82
5)

(0
.0
34
9)

(�
O
�
I
T
lo
w
)

�
lo
w

2
-0
.0
97
8*
*

-0
.0
97
7*
*

-0
.0
50
2

-0
.0
81
2

-0
.0
07
99

(0
.0
47
9)

(0
.0
47
9)

(0
.0
50
4)

(0
.0
66
9)

(0
.0
39
9)

(�
O
�
I
T
h
i
g
h
)

�
h
i
g
h

2
-0
.0
77
4

-0
.0
77
0

-0
.0
41
4

-0
.0
39
1

-0
.0
69
3*

(0
.0
47
3)

(0
.0
47
5)

(0
.0
51
7)

(0
.0
58
9)

(0
.0
35
5)

(T
�
�
O
�
I
T
z
e
r
o
)

�
z
e
r
o

3
0.
02
08

0.
02
26

0.
03
92

0.
07
16

0.
07
25

0.
09
28

0.
09
86

0.
04
63

0.
05
30

(0
.0
88
9)

(0
.0
89
4)

(0
.0
91
0)

(0
.0
92
5)

(0
.0
96
1)

(0
.1
70
)

(0
.1
70
)

(0
.0
70
3)

(0
.0
73
2)

(T
�
�
O
�
I
T
lo
w
)

�
lo
w

3
0.
03
59

0.
03
55

0.
05
36

0.
01
23

0.
03
34

0.
07
50

0.
09
89

0.
04
37

0.
01
53

(0
.0
57
5)

(0
.0
57
3)

(0
.0
55
4)

(0
.0
47
7)

(0
.0
52
4)

(0
.0
91
0)

(0
.0
92
3)

(0
.0
48
0)

(0
.0
54
2)

(T
�
�
O
�
I
T
h
i
g
h
)

�
h
i
g
h

3
0.
18
3*
**

0.
18
3*
**

0.
19
9*
**

0.
17
7*
**

0.
18
6*
**

0.
19
2*
*

0.
19
0*
*

0.
16
6*
**

0.
15
7*
**

(0
.0
56
9)

(0
.0
57
1)

(0
.0
55
5)

(0
.0
59
2)

(0
.0
59
6)

(0
.0
93
8)

(0
.0
93
2)

(0
.0
50
8)

(0
.0
54
2)

to
ta
l
in
ve
st
m
en
t
/e
m
p
l

-0
.0
00
59
5*
*

-0
.0
00
60
3*

-0
.0
00
70
6

-0
.0
00
44
5

sh
a
re

o
f
em

p
lo
y
ee
s:

(0
.0
00
28
7)

(0
.0
00
30
7)

(0
.0
00
42
6)

(0
.0
00
54
5)

h
ig
h
sk
il
le
d

0.
54
2*
*

0.
76
9

0.
74
6*
*

0.
47
1

(0
.2
20
)

(0
.5
97
)

(0
.3
26
)

(1
.3
78
)

in
te
rm
ed
ia
te
sk
il
le
d

0.
30
4

-0
.4
67

0.
50
0

0.
65
0

(0
.2
21
)

(0
.6
48
)

(0
.3
65
)

(1
.2
33
)

ed
u
.
in
E
n
gi
n
ee
ri
n
g

-0
.5
46
**
*

0.
07
17

-0
.7
36
**

-0
.5
30

(0
.2
04
)

(0
.6
31
)

(0
.2
89
)

(1
.2
62
)

ed
u
.
in
E
co
n
.,
B
u
s.
A
d
m
,
L
aw

-0
.6
25
**

-0
.4
92

-0
.8
16
*

-0
.2
54

(0
.2
84
)

(0
.4
06
)

(0
.4
63
)

(0
.7
48
)

ag
e
-2
9

-0
.1
36

-0
.1
31

-0
.2
24

0.
78
5

(0
.1
54
)

(0
.4
41
)

(0
.2
01
)

(0
.8
31
)

ag
e
40
-4
9

-0
.3
82
*

-0
.1
72

-0
.3
92

0.
87
4

(0
.2
23
)

(0
.4
67
)

(0
.3
57
)

(0
.9
15
)

fe
m
al
es

-0
.1
42

-0
.3
75

-0
.0
84
7

0.
39
7

(0
.1
27
)

(0
.4
75
)

(0
.1
55
)

(1
.0
05
)

im
m
ig
ra
n
ts

0.
01
92

0.
03
15

0.
18
4

0.
94
9

(0
.1
53
)

(0
.4
94
)

(0
.2
42
)

(0
.9
35
)

n
u
m
b
er
of
em
p
lo
ye
es

1.
33
e-
05
**
*

1.
39
e-
05
**
*

-4
.6
3e
-0
6

1.
91
e-
05
**
*

-2
.5
6e
-0
5

2.
44
e-
05
**
*

0.
00
02
05

1.
93
e-
06

-3
.3
7e
-0
5*
*

(4
.5
1e
-0
6)

(4
.4
7e
-0
6)

(3
.2
8e
-0
5)

(5
.5
4e
-0
6)

(5
.7
7e
-0
5)

(5
.8
1e
-0
6)

(0
.0
00
16
2)

(2
.7
1e
-0
6)

(1
.3
1e
-0
5)

IN
D

Y
Y

Y
Y

Y
Y

Y
Y

Y
T
R
E
N
D

N
Y

Y
Y

Y
Y

Y
Y

Y
F
ix
ed

e¤
ec
ts

N
N

Y
N

Y
N

Y
N

Y
O
b
se
rv
at
io
n
s

83
2

83
2

83
2

70
9

70
9

38
6

38
6

85
7

85
7

N
u
m
b
er
of
�
rm
s

12
0

11
8

97
12
0

A
d
ju
st
ed

R
2

0.
08
2

0.
08
6

0.
01
2

0.
12
0

0.
03
3

0.
18
8

0.
00
1

-0
.0
06

0.
00
2

R
ob
u
st
st
an
d
ar
d
er
ro
rs
in
p
ar
en
th
es
es
,
**
*
p
<
0.
01
,
**
p
<
0.
05
,
*
p
<
0.
1

IT
m
ea
su
re
s:
A
m
ax
[i
nv
es
tm
en
t
in
IT

/e
m
p
lo
ye
e]
;
B
m
ea
n
[i
nv
es
tm
en
t
in
IT

/e
m
p
lo
ye
e]
;
C
m
ax
[i
nv
es
tm
en
t
in
IT

/t
ot
al
in
ve
st
m
en
ts
];
D
m
ea
n
[i
nv
es
tm
en
t
in
IT

/t
ot
al
in
ve
st
m
en
ts
]

23



as skill. Also, to rule out the possibility that large investments in drive the

result, net investments in machinery & equipment per employee is included.

The inclusion of these controls does not a¤ect the size or signi�cance of the

main estimate of interest, importantly the group e¤ect for the low IT group

becomes insigni�cant.16 Column (5) repeats the extended regression using the

�xed e¤ect estimator. The estimate of the e¤ect of both investing above median

in IT and undertaking organizational change, �high3 ; is again only marginally

a¤ected and still signi�cant at the 1% level.

In general, Di¤erence-in Di¤erences estimators are regarded as more reliable

when comparing outcomes just before and just after a policy change. Yet, from a

policy perspective it is also of interest to look at medium and long term e¤ects.

The problem, however, is that, as the time window increases, the treatment

e¤ect is likely to be confounded by other changes that occurred during the

period. As another robustness check the regressions are therefore reestimated

on a shorter panel including only the years 1999-2003, i.e., one year before

and after the window for organizational change. Reassuringly, the estimates

(column 6 and 7) are largely unchanged.17 Finally, in the two last columns

of table 6 instead of using tfp growth, the dependent variable is changed to

labour productivity growth (log di¤erence). The e¤ect is now somewhat smaller,

around 15-16%, but still highly signi�cant. To sum up, the results are largely

invariant to changes in speci�cation, sample and the time period used.

To assess if the use of di¤erent de�nitions of intensity in IT investment a¤ect

the result, the speci�cations in column (4) and (5) in table 6 is reestimated using

the three alternative measures IT investments described on page 13. The results

16 In another set of regressions (not included here) even more detailed labor composition

was controlled for: �eld of education and age was controlled for at each educational level, also

the share of immigrants was split into "new" and "old" immigrants, respectively. The results

were una¤ected by this.
17Further experiments has been done taking away e.g. very large/small �rms, and �rms

with very high/low tfp growth to see if extreem observations seem to drive the results. This is

not the case, when observations with very high/low tfp growth is deleted the point estimate of

the di¤erence-in-di¤erence for the high IT group is somewhat lower, but remains signi�cant.
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are presented in table 7.

First, instead of looking at the maximum investment in IT per employee,

the average over the period is considered. This will decrease the impact of any

one large investment and one could therefore expect the estimated e¤ect to be

smaller. Indeed this is the case, �high3 is still signi�cant, but is lower in mag-

nitude: 0.14. With the �xed-e¤ect estimator both the point estimate increases

slightly. In columns (5-6), IT intensity is instead measured as the maximum

share of IT investments in total investments. The results are largely unchanged

and remains signi�cant. Finally, in the last two columns, the average investment

in IT to total investments is considered. �high3 are again lower when using the

average. The results in table 7 suggests that the interaction with organizational

change is important both looking at IT investments per employee and IT in-

vestments to total investments. Remember that about 30% of the �rms in the

IThigh group are exchanged going from IT investments per employee (measure

A) to IT investments to total investments (measure C) and the industry com-

position changes. The e¤ect on productivity from organizational change and IT

investments it thus no con�ned to a certain industry or type of �rm.

7 Conclusions and �nal remarks

This paper takes a di¤erence-in-di¤erences approach to analyze e¤ects of or-

ganizational change around the year 2001 on productivity growth. The data

used is a small but detailed panel of Swedish �rms that are followed over nine

years: 1997-2005. The results show a sizeable positive and signi�cant e¤ect on

productivity growth for �rms that both undertook organizational change and

invested above median in IT. No e¤ects are found for �rms that made reorga-

nizations but had zero or low investments in IT. The results are quite robust

to a variety of changes to the speci�cation. The estimates are una¤ected by

shrinking the evaluation window and balancing the panel; also, they are quali-

tatively una¤ected by the use of alternative measures of IT or the employment
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of a �xed-e¤ect estimator.

However, the conclusions drawn are likely to be sample-speci�c. The data

are detailed but the sample of �rms is arguably not representative enough. The

main weakness, however, is that both organizational change and investments

in IT are treated as exogenous, while in fact they are likely to be endogenous,

through �rm choice. To model these strategic choices, more and better data

is needed. In spite of its limitations, the results are interesting, but further

research is needed to fully understand the mechanisms at work here. The result

that the di¤erent measures of IT intensity, even though capturing di¤erent types

of �rms, give similar e¤ects on produdctivity growth, raises further questions:

What type of organizational changes and what type of IT investments are the

important ones? Are the e¤ects equally important across indiutries? Which are

the key competences among employees needed to realize the full potential?

To conclude, the employer.employee matching of Swedish registry data give

uniqe opportunities to study changes to the structure of �rms. In a current

project, building on the results from the above analysis, changes in �rm hier-

archies are tied to the actual changes of di¤erent types of workers in the �rm

(number of managers, pro¤essionals etc.). This enables much more detailed in-

formation on the organizational change and its interaction with business process

innovations and investments in IT.

A �nal remark: There has been a strong focus in the literature on the

�attening of the �rm�s hierarchical structure. Some preliminary breakdowns on

the newly collected organizational data are intriguing.18 On the same question

how number of sta¢ ng and manning levels have changed as used in this study,

the share of �rms indicating increases in the number of levels has doubled,

compared to earlier surveys. That begs the question if the implementation of

communication technology is making the pendulum turn?

18 In the fall of 2006 Statistics Sweden together with the Riksbank collected new data on IT

and indicators of organizational change identical to those used here. This data is a represen-

tative sample of 2015 Swedish �rms covering the entire private sector.
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Appendix A Data

Appendix A.1 Sources of data and matching
Organizational data: Plan Survey

Swedish data on re-organization and productivity is (uniquely) available through the Plan
Survey, administered by the Confederation of Swedish Enterprises and the Research Institute
of Industrial Economics. The Plan survey is a rotating panel survey covering mostly large
�rms or, more correctly, large workplaces in the Swedish manufacturing sector, and from the
year 2000 onwards, also �rms within the service sector. The survey is not representative,
instead the aim has been to cover as much as possible of the Swedish business sector with a
limited amount of observations, thus more than 90 percent of the �rms covered have at least
100 employees. The purpose of this survey was originally to collect data for business cycle
prognoses. Over the years the survey has developed to cover more structural issues. On two
separate occasions, 1995 and 2003 questions were asked whether the �rms had reorganized. In
addition, in the year 2003 the survey covered indirect organizational changes; the companies
were asked to state whether, for a majority of their employees, the number of tasks and/or the
amount of responsibility had increased, decreased or remained unchanged. The survey is also
rich on information on economic performance and labor force composition. The wave used
for the study was sent spring of 2003. It covered approximately 500 workplaces in Swedish
private sector, of which about 40% completed the survey.

Matching economic data from Statistics Sweden
The Plan Survey data is matched with economic register data for the years 1997-2005

to create a panel. The matching required the permission of each �rm. Formal requests were
sent out during spring of 2007, followed by E-mail reminders. Finally, remaining �rms were
contacted by phone. Out of the 192 �rms, 75% gave permission to match data, 5% had
changed structure to the extent that they were not meaningful to track, Only 5 �rms, or
2.5% denied the request to match data. The remaining �rms could, in spite of large e¤ort,
not be reached. Out of the 144 �rms who gave permission we were able to successfully match
136. The estimation sample is further reduced to 120 companies due to restrictions in data
as some �rms lacked information on investments in IT.

Information from two di¤erent databases were matched onto the Plan Survey data. LISA
is a longitudinal database compiled by Statistics Sweden. It covers every Swedish resident over
15 years of age over the years 1990 and onwards. The database contains data on education,
income and employment which for the purpose of this study is aggregated to �rm level.
Employees are divided into four groups according to level of education; high school or less,
upper secondary school, less than three years tertiary education, three or more years of tertiary
education (including post graduate studies). Each category is the subdivided into �eld of
study, age and share of immigrants. We also have information on total wage cost, for each of
the major categories, i.e. wage costs for di¤erent levels of education within each �rm.

From the Structural Business Statistics information on value added, gross and net invest-
ments in buildings and machinery and equipment and other detailed accounting information
is matched. The Structural Business Statistics is used in the Swedish National accounts. The
database covers all Swedish �rms, except the �nancial sector. The basis for the data collec-
tion is tax declarations (SRU-material) from the Swedish tax authorities. In addition, three
surveys are conducted to get detailed information on income, costs investments and assets.

Appendix A.2 De�nitions and computation of variables
Organizational Change, �O

�O is represented by a dummy variable which takes the value 1 if a company reported
at least two organizational changes (regardless of direction) and 0 otherwise.19 This is true

19 In the empirical analysis experiments are also done with restricting the �O dummy to be
one only if �rms reported at least two organizational changes in direction �atter. This does
not change any of the result notably.

28



in 55 cases. As it turns out , the vast majority (69%) of the these are indeed in a direction
�atter. 27% had mixed indicators and only 4% had purely changes that indicate an increase
in hierarchy.

Capital Stocks
Capital stocks are calculated according to the Perpetual Inventory Method. Unfortu-

nately, for this period there is no separate series for investments in IT in the Structural
Business Statistics. For each �rm and year there is data on net investments for only two
types of capital: machinery and equipment (including IT) and structures. Capital stocks are
computed for the two types of capital according to:

KM
t = (1� �M )KM

t�1 + I
M
t�1

where KM
t is the real capital stock of type M at the beginning of period t, � is the time

average depreciation rate at two digit industry level and It is the real net investment (gross
investment minus sales) in capital M:

Capital rent prices
Capital rent price are calculated separately for the two types of capital according to:

PKM ;t = PIM ;t�1(1 + r � (1� �M )
PIM ;t�1
PIM ;t�2

)

where PIM is investment price index and �M is the time averaged depreciation rate at
two digit industry level.20

Labor composition
The panel has very detailed data on labor composition. First, the employees are divided

into four di¤erent categories depending on level of education: L1Low skilled labor, have
nine years of compulsory school, L2, Intermediate skilled labor, that have attained secondary
school. High skilled labor are subdivided into two groups: L3; with less than three years
of tertiary education and �nally L4 labor with at least three years of tertiary education or
post graduate education. All four levels are used in the TFP calculations, but when level of
education also is controlled for in regressions only three levels are used to save on parameters,
i.e. ls (low skilled), is (intermediate skilled) and hs (high skilled), where the last group is the
sum of L3 and L4.

Within each educational level the employees are further divided according their �eld of
study: fos1 is the share of employees who have a technical or engineering education, fos2 is
the share of employees with an education in the �eld of economics, business administration or
law, fos3 is the share of employees with "other" education. Finally, within each educational
level there is also information on the mean age (age1: share 16-29 year old, age2: share 30-
49 years old and age3: share over 50 years old) , gender composition (fem), and share of
immigrants (imm).

�TFP
Following Gunnarson, Mellander and Savvidou (2004), TFP is computed as the ratio of

de�ated value added to and index of inputs Xk by means of a Törnquist index.

TFPt =
Qt

f(X1;t; X2;t; :::; Xk; t)

The Törnquist index corresponds to the translog production function and allows for comple-
mentarity, for instance between organizational changes and IT. TFP growth is then computed
as the di¤erence in natural logarithm of TFP according to:

20Both Investment price indeices and depreciation rates are collected from Statistics Sweden
national accounts.
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�lnTFP = � lnQ�� lnXt

where � lnXt is the change in inputs calculated as a weighted sum using average cost
shares as weights.

� lnXt =
X
k

!k;t� lnXk;t

Pk are prices, and !i;t is de�ned as average cost shares according to

!k;t =
1

2

0B@ Pk;t�1Xk;t�1P
k
Pk;t�1Xk;t�1

+
Pk;tXk;tP
k
Pk;tXk;t

1CA
The total factor productivity growth is calculated according to equation (??) using six

inputs. Two types of capital: machinery & equipment and structures and four types of labor
according to level of education:

Table 8: Inputs used in tfp calulations
input description

KS Structures
KM&E Machinery & equipment (including IT)
L1 Low skilled labor - 9 years compulsory school
L2 Intermediate skilled labor - upper secondary school
L3 High skilled labor - less than 3 years of tertiary education
L4 High skilled labor - at least 3 years tertiary education / post graduate education

Note that due to data limitations IT is included in the stock for machinery and equipment
capital.

Technology, IT
There is no information on investments in IT within the Structural Business Statistics.

Hence it is not possible to follow the evolution of the stock of IT capital.21 However there is
information on investments in IT within the Plan Survey for the years 2001-2003. Using this
data, four di¤erent measures of the magnitude of IT investment, made in connection with
the organizational changes, is constructed.22 The �rst measure (A) categorized �rms into
three di¤erent groups, zero IT, low IT and high IT, depending on their level of maximum
investment in IT per employee in the period. The zero IT �rms reported zero investments
in IT per employee for the period where organizational changes took place. Low (High ) IT
�rms reported below (above) median investment in IT per employee.23 The division divides
both the sample as a whole and the sub sample that carried through organizational changes
into groups of fairly equal size. Next, instead of using the maximum investment, the average
investment in IT per employee is considered (B). This will decrease the impact of any one time
large investment. Instead of looking at IT investments per employee it is natural to consider
the mix of investments. In measure C (D) the maximum (mean) share of IT investments to
total investments is considered. In C and D, instead of having zero investment as a group,
the cuto¤s is set at the 33th and 67th percentile to get equal group sizes. Note that the same

21Statistics Sweden used to cover investments in IT, but the series was discontinued in 1995.
They have now decided to resume this data collection. The �rst survey went out in fall 2006.
22Depreciation of IT investments is set to 0.24.
23The cuto¤ value was set to the median of the �rms that reported non zero investment

levels in IT.
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variable names will be used for all four measures in the estimations, which measure of IT
that is used is indicated by the letters A,B,C and D in the results.

Investments
The total investment in machinery and equipment per employee, invM&E; is added as a

control variable. Although this means that IT investments in some sense is double counted
(as IT investments only are available for three years) it captures if large in is what drives the
results.

Market shares
Changes in market shares is computed using 3-digit industry level data on value added

from Statistics Sweden. Changes over three di¤erent periods is considered, changes 2000-2001,
changes 1999-2001 and changes 1998-2000.

Appendix B Probit estimations
In this section I try to address the fact that both the choice of reorganizing and investing
in IT is likely endogenous. Equation 4 shows the result of probit estimation of equation (4).
As the number of observations is so few, only industry dummy indicating service sector or
manufacturing and number of employees are included as controls.

Table 9: Results: Estimating the probability of reorganization
Dependent variable: �O

(1) (2) (3)
change measured: 1998-2000 1999-2001 2000-2001

�1 F 0:399 0:516 0:415
(0:400) (0:412) (0:411)

�2 �share �0:033 �0:091 �0:192
(0:074) (0:068) (0:143)

�3 �hs �0:072 0:051 0:127
(0:065) (0:061) (0:099)

dummy service 0:145 0:424 0:243
(0:364) (0:364) (0:360)

c �0:817 �0:632 �0:296
(0:662) (0:546) (0:543)

Number of obs 99 96 97
LR chi 4:2 5:2 7:37

Prob > ch2 0:8173 0:736 0:4976
Pseudo R2 0:0323 0:039 0:0548

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1

The indicators for foreign dependence change market share have is as expected and of

similar magnitude as in Crespi et al, however it is insigni�cant. Also changes in share of

high skilled take the expected sign, albeit insigni�cant. The choice of long vs. short lag in

changes does not seem to a¤ect much, If anything results are somewhat stronger in the near

history. The small sample makes inference hard or alternatively other factors are at play. The

problem of possible endogeneity is therefore still an open question to this analysis.
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