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Abstract

The theory of the firm suggests that firms can respond to poor contract enforcement by vertically integrating their production process. The purpose of this paper is to examine whether firms’ integration opportunities affect the way contract enforcement institutions determine international trade patterns. We find that the benefits of judicial quality for the exports of contract-intense goods are more muted in industries that have a greater propensity towards vertical integration arrangements with input suppliers. We show that our results are not driven by primitive industry characteristics. Our results confirm the role of judicial quality as source of comparative advantage and suggest that this depends not only on the technological characteristics of the goods produced but also on the way firms are able to organize the production process.
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1 Introduction

A substantial body of empirical work has established that the quality of a country’s institutions has a profound effect on its economic performance. Several influential works have studied and explored the idea that legal, financial and other types of institutions are indeed “inputs” to the production process and give a nation a comparative advantage in industries relatively intensive in the use of the services provided by these institutions. These papers show that judicial quality (Nunn 2007, Levchenko 2007), financial development (Svaleryd and Vlachos 2005, Manova 2008) and labor market flexibility (Cuñat and Melitz 2009) contribute to a country’s comparative advantage in the same way as more traditional sources such as factor endowments and technology.1

One important matter that these empirical contributions do not account for, however, is that firms’ organizational form may help them to cope with the limitations of the institutional environment. Namely, firms that are more vertically integrated with input suppliers will be less reliant on the external contracting environment to alleviate hold-up problems. We thus test the hypothesis that vertical integration is a substitute for well-functioning contract enforcement institutions when producing contract-intense goods. Accounting for organizational form allows us to better understand the effect of judicial quality on the composition of exports.

In this paper, we investigate the effect of judicial quality on comparative advantage across industries that vary in their contract intensity and their propensity to vertically integrate with input suppliers. A contract-intense good is defined as a good whose production process is intensive in the use of highly specialized and customized inputs. We measure industry contract-intensity using Nunn’s (2007) measure of contract intensity. The trade of contract-intense goods has grown substantially over the past three decades, making its study all the more relevant for the modern economy.

The main methodological contribution of this paper is that we use a new measure of industry-level “vertical integration propensity” based on observed vertical integration outcomes from U.S. firm-level data. This measure has the advantage that it is a direct measure of vertical integration based mainly on sector characteristics. In contrast, previous literature has used proxy measures such as the number-of-inputs or industry value-added.

---

1See also Chor (2010) for a quantification of the importance of various sources of comparative advantage.
Our analysis extends the work of Nunn (2007) and Levchenko (2007), who show that countries with better legal systems export relatively more of “complex goods” that are contract-intense and thus more sensitive to poor contract enforcement.\(^2\) We test if this effect is diminished for industries that also have a high propensity to vertically integrate with their input providers. This should hold if firms are vertically integrating around the problem of contract incompleteness resulting from poor judicial quality. The analysis thus tests the role of incomplete contract theory in explaining trade flows.

Our results show that the sensitivity of contract-intense industries’ exports to judicial quality is affected significantly by how vertically integrated the industry is with its suppliers. In other words, the exports of contract-intense industries that are also highly vertically integrated are not sensitive at all to judicial quality, whereas the exports of contract-intense industries that exhibit low degrees of vertical integration are highly sensitive to judicial quality. Our results are robust to several control variables and are not driven by primitive industry characteristics such as capital intensity or skill intensity. In our specifications we also control for other potential sources of comparative advantage, such as factor endowments and the possibility that countries specialize in different goods according to their level of development.

The paper is organized as follows. The theoretical background is described in section 2. Variable descriptions and data sources are discussed in section 3. The empirical specification and main results are explained in sections 4 and 5 respectively. The details of several robustness checks are explained in section 6. Conclusions follow in section 7.

\section{Theoretical Background}

The idea that countries with better judicial quality have a comparative advantage in contract-intense goods finds theoretical support in the incomplete contract literature. The argument, pioneered by Williamson (1979) and further developed by Grossman and Hart (1986), is the following: when contracts are not fully enforceable ex post, the contracting parties tend to under-invest ex ante and this problem, the “hold-up problem”, is bigger the more the investment is relationship-specific. Consider the case of an upstream firm (U) and a downstream firm (D) that transact a customized intermediate good. U’s investments in customization and D’s effort

\(^2\)See Levchenko (2007) and Acemoglu et al. (2007) for a theoretical analysis.
in adapting its production process to use that specific input are both relationship-specific because their value is higher within this buyer-seller relationship than outside it. If the contract is not enforced and the trade agreement falls apart then U is left with a good that has a lower value for any other buyer, while D will find it difficult to procure a good substitute from another supplier. Given such a risk both parties in the transaction will under-invest in the relationship and the production of the final good will be inefficient. The better contract enforcement institutions are the higher the probability for the contract to be enforced and the lower the efficiency loss due to underinvestment. The resulting cost advantage will be greater the more important relation-specific inputs are in the production of the final good. From this it follows that countries with better legal institutions have a comparative advantage in the production of those goods intensive in relationship-specific inputs where contract enforcement is important. Although this hypothesis has found strong empirical support, it takes into account only part of the theoretical predictions. The hold-up problem entails a transaction cost associated with market exchanges and, as Coase (1937) suggested, the transaction cost may be avoided or reduced by choosing the optimal organizational structure. This idea is fully developed by Williamson (1971, 1979) who suggested vertical integration as an organizational response to the hold-up problem. Williamson posits that moving the transactions of the specific inputs inside the firm’s boundaries should alleviate the dependence on contract enforceability. If this is true then judicial quality should have a muted effect in driving comparative advantage of contract-intense goods when the firms producing them are more vertically integrated. This is the hypothesis that we test.

Our analysis focuses on testing Williamson’s transaction cost theory and abstracts from alternative theories of organization such as the Property Rights Theory (PRT) developed by Grossman and Hart (1986) and Hart and Moore (1990). The PRT approach emphasizes that backward vertical integration may not lead to a more efficient outcome since it erodes the suppliers incentives to invest in the relationship. As a consequence, according to the PRT it is not entirely clear whether relationship-specific investments should induce more or less backward vertical integration.4 5

---

3See Gibbons (2005) for a comparison of the two theories.
4As noted by Lafontaine and Slade (2007), Williamson’s transaction costs approach to vertical integration, perhaps because of its more testable predictions, has stimulated much more empirical work and has found considerable support in the data.
5In addition, we do not consider the Antrás et al. (2009) hypothesis that multinational firms are more reliant on within-firm technology deployment in countries with poor investor protection.
3 The Data

To examine the effect of judicial quality on comparative advantage we combine data on countries’ characteristics, industries’ characteristics and countries’ exports by industry. We employ a cross section analysis, mainly based on the data set from Nunn (2007), which uses observations for 1997. This section illustrates the sources and the definitions of our main variables and controls. ⁶

3.1 Contract Intensity

According to the theoretical framework we have in mind, the sensitivity of a given industry to the quality of contract enforcement institutions is an exogenous industry characteristic and it derives from the relative importance in the production process of those inputs that, due to some specificity, suffer from hold-up problems. A direct measure of such a variable does not exist and we use the proxy constructed and employed by Nunn (2007). As an indicator of whether or not an input requires relation-specific investments he considers Rauch’s (1999) commodity classification. This consists of three groups: goods traded on organized exchanges, goods not traded on organized exchanges but nevertheless possessing a reference price in trade publications, and all other goods. Nunn defines an input as being relationship-specific if it is neither purchased on an organized exchange nor reference-priced. Using this information, together with information from the U.S. Bureau of Economic Analysis (BEA) Input-Output (I-O) Table on input use, Nunn constructs for each final good the following measures of the proportion of its intermediate inputs that are relationship-specific:

\[ z_i = \sum_j \theta_{ij} R_{j}^{\text{neither}} \]

where \( \theta_{ij} \) is the weight of input \( j \) in the production of the final good \( i \) and \( R_{j}^{\text{neither}} \) is the proportion of input \( j \) that is neither sold on an organized exchange nor reference priced. ⁷

Although there are several alternative measures of contract intensity in the literature, we choose this measure because it most clearly captures the problem of asset specificity with upstream suppliers. Levchenko (2007), for example, uses the

⁶Descriptive statistics for the main variables are presented in an online appendix.
⁷Rauch’s original classification groups goods into 1,189 industries according to the 4-digit SITC Rev.2 Classification. These data are aggregated into 342 industries following the BEA’s I-O industry classification. This explains why \( R_{j}^{\text{neither}} \) is a proportion and not simply a 0/1. We refer to Nunn (2007) for a detailed description of the indicator and its construction.
Herfindahl index of intermediate input use as an inverse measure of product contract-intensity. The motivation for using the Herfindahl index is that the more suppliers a firm has and the less they are concentrated, the more the firm depends on good contract enforcement because it has to deal with a higher number of equally important contracts. Costinot (2009) instead bases its measure of contract-intensity on survey data on the length of time needed to become fully trained and qualified in a given industry. Berkowitz et al. (2006) and Ranjan and Lee (2007) also use the data from Rauch (1999) but they do so to classify the downstream industries according to their own good’s contract-intensity, without looking at the type of intermediate inputs employed.

The correlation of the contract intensity measure \( z_i \) with other industry variables is reported in Table 1. Contract intensity is positively correlated with human capital intensity and, more surprisingly, negatively correlated with physical capital intensity.

### 3.2 Vertical Integration Propensity

Our measure of industries’ propensity to vertically integrate is taken from Acemoglu et al. (2009), which captures the extent of vertical integration of an industry with its input suppliers. They study the institutional determinants of vertical integration and in doing so they use a large and detailed firm level data set from Dun & Bradstreet’s WorldBase database. WorldBase contains information on the primary industry in which each firm operates, as well as up to five secondary industries. Combining information on firms’ primary and secondary industry classifications with the U.S. I-O Table, the authors compute for each firm in the sample the dollar value of inputs from industries in which the firm operates that is required to produce one dollar’s worth of the firm’s primary output. They then create a similar index also for secondary industries in which a firm is active. Each firm’s vertical integration index is then defined as the average of these indices.

Stated formally, the vertical integration index of firm \( f \) from country \( c \), is then given by:

\[
v_{cf} = \frac{1}{|N_f|} \sum_{i \in N_f} \sum_{j \in N_f} V I_{ji}
\]

where \( N_f \) is the set of industries in which the firm is active, \( |N_f| \) denotes the number of these industries and \( V I_{ji} \) the entry of the I-O table representing the dollar value of inputs from sector \( j \) in producing one dollar of output in sector \( i \). The index is
the average among the \(|N_f|\) sectors of activity of the input requirements produced in-house.

The authors convert the firm-level measures of vertical integration to an industry-level measure by the following method: using data for U.S. firms only (i.e. \(c = USA\)), they regress their firm-level vertical integration index on a set of industry dummies:

\[ v_{USAf} = d_i + \epsilon_f \]

where the \(d_i\)s are 76 industry dummies at the 1992 I-O 2-digit level of aggregation. In particular, \(d_i = 1\) if firm \(f\)'s primary activity is in industry \(i\). The resulting point estimates for each industry dummy represent the average level of vertical integration in each industry with its input suppliers. We match the dummy coefficients based on the BEA's 1992 I-O classification from Acemoglu et al. (2009) with the rest of our data that uses the BEA’s 1997 I-O classification using the concordances 1992 I-O - SIC87 - HS10 - 1997 I-O. Vertical integration data for 49 1992 I-O industries enter the regressions for which there is corresponding data on exports and other industry-specific variables.\(^8\)

To the best of our knowledge there is no variable in the literature that has extensively served as a measure of industry-level vertical integration propensity. Nunn and Tremer (2008, 2011) measure cross-border vertical integration using U.S. data on the share of multinational imports that are intra-firm. Carluccio and Fally (2012) use a similar measure for multinational firms with operations in France. Nunn (2007) uses the number of inputs employed in the production process as a measure of the difficulty of vertical integration. The idea behind his choice is the following: if there are fixed costs in producing each single input, the total cost to integrate the entire production chain in-house is increasing in the number of inputs required.

A rich set of theories has been developed to explain what drives vertical integration decisions. Industrial organization theories have tended to focus on vertical integration as a response to pre-existing market power or as a strategic action to create market power in upstream or downstream markets. For instance, vertical integration can arise to reduce double marginalization issues (Bain 1956, 1959), to foreclose product-market competition by raising rival’s costs (Ordover, Saloner and Salop 1990) or to bypass contract incompleteness to restore upstream market power (Hart and Tirole 1990). Other reasons include efficiency seeking explanations. Ex-

---

8Vertical integration data for 58 1992 I-O industries match successfully with our existing data and have positive export values. We are left with 49 1992 I-O industries due to a lack of corresponding factor intensity data for some sectors.
amples are given by “supply security” reasons in case of demand uncertainty (see Carlton (1979)) and life cycle arguments, when for an infant industry the initial demand of specialized inputs is too small to support independent suppliers (Stigler 1951). While not excluding these rationales, organizational economics based theories of vertical integration stress the importance of contract imperfections and transaction costs as necessary conditions for vertical integration to arise (See Joskow (2005) and Lafontaine and Slade (2007) for detailed surveys of the literature). Our index of vertical integration, as based on actual integration outcomes, can thus be affected by all the above mentioned factors and allows us to maintain an agnostic perspective about the dominant forces.

The use of U.S. firm level data only for the computation of the vertical integration measure has some advantages. First, as the U.S. is characterized by slack institutional constraints, the ranking provided by this measure is mainly driven by industry-specific characteristics, as opposed to country-specific characteristics, making it a good proxy for vertical integration propensity in other countries. Second, as the measure is not country specific, we can abstract from endogeneity issues.9 Third, the U.S. is the country with the most firms in the WorldBase database, allowing for precise estimation of di across all industries. To summarize, the index from Acemoglu et al. (2009) is meant to capture the natural propensity of an industry to integrate based on sector characteristics, holding the institutional and policy environment constant, and is not meant to be interpreted as representing actual outcomes in all countries in the sample.10

One concern is that vertical integration may be determined in part by other underlying industry variables that interact with judicial quality. We address this by controlling for capital intensity, skill intensity, labor intensity other industry-specific variables in our regression analysis. The correlations between our vertical integration propensity measure (vi) and some of these variables are reported in Table 1. Vertical integration propensity is positively correlated with physical capital intensity and negatively correlated with skill intensity. It is interesting to note that the correlation coefficient between vertical integration propensity and Nunn’s number-of-inputs variable is very low (0.13) and not statistically significant at the 1 percent level.

9Although we cannot exclude the possibility that the pattern of specialization in U.S. production and exports affects the extent of vertical integration in U.S. industries, we cannot think of a theory or a reason why this would be the case.
3.3 Trade Flows, Judicial Quality, and Controls

Industry-level data on trade flows are from Feenstra et al. (2005). The data is converted from the 4-digit SITC Rev.2 code to the BEA 1997 I-O industry classification. Only non-zero trade flows are included in the regression. Similarly, judicial quality is measured by the “Rule of Law” from Kaufmann et al. (2008), using the measure from 1998. This variable measures for each country the extent to which agents have confidence in the judiciary system and in law enforcement. We employ a wide variety of country-level and industry-level control variables, including stocks of physical and human capital, factor intensities, GDP per capita and financial development. The origin and construction of these variables is described in Appendix A.

Table 2 shows that the “Rule of Law” measure is positively correlated with countries’ skill and capital endowments, GDP per capita and financial development. This highlights the importance of controlling for these country-specific variables in our analysis.

4 Empirical Specification

The goal of cross-section analysis is to exploit the variation in judicial quality across countries. This is particularly useful for the case of judicial quality since there is very little time variation in the Rule of Law index.

We test our hypothesis by estimating the following equation:

\[ T_{ci} = \beta_0 + \beta_1 (z_i Q_c v_i) + \beta_2 (Q_c v_i) + \beta_3 (Q_c v_i) + X_{ci} + \alpha_c + \alpha_i + \epsilon_{ci}. \]  

\( T_{ci} \) is the log value of country \( c \)'s exports to the rest of the world in industry \( i \). \( Q_c \) is judicial quality, proxied by the “Rule of Law” index from Kaufmann et al. (2008). \( z_i \) is Nunn’s (2007) industry-specific measure of contract intensity, while \( v_i \) is Acemoglu et al.’s (2009) measure of vertical integration propensity. \( X_{ci} \) is a vector of country-industry interaction controls, while \( \alpha_c \) and \( \alpha_i \) denote country fixed effects and industry fixed effects respectively. In this equation exports are explained by interactions of an industry characteristic with a country characteristic. This specification was first used by Rajan and Zingales (1998) to test whether industries that are more dependent on external financing grow faster in countries with better developed financial markets.

Note that this specification measures the effect of country characteristics and
industry characteristics on the composition of trade, not the total volume of trade. The effect of country characteristics such as institutional quality \( Q_c \) on the volume of trade is captured here by the country fixed effects. This formulation is thus conceptually distinct from studies such as Anderson and Marcouiller (2002) that use a gravity model to measure the effect of institutional quality on the total volume of trade in all sectors of an economy.

Nunn’s (2007) hypothesis was that countries with better contract enforcement have a comparative advantage in producing final goods that use intensively inputs requiring relationship-specific investments. This is indicated by a positive coefficient for \( \beta_2 \), and means that countries with better contract enforcements will specialize in contract-intensive industries.

Our analysis focuses on the triple-interaction \( z_i Q_c v_i \) in equation (1), since we are interested in how sensitivity of contract-intense industry exports to judicial quality depends on industries’ propensity to vertically integrate. A negative coefficient for \( \beta_1 \) implies that the effect of contract enforcement on comparative advantage in contract-intensive industries is diminished when the industry is more vertically integrated. Vertically integrating around the problem of contract incompleteness thus reduces the necessity of good judicial institutions for exporting contract-intense goods. Other interaction terms are also included, such as \( Q_c v_i \). These control interactions are not the focus of the analysis but we report them in all regressions nonetheless. Additional control variables include the typical sources of comparative advantage such as physical capital and human capital. We de-mean the raw variables for contract intensity, vertical integration propensity, capital intensity and skill intensity prior to the regression analysis in order to ease the interpretation of the regression coefficients. All industry-specific variables in the analysis are taken from U.S. data. Identification thus requires that the ranking of sectors in terms of contract intensity, vertical integration propensity, and other industry-specific controls remains relatively stable across countries.

5 Main Results

The results are presented in Tables 3 and 4. We estimate equation (1) using data on at most 70 countries and 164 industries in the year 1997.\(^{11}\) Using Nunn’s data

\(^{11}\)Factor endowment data are only available for 70 countries, and we also lose observations on Tanzania in regressions where we include our financial development control. Nonetheless, the sample includes countries with a wide range of judicial quality (see descriptive statistics in the
allows us to directly compare our results with his original results. Standard errors are clustered at the 1992 I-O 2-digit industry level in all specifications.\textsuperscript{12}

Table 3 provides the baseline results. We observe that the coefficient for the triple interaction, $z_i Q_c v_i$, is negative and statistically significant across all specifications. These results support our hypothesis that judicial quality is less important for comparative advantage within industries for which vertical integration is prevalent. We report standardized beta coefficients in columns (1) - (3), which allows us to directly compare the relative size of the coefficients across different variables. The vertical integration (VI)-judicial quality triple interaction has a large coefficient across all columns of Table 3, with a one standard deviation increase in vertical integration propensity reducing the effect of the judicial quality interaction by between .11 and .15 standard deviations.

We find that the coefficient for judicial quality interaction, $z_i Q_c$, is positive and statistically significant across all columns of Table 3. Since all other industry-level variables in Table 3 have a mean of zero we can interpret this coefficient as the effect of judicial quality on exports of contract-intense goods for an industry with an average level of vertical integration propensity, capital intensity and skill intensity. We also find that $Q_c v_i$ is negative and statistically significant in columns (1) and (3), suggesting that exports in vertically integrated sectors in general respond less favorably to judicial quality.

We control for traditional sources of comparative advantage in columns (1) and (2) of Table 3. The controls in column (1) are necessary in order to reassure that the $v_i$ index is not simply proxying for more primitive industry characteristics. The controls added in column (2) assure that the Rule of Law index is not proxying for capital or skill endowments. It turns out that our VI-judicial quality triple interaction is robust to the inclusion of these controls.

We control for financial development as a source of comparative advantage in column (3) of Table 3. Acemoglu et al. (2009) argue and show that a stronger financial development is a prerequisite for firms to efficiently integrate in response to high contracting costs. Vertical integration, either if achieved via the acquisition

\textsuperscript{11}Clustering at the 1992 I-O 2-digit industry level yields the most conservative standard errors compared to other alternatives.

\textsuperscript{12}Clustering at the 1992 I-O 2-digit industry level yields the most conservative standard errors compared to other alternatives.
of an existing supplier or through the establishment of a new production plant, is a costly option and may require access to external finance.\textsuperscript{13} If this argument is correct then vertically integrated and contract-intense industries will respond most favorably to improved financial development. Including the financial development controls also rules out the concern that correlation between countries’ judicial quality and financial development may be driving or results. The results indicate that while financial development is indeed an important source of comparative advantage for vertically integrated and contract-intense industries our main results remain statistically significant.

Column (4) reports the regular, non-beta coefficients that correspond to the regression in column (3). The regular coefficients are used in throughout the rest of this section to quantify the impacts of vertical integration propensity. We first examine the two parts of the estimating equation that are of most interest, \((\beta_1 v_i + \beta_2) z_i Q_c\). We can use the term in brackets to illustrate the differential impact of judicial quality on exports in contract intensive industries for differing levels of vertical integration propensity. For an industry with a vertical integration propensity at the 75th percentile \((v_i = 0.50)\), the overall impact is \((-0.846 \times 0.50) + 2.518 = 2.09\), while for an industry with a vertical integration propensity at the 25th percentile \((v_i = -2.53)\), the overall impact is \((-0.846 \times -2.53) + 2.518 = 4.66\), more than twice the size. The estimated impact of judicial quality on exports of contract-intense goods thus critically depends on industries’ propensity to vertically integrate.\textsuperscript{14}

The effect of vertical integration on the response of contract-intense goods to institutional quality is economically significant. Take the hypothetical case of a country improving its judicial quality from the 50th percentile of the Rule of Law country ranking to the 60th percentile. The point estimates in column (4) of Table 3 indicate that contract-intense goods exports (75th percentile of the contract-intensity ranking) would rise nine percentage points more in the country’s low-VI industries than in its high-VI industries (comparing the 25th vs. 75th percentile of the VI ranking).

We complement our regression results with a graphical analysis of how the marginal effects of judicial quality on trade vary with industry characteristics. Derivation of (1) illustrates that these marginal effects are a function of industry-level

\textsuperscript{13}See also McMillan and Woodruff (1999) for evidence on firms in Vietnam.

\textsuperscript{14}(\beta_1 v_i + \beta_2) is illustrated graphically for all the possible values of the \(v_i\) variable in the online appendix.
contract intensity, vertical integration propensity, and factor intensities:

\[
\frac{\partial T_{ci}}{\partial Q_c} = \beta_1 z_i v_i + \beta_2 z_i + \beta_3 v_i + \beta_4 z_i k_i + \beta_5 k_i + \beta_6 z_i h_i + \beta_7 h_i,
\]

where \(k_i\) and \(h_i\) are industry-level capital and skill intensity respectively. We cannot capture the true marginal effects because some of the effects of institutions are absorbed by the country dummies. This is not a problem though since we are interested in knowing how the marginal effects differ across industries that vary in contract intensity and vertical integration propensity. The connection between these industry characteristics and the marginal effects is illustrated in figure 1. Panel A of figure 1 shows the marginal effect of judicial quality is unrelated to contract intensity for industries with vertical integration propensity above the median. However, panel B of figure 1 shows a clear positive relationship between the marginal effect of judicial quality and industry contract intensity for industries with below-median vertical integration propensity.

6 Robustness

Additional control variables are added to the baseline specification in Table 4. The full set of controls used in Table 3 is always included, but not reported. We add controls for other determinants of trade flows in column (1) of Table 4. Log income per capita is interacted with industry measures for share of value-added in shipment, intra-industry trade and TFP growth in the previous twenty years. These interactions control for the possibility that, for reasons unrelated to contract enforcement, high-income countries have a comparative advantage in high value-added industries, industries with a high degree of fragmentation of the production process or a rapid rate of technological progress.\(^{15}\) We also include an interaction of log income with one minus the Herfindahl index of input concentration. Clague (1991a,b) argues that the Herfindahl index measures how “self contained” an industry is, and that less developed countries tend to specialize in industries that are relatively more “self contained”. This interaction thus controls for the possibility that high-income countries will specialize in industries that are less “self contained”. The results across all columns of Table 4 indicate that the interaction of log income with the intra-industry trade measure is the most significant of these controls.

\(^{15}\)We refer to the reader to Nunn (2007) for a detailed description of these industry-level control variables.
Two additional control interactions are included in column (1). The first controls for the importance of financial development in capital-intense industries, $k_iCR_c$. The second controls the importance of financial development in industries with faster technological growth, $tfp_iCR_c$. The inclusion of these controls is motivated by previous studies on financial development and export composition and the possibility that our results are driven by credit constraints along these industry dimensions. Both of these controls are statistically significant with the expected sign. Nonetheless, our triple interactions are robust to these controls.

In Column (2) of Table 4 we add further control variables to check whether the Rule of Law index is simply proxying for GDP per capita and if the interaction of $z_i$ and $vi_i$ with GDP per capita is driving our results. This turns out not to be the case, as our significant result for $z_iQ_cvi_i$ persists. Finally, column (3) of Table 4 includes a triple interaction of judicial quality with labor intensity. This control interaction checks whether our measure of vertical integration is proxying for industries that are labor-intense. While the triple control interaction $z_iQ_cv_i$ is significant with a negative sign, our main result continues to be statistically significant. Overall, our significant and economically meaningful results for the triple interaction $z_iQ_cv_i$ are robust to a wide array of controls and are not driven by underlying industry characteristics.\[16\]

The stability of the available proxies of countries’ judicial quality over time lends support to our claim that judicial quality is not influenced by exports in sectors sensitive to the external contracting environment. Nonetheless, one may argue that countries that already export contract-intense goods in sectors where vertical integration is not possible have an extra incentive to improve their contract enforcement institutions. Reverse causality of this kind would only arise, however, if poor contract enforcement institutions were impeding comparative advantage in those sectors in the first place. In other words, the existence of this kind of reverse causality would be consistent with the idea that poor contract enforcement reduces comparative advantage in sectors that are both contract-intense and have a low vertical integration propensity. We thus argue that our findings indicate a hold-up problem

\[16\]The results are robust to controlling for non-linear effects of contract intensity by including $z_i^2Q_c$ as a regressor. The results are also robust to including a judicial quality triple interaction based on Herfindahl index of input concentration, $-hf_iQ_cv_i$. As a final robustness check we run the baseline regressions using data on industry output at the country level from the UNIDO INDSTAT4 dataset as our dependent variable. Our triple interaction coefficient of interest is robust to this alternative regression strategy. This provides additional evidence that our results using export data capture the pattern of production specialization. These results are available in the online appendix.
channel running from judicial quality to exports.\textsuperscript{17}

7 Conclusion

The purpose of this paper was to show that organizational form matters when measuring the effect of judicial quality on comparative advantage. We argue that firms can circumvent the hold-up problem by vertically integrating with suppliers. These effects will be most pronounced in contract-intense industries that are most susceptible to the hold-up problem. We tested this hypothesis using data for several countries that differ in institutional quality and several industries that differ in their contract-intensity and propensity to vertically integrate.

Overall, we find that a country’s exports of contract-intense goods are less sensitive to judicial quality for sectors that also have a natural inclination to vertically integrate. We interpret this as evidence that vertical integration is a substitute for reliance on the external contracting environment to alleviate hold-up problems. The results are robust to a wide variety of controls. Moreover, our results suggest that the influence of vertical integration is independent of underlying industry characteristics such as physical capital intensity or skill intensity.

These results can help us to understand how economies respond to improvements in the institutions that govern contract enforcement. In particular, we predict that countries with a more vertically integrated industrial composition will respond less elastically to improvements in judicial quality. Organizational attributes may also play a role in determining the economic impact of other types of institutions as well, which we see as a promising direction for future research.

\textsuperscript{17}We do not pursue an instrumental variables approach to control for reverse causality because of the difficulty in finding an instrument that satisfies the exclusion restriction. The lack of good instruments is a common limitation in studies that measure the economic effect of institutions.
Figure 1: Marginal effect of judicial quality on exports

Panel A: Marginal effect of judicial quality on exports for industries with vertical integration propensity above the median

Panel B: Marginal effect of judicial quality on exports for industries with vertical integration propensity below the median

Notes: Marginal effects derived from the regression provided in column (4) of Table 3. Each dot represents a 6-digit 1997 I-O industry. A line of best fit is also provided in each panel.
Table 1: Correlations of Industry-Level Variables

<table>
<thead>
<tr>
<th></th>
<th>$z_i$</th>
<th>$v_i$</th>
<th>$h_i$</th>
<th>$k_i$</th>
<th>$w_i$</th>
<th>$I_{i-n}^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contract-intensity: $z_i$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical integration propensity: $v_i$</td>
<td>-0.36*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skill intensity: $h_i$</td>
<td>0.45*</td>
<td>-0.10</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital intensity: $k_i$</td>
<td>-0.49*</td>
<td>0.33*</td>
<td>-0.24*</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor intensity: $w_i$</td>
<td>0.33*</td>
<td>-0.12</td>
<td>-0.05</td>
<td>-0.16</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Number of inputs dummy: $I_{i-n}^n$</td>
<td>0.14</td>
<td>0.13</td>
<td>0.24*</td>
<td>0.02</td>
<td>-0.02</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes: *$I_{i-n}^n$ is the inverse measure of vertical integration used by Nunn (2007). Correlation coefficients are reported for the 164 1997 I-O industries included in the regression in Table 3, column (3). * indicates significance at the 1 percent level.

Table 2: Correlations of Country-Level Variables

<table>
<thead>
<tr>
<th></th>
<th>$Q_c$</th>
<th>$H_c$</th>
<th>$K_c$</th>
<th>$Y_c$</th>
<th>$CR_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule of Law: $Q_c$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human capital: $H_c$</td>
<td>0.69*</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical capital: $K_c$</td>
<td>0.74*</td>
<td>0.82*</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP per capita: $Y_c$</td>
<td>0.86*</td>
<td>0.81*</td>
<td>0.91*</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Credit/GDP ratio: $CR_c$</td>
<td>0.73*</td>
<td>0.59*</td>
<td>0.66*</td>
<td>0.73*</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes: Correlation coefficients are reported for the 69 countries included in the regression in Table 3, column (3). * indicates significance at the 1 percent level.
<table>
<thead>
<tr>
<th>Interaction Type</th>
<th>Beta Coefficients</th>
<th>Standard Errors</th>
<th>Raw Coeffs.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(1)</strong></td>
<td><strong>(2)</strong></td>
<td><strong>(3)</strong></td>
<td><strong>(4)</strong></td>
</tr>
<tr>
<td>VI-judicial quality triple interaction: $z_iQ_cvi_i$</td>
<td>-0.107</td>
<td>(0.036)***</td>
<td>-0.115</td>
</tr>
<tr>
<td>Judicial quality interaction: $z_iQ_c$</td>
<td>0.322</td>
<td>(0.052)***</td>
<td>0.217</td>
</tr>
<tr>
<td>Judicial quality × VI: $Q_cvi_i$</td>
<td>-0.068</td>
<td>(0.033)**</td>
<td>-0.025</td>
</tr>
<tr>
<td>Skill interaction: $h_i \ln(H_c)$</td>
<td>0.008</td>
<td>(0.018)</td>
<td>0.002</td>
</tr>
<tr>
<td>Capital interaction: $k_i \ln(K_c)$</td>
<td>-0.021</td>
<td>(0.018)</td>
<td>0.094</td>
</tr>
<tr>
<td>Additional factor intensity controls:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z_iQ_ck_i$</td>
<td>0.111</td>
<td>(0.033)***</td>
<td>0.108</td>
</tr>
<tr>
<td>$z_iQ_ch_i$</td>
<td>-0.044</td>
<td>(0.032)</td>
<td>-0.045</td>
</tr>
<tr>
<td>$Q_ck_i$</td>
<td>0.217</td>
<td>(0.039)***</td>
<td>0.144</td>
</tr>
<tr>
<td>$Q_ch_i$</td>
<td>0.118</td>
<td>(0.030)***</td>
<td>0.129</td>
</tr>
<tr>
<td>Additional factor endowment controls:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z_i \ln(K_c)vi_i$</td>
<td>-0.041</td>
<td>(0.072)</td>
<td>-0.066</td>
</tr>
<tr>
<td>$z_i \ln(H_c)vi_i$</td>
<td>0.027</td>
<td>(0.018)</td>
<td>0.024</td>
</tr>
<tr>
<td>$z_i \ln(K_c)$</td>
<td>0.206</td>
<td>(0.107)*</td>
<td>0.143</td>
</tr>
<tr>
<td>$z_i \ln(H_c)$</td>
<td>-0.018</td>
<td>(0.022)</td>
<td>-0.019</td>
</tr>
<tr>
<td>$\ln(K_c)vi_i$</td>
<td>-0.118</td>
<td>(0.069)*</td>
<td>-0.166</td>
</tr>
<tr>
<td>$\ln(H_c)vi_i$</td>
<td>0.023</td>
<td>(0.021)</td>
<td>0.023</td>
</tr>
<tr>
<td>VI-credit triple interaction: $z_i \ln(CR_c)vi_i$</td>
<td>0.033</td>
<td>(0.020)</td>
<td></td>
</tr>
<tr>
<td>Contract-intensity × Log credit: $z_i \ln(CR_c)$</td>
<td>0.089</td>
<td>(0.021)***</td>
<td></td>
</tr>
<tr>
<td>Log credit/GDP × VI: $\ln(CR_c)vi_i$</td>
<td>0.065</td>
<td>(0.020)***</td>
<td></td>
</tr>
</tbody>
</table>

Notes: This table presents estimates of equation (1). The dependent variable is $T_{ci}$, the log of country $c$ exports of industry $i$. Standardized beta coefficients are reported in columns 1-3 with robust standard errors in brackets, clustered at the 1992 I-O 2-digit level. Non-beta coefficients are reported in column 4. Judicial quality measure: Rule of Law. All regressions include a constant term, exporter and 1997 I-O industry fixed effects. ***, ** and * indicate significance at 0.01, 0.05 and 0.1 levels.
### Table 4: Additional Control Variables

<table>
<thead>
<tr>
<th></th>
<th>Beta coefficients and standard errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>VI-judicial quality triple interaction: $z_iQ_cvi_i$</td>
<td>-0.157</td>
</tr>
<tr>
<td></td>
<td>(0.041)***</td>
</tr>
<tr>
<td>Log income $\times$ value added. $\ln(Y_c)va_i$</td>
<td>-0.141</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
</tr>
<tr>
<td>Log income $\times$ intra-industry trade: $\ln(Y_c)iit_i$</td>
<td>0.482</td>
</tr>
<tr>
<td></td>
<td>(0.094)***</td>
</tr>
<tr>
<td>Log income $\times$ TFP growth: $\ln(Y_c)\Delta tfp_i$</td>
<td>-0.097</td>
</tr>
<tr>
<td></td>
<td>(0.081)</td>
</tr>
<tr>
<td></td>
<td>(0.152)</td>
</tr>
<tr>
<td>Log income $\times$ input variety: $\ln(Y_c)(1-hf_i)$</td>
<td>0.239</td>
</tr>
<tr>
<td></td>
<td>(0.152)</td>
</tr>
<tr>
<td></td>
<td>(0.031)*</td>
</tr>
<tr>
<td>$\Delta tfp_i \ln(CR_c)$</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>(0.010)***</td>
</tr>
<tr>
<td>Log income control interactions:</td>
<td></td>
</tr>
<tr>
<td>$z_i\ln(Y_c)wi_i$</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>(0.171)</td>
</tr>
<tr>
<td>$z_i\ln(Y_c)$</td>
<td>-0.087</td>
</tr>
<tr>
<td></td>
<td>(0.269)</td>
</tr>
<tr>
<td>$\ln(Y_c)wi_i$</td>
<td>-0.312</td>
</tr>
<tr>
<td></td>
<td>(0.158)*</td>
</tr>
<tr>
<td>$z_i\ln(Y_c)ki_i$</td>
<td>-0.250</td>
</tr>
<tr>
<td></td>
<td>(0.126)*</td>
</tr>
<tr>
<td>$z_i\ln(Y_c)hi_i$</td>
<td>-0.566</td>
</tr>
<tr>
<td></td>
<td>(0.155)***</td>
</tr>
<tr>
<td>$\ln(Y_c)ki_i$</td>
<td>-0.315</td>
</tr>
<tr>
<td></td>
<td>(0.313)</td>
</tr>
<tr>
<td>$\ln(Y_c)hi_i$</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>(0.190)</td>
</tr>
<tr>
<td>Judicial quality interaction $\times$ labor intensity: $z_iQ_cwi_i$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Judicial quality $\times$ labor intensity: $Q_cwi_i$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>9700</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.761</td>
</tr>
</tbody>
</table>

**Notes:** All regressions in this table include the full set of controls employed in Table 3, column (3). The dependent variable is $T_{ci}$, the log of country $c$ exports of industry $i$. Standardized beta coefficients are reported with robust standard errors in brackets, clustered at the 1992 I-O 2-digit level. Judicial quality measure: Rule of Law. All regressions include a constant term, exporter and 1997 I-O industry fixed effects. ***, ** and * indicate significance at 0.01, 0.05 and 0.1 levels.
Appendix A

Data on factor intensities of production, industry value-added and TFP growth originate from Bartelsman and Gray (1996) and are based on U.S. data. Capital intensity is the total real capital stock in industry $i$ divided by the value added in industry $i$ in the United States in 1996. Skill intensity is the ratio of non-production worker wages to total wages in industry $i$ in the United States in 1996. The share of value-added is given by total value-added of each sector divided by the total value of shipments. TFP growth is averaged over the period 1976 and 1996. Labor intensity is calculated as the ratio of total payroll to value-added.

Data on factor endowments originates from Antweiler and Trefler (2002). Physical capital is measured by the natural log of the average capital stock per worker. Human capital is measured by the natural log of the ratio of workers that completed high school to those that did not complete high school. Real GDP per capita is taken from the Penn World Tables. Financial development is the natural log of credit by banks and other financial institutions to the private sector as a share of GDP in 1997, and is taken from Beck et al. (2000). Intra industry trade and the Herfindahl index of input concentration are constructed by Nunn (2007). Intra-industry trade is the amount of intra-industry trade in each industry according to the Grubel-Lloyd index for the United States in 1997. The Herfindahl index of input concentration is constructed from the 1997 U.S. I-O Use Table.
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