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Skorohod’s representation theorem for sets of probabilities

Martin Dumav and Maxwell B. Stinchcombe
SKOROHOD’S REPRESENTATION THEOREM FOR SETS OF PROBABILITIES

MARTIN DUMAV, MAXWELL B. STINCHCOMBE

Abstract. From Breiman et al. [3], a set of probabilities, \( \Pi \), on a measure space, \((\Omega, \mathcal{F})\), is strongly zero-one if there exists an \( E \in \mathcal{F} \), a measurable, onto \( \varphi : \Omega \to \Pi \) such that for all \( p \in \Pi \), \( p(\varphi^{-1}(p)) = 1 \). Suppose that \( \Pi \) is an uncountable, measurable, strongly zero-one set of non-atomic probabilities on a standard measure space, that \( M \) is a complete, separable metric space, \( \Delta_M \) is the set of Borel probabilities on \( M \) and \( \text{Comp}(\Delta_M) \) is the class of non-empty, compact subsets of \( \Delta_M \) with the Hausdorff metric. There exists a jointly measurable \( H : \text{Comp}(\Delta_M) \times \Omega \to M \) such that for all \( K \in \text{Comp}(\Delta_M) \), \( H(K, \Pi) = K \), and if \( d^*_{\rho}(K_n, K_0) \to 0 \), then for all \( p \in \Pi \), \( p(\{ \omega : H(K_n, \omega) \to H(K_0, \omega) \}) = 1 \). When each \( K_n \) and \( \Pi \) are singleton sets, this is the Blackwell and Dubins [2] version of Skorohod’s representation theorem.

1. Extending Skorohod’s Representation Theorem to Sets

Let \((M, d)\) be a complete separable metric (Polish) space, \( \mathcal{M} \) the Borel \( \sigma \)-field on \( M \), \( \Delta_M \) the set of countably additive probabilities on \( \mathcal{M} \), and \( C_b(M) \) the continuous, \( \mathbb{R} \)-valued functions on \( M \). In \( \Delta_M \), let \( \rho(\cdot, \cdot) \) be any metric inducing the weak* topology, that is, \( \rho(\mu_n, \mu_0) \to 0 \) iff \( \int f d\mu_n \to \int f d\mu_0 \) for every \( f \in C_b(M) \). The Borel \( \sigma \)-field, \( \mathcal{D}_M \) on \( \Delta_M \) is the smallest \( \sigma \)-field containing all of the \( \rho \)-open sets, and it can alternatively be characterized as the smallest \( \sigma \)-field containing all sets of the form \( \{ \mu : \mu(E) \leq r \} \), \( E \in \mathcal{M} \), \( r \in [0, 1] \).

A measurable isomorphism between the measure spaces \((\Omega, \mathcal{F})\) and \((\Omega', \mathcal{F}')\) is a bijection that is measurable and has a measurable inverse. A measure space \((\Omega, \mathcal{F})\) is called standard if it is measurably isomorphic to a Borel measurable subset of a Polish space. Let \( \Delta_{\mathcal{F}} \) denote the set of countably additive probabilities on \( \mathcal{F} \), and \( \mathcal{D}_{\mathcal{F}} \) the sigma-field generated by sets of the form \( \{ p \in \Delta(\mathcal{F}) : p(E) \leq r \} \), \( E \in \mathcal{F} \), \( r \in [0, 1] \). It is known that the measure space \((\Delta_{\mathcal{F}}, \mathcal{D}_{\mathcal{F}})\) is standard iff \( (\Omega, \mathcal{F}) \) is ([5, Theorem III.60]). In particular, \((\Delta_M, \mathcal{D}_M)\) is standard.

Let \((\Omega, \mathcal{F})\) be a standard measure space and \( p \) a non-atomic, countably additive probability on \( \mathcal{F} \). Skorohod [10] showed that if \((M, d)\) is a complete separable metric space and \( \rho(\mu_n, \mu_0) \to 0 \), then there exist random variables, \( X_n, X_0 : \Omega \to M \) such that

1. Sko(a) \( X_n(p) = \mu_n, X_0(p) = \mu_0, \) and
2. Sko(b) \( p(\{ \omega : X_n(\omega) \to X(\omega) \}) = 1 \)

where \( X_n(p) \) is the image law of the distribution \( p \) under the random variable \( X_n \), that is, \( X_n(p)(B) = p(X_n^{-1}(B)) \) for each \( B \in \mathcal{M} \). Blackwell and Dubins
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[2] extended Skorohod’s result, proving the existence of a jointly measurable \( h : \Delta_M \times \Omega \rightarrow M \) such that

\[
\text{Bl-Du(a) for all } \mu \in \Delta_M, \ h(\mu, p) = \mu, \text{ and } \\
\text{Bl-Du(b) for all } \mu_n \rightarrow \mu_0, \ p(\{\omega : h(\mu_n, \omega) \rightarrow h(\mu_0, \omega)\}) = 1.
\]

Setting \( X_n(\omega) = h(\mu_n, \omega) \) and \( X_0(\omega) = h(\mu_0, \omega) \) recovers Skorohod’s result. This paper gives a parallel to the Blackwell-Dubins result: the single non-atomic \( p \) is replaced with a strongly zero-one set of non-atomic probabilities, \( \Pi \); and the \( \mu_n \rightarrow \mu_0 \) in \( \Delta_M \) are replaced with compact subsets \( K_n \rightarrow K_0 \) in \( \Delta_M \).

Let \( \text{Comp}(\Delta_M) \) denote the class of non-empty, compact subsets of \( \Delta_M \) with the Hausdorff metric, \( d_H(A, B) = \inf\{\epsilon \geq 0 : (\forall \mu \in A)(\exists \nu \in B)(\rho(\mu, \nu) < \epsilon), \ (\forall \nu \in B)(\exists \mu \in A)(\rho(\mu, \nu) < \epsilon)\} \). Restricted to the compact subsets, the Hausdorff metric is equivalent for equivalent metrics on \( \Delta_M \), that is, if \( \rho \) and \( \rho' \) both induce the weak* topology on \( \Delta_M \), then \( d_H(\mu_n, K_n) \rightarrow 0 \) iff \( d_H'(\mu_n, K_n) \rightarrow 0 \). We use the following from Breiman et al. [3]

**Definition 1.** For a measure space \((\Omega, \mathcal{F})\) the set of probabilities \( \Pi \subset \Delta_F \) is **strongly zero-one** if there exists an \( E \in \mathcal{F} \), and a measurable, onto \( \varphi : E \rightarrow \Pi \) such that for all \( p \in \Pi, \rho(\varphi^{-1}(p)) = 1 \).

**Theorem 1.** If \((M, d)\) is a Polish space, \((\Omega, \mathcal{F})\) is a standard measure space, \( \Pi \subset \Delta_F \) is a measurable, uncountable, and strongly zero-one set of non-atomic probabilities, then

(a) for all measurable \( A \subset \Delta_M \), there exists a measurable \( H_A : \Omega \rightarrow M \) such that \( H_A(\Pi) = A \), and

(b) there exists a jointly measurable \( H : \text{Comp}(\Delta_M) \times \Omega \rightarrow M \) such that for all \( K \in \text{Comp}(\Delta_M), \ H(K, \Pi) = K \), and if \( d_H(\mu_n, K) \rightarrow 0 \) then for all \( p \in \Pi, \rho(\{\omega : H(\mu_n, \omega) \rightarrow H(K, \omega)\}) = 1 \).

Theorem 1(a) generalizes Skorohod’s representation result in Sko(a) for a singleton probability distribution \( \mu \in \Delta_M \) to a measurable \( A \subset \Delta_M \); and Theorem 1(b) generalizes Bl-Du(a) and Bl-Du(b) from singleton probability distributions to compact sets of probability distributions. The next section gives the proof, the following discusses related work and extensions.

2. Proof

The argument for the representability of measurable sets of probabilities in Theorem 1(a) sets up a measurable isomorphism \( \psi_A : \Pi \leftrightarrow A \), and then uses strongly zero-one condition of \( \Pi \) and the \( h(\mu, p) \equiv \mu \) property of Blackwell-Dubins function \( h : \Delta_M \times \Omega \rightarrow M \) to form the composition of measurable functions that is the requisite measurable \( H_A : \Omega \rightarrow M \). The argument for the representation that is continuous for compact and convex in Theorem 1(b), begins with convergent sequences of compact convex subsets of \( \Delta_M \), and then extends to general compact subsets of \( \Delta_M \).

The arguments below make use of the following:

(R1) The Borel isomorphism theorem: standard measure spaces \((\Omega, \mathcal{F})\) and \((\Omega', \mathcal{F}')\) are measurably isomorphic iff they have the same cardinality (e.g. [5, Theorem III.20] or [6, Theorem 13.1.1]).

(R2) An implication of the Borel isomorphism theorem is that any uncountable standard probability space \((\Omega, \mathcal{F}, p)\) with non-atomic \( p \) will suffice for the
Skorohod and the Blackwell-Dubins results, and we take it to be the unit interval with the Borel-field and the uniform distribution, ([0,1],B,λ).

(R3) If X is any random variable taking values in [0,1] with P(X = u) = 0 for each u ∈ [0,1], then its cumulative distribution function (cdf), F_P defined by F_P(t) = P(X ≤ t), is an element of C[0,1], the continuous functions on [0,1]. Further, the random variable F_P(X) has the uniform distribution, i.e. P(F_P(X) ≤ t) = t for all t ∈ [0,1].

(R4) With the uniform metric, d_∞(f,g) = max_{t∈[0,1]}|f(t)−g(t)|, C'[0,1] is a Polish space, and its Borel σ-field is also generated by sets of the form \{f \in C[0,1] : f(t) ≤ r\}, t ∈ [0,1], r ∈ [0,1]. Further, the mapping (f,t) → f(t) is jointly continuous, so that if ω → (f_ω, u_ω) ∈ C'[0,1] × [0,1] is measurable, then so is the function ω → f_ω(u_ω).

Proof of Theorem 1(a). Let A be a measurable subset of Δ_M. Since Π is an uncountable measurable subset of the standard measure space (Δ_A,D_A), (R1) yields the existence of a measurable isomorphism ψ_A : Π ↔ A if A is uncountable, while ψ_A can be taken to be measurable and onto if A is countable.

Let g : Ω ↔ [0,1] be a measurable isomorphism and consider the mapping p ↦ F_g(p)(t) := p(g^{-1}([0,t])) from Π to the cdf of the distribution g(p). For any t ∈ [0,1], \{p ∈ Π : F_g(p)(t) ≤ r\} = \{p : p(g^{-1}[0,t]) ≤ r\}. By (R4) this set and the mapping p ↦ F_g(p) is measurable.

The requisite H_A : Ω → M is defined by

\[(1) \quad H_A(ω) = h(ψ_A(ϕ(ω)), F_g(ϕ(ω))(g(ω)))\]

where h : Δ_M × [0,1] → M is the jointly measurable Blackwell-Dubins function and ϕ is from Definition 1.

The measurability of H_A(ω) being clear, to show that H_A(Π) = A, it is sufficient to show that for each p ∈ Π, H_A(p) = ψ_A(p). For any p ∈ Π, p(ϕ^{-1}(p)) = 1, so that for a set of ω having p-probability 1, ψ_A(ϕ(ω)) = ψ_A(p). Further, by (R3) the mapping ω → F_g(ϕ(ω))(g(ω)) induces the uniform distribution on [0,1]. Therefore, for each p ∈ Π, the distribution of ω → H_A(ω) is equal to h(ψ_A(p),λ), which is, by (R2), equal to ψ_A(p).

The proof of Theorem 1(b) begins with compact convex sets of probabilities on M, Conv(Δ_M), and uses the following simultaneous retract result.

Lemma 1. There exists a jointly continuous (A,μ) → f_A(μ) from Conv(Δ_M) × Δ_M to Δ_M such that for all (A,μ), f_A(μ) ∈ A, and if μ ∈ A, then f_A(μ) = μ.

Proof. The correspondence (point-to-set map)

\[(2) \quad Γ(A,μ) = \begin{cases} \{A,μ\} & \text{if } μ \in A, \\ \{(A,ν) : ν ∈ A\} & \text{else.} \end{cases} \]

from Conv(Δ_M) × Δ_M to Conv(Δ_M) × Δ_M is lower hemicontinuous, defined on a metric, hence paracompact, space, and takes values in a topologically complete, locally convex, vector space. By Michael’s selection theorem [8, Theorem 3.2 (p. 364 et seq.)] Γ has a continuous selection γ. Define f_A(μ) = proj_{Δ_M}(γ(A,μ)).

Proof of Theorem 1(b) for compact convex sets. Suppose that d_H(A_n, A_0) → 0 in Conv(Δ_M). Let ψ : Π ↔ Δ_M be a measurable isomorphism, for any A ∈ Conv(Δ_M), define H = h(f_A ◦ ψ ◦ ϕ, F_g ◦ ϕ ◦ g), i.e.

\[(3) \quad H(A,ω) = h(f_A(ϕ(ω)), F_g(ϕ(ω))(g(ω)))\]
where $h$ is the Blackwell-Dubins function, $\varphi$ is from Definition 1, $f_A$ is the jointly continuous function of Lemma 1, $g$ is the measurable isomorphism between $\Omega$ and $[0,1]$ from the first half of the Theorem, and $F_{g(\varphi(\omega))}$ is the cdf of $g(\varphi(\omega))$. The joint measurability is clear, and the arguments for part (a) of the proof deliver $H(A,\Pi) = A$ for all closed convex $A$. For continuity, fix an arbitrary $p \in \Pi$ and suppose that $d_H^p(A_n, A_0) \to 0$. $\varphi(\cdot)$ being constant and equal to $p$ on the set $\varphi^{-1}(p)$, $\psi(\varphi(\omega)) \equiv \psi(p)$ for all $\omega \in \varphi^{-1}(p)$, and the distribution of $F_{g(p)}(g(p)) \equiv \lambda$. Thus, $p(\{\omega : H(A_n, \omega) \to H(A_0, \omega)\}) = 1$ by the continuity of $(A, \mu) \mapsto f_A(\mu)$ and Bl-Du(b), the almost everywhere convergence property of the Blackwell-Dubins function. 

To extend this proof to sequences $K_n, K_0$ of compact but not necessarily convex subsets of $\Delta_M$, we: replace the compact metric space $(M, d)$ with the compact metric space $(\Delta_M, \rho)$; replace the $K_n$ with $A_n := \Delta(K_n)$, the set of probability distributions on the set $K_n$ of probability distributions; use Borel isomorphism theorem to map $\Pi \subset \Delta_F$ to $\Pi'$, a tractable set of probabilities on $F$; and use the tractability to change random variables whose image under $\Pi$ is in $Conv(\Delta_M)$ to random variables whose image is $Comp(\Delta_M)$.

**Proof of Theorem 1(b) for compact sets.** Let $\Pi^0$ be the set of probabilities on $\Omega^0 := [0,1]^3$ defined by setting $p_r$ to be the uniform distribution on $\{r\} \times [0,1] \times [0,1]$ and $\Pi^0 = \{p_r : r \in [0,1]\}$. The typical element of $\Omega^0$ will be denoted $(r, \omega_1, \omega_2)$, and setting $\varphi(r, \omega_1, \omega_2) = p_r$, shows that $\Pi^0$ is strongly zero-one. Also, let $\Omega^1$ be the projection of $\Omega^0$ onto its first two axes, $(r, \omega_1, \omega_2) \mapsto (r, \omega_1)$, let $q_r$ be the image of $p_r$ under this projection, that is, $q_r$ is the uniform distribution on $\{r\} \times [0,1]$, and let $\Pi^1 = \{q_r : r \in [0,1]\}$, another strongly zero-one set. Theorem 1(a) guarantees the existence of a measurable $H_{\Pi^1} : \Omega \to \Omega^0$ such that $H_{\Pi^1}(\Pi) = \Pi^0$.

Let $A_n = \Delta(K_n)$ be the convex and weak* compact set of probability distributions on $K_n, n = 0, 1, \ldots$. Let $e(\cdot)$ be any metric on $\Delta(\Delta_M)$ that induces weak* convergence in the set of Borel probabilities on the Polish space $\Delta_M$, and note that $D_H^p(A_n, A_0) \to 0$ iff $d_H^p(K_n, K_0) \to 0$ where $D_H(\cdot)$ is the Hausdorff distance corresponding to the metric $e(\cdot)$.

In parallel with the previous arguments, we start with a measurable isomorphism $\psi : \Pi'' \leftrightarrow \Delta(\Delta_M)$ and construct jointly measurable $(\Delta(K), (r, \omega_1)) \mapsto H((\Delta(K), (r, \omega_1))) \in \Delta(\Delta_M)$ such that $H((\Delta(K), \Pi'')) = \Delta(K)$ and $q_r(\{(r, \omega_1) \in \Omega : H(A_n, (r, \omega_1)) \mapsto H(A, (r, \omega_1))\}) = 1$ for all $q_r \in \Pi''$.

Let $\Delta^{p}(\Delta_M)$ be the uncountable, closed set of point masses in $\Delta(\Delta_M)$, let $\Pi'$ be the uncountable, measurable set $\{p' \in \Pi'' : \psi(p') \in \Delta^{p}(\Delta_M)\}$, and let $\psi' : \Pi'' \leftrightarrow \Pi'$ be a measurable isomorphism. The previous arguments using $\psi' \circ \psi$ in the role of $\psi$ deliver a jointly measurable mapping $(A, (r, \omega_1) \mapsto H'(A, (r, \omega_1)) \in \Delta(\Delta_M)$ such that $H'(A, \Pi'') = \{\delta_\mu : \mu \in K\}$. The map $\iota$ defined by $\iota(\delta_\mu) = \mu$ is clearly continuous. The composite function $H''((\Delta(K), (r, \omega_1, \omega_2)) := h(\iota(\Delta(K), (r, \omega_1))), \omega_2)$, where $h$ is, as usual, the Blackwell-Dubins function, is jointly measurable and has the property that $H''((\Delta(K), \Pi^0)) \equiv K$ and $p_r(\{(H''((\Delta(K_n), \cdot) \mapsto H''((\Delta(K_0), \cdot))\}) = 1$ for all $p_r \in \Pi^0$. The requisite function is $H(K_n, \omega) = H''((\Delta(K_n), H_{\Pi^1}(\omega)))$.

### 3. Related Work and Extensions

We first illustrate the role of strongly zero-one condition plays in consistent estimation, then discuss how interest in Theorem 1 arose from models of choice in the presence of ambiguity. The next parts of this section discuss in turn the possibility
of dropping: the completeness requirement on \( M \); the compactness requirement on the \( K_n \to K_0 \); and the standardness assumption on \((\Omega, \mathcal{F})\). The section ends with a discussion of the minimality of strongly zero-one sets \( \Pi \).

3.1. Consistent Estimation. Breiman et al. [3] show that the strong zero-one condition is necessary and sufficient for the existence of consistent estimators. A canonical example illustrates this result.

**Example 1.** For \( \Omega = \{0, 1\}^{\mathbb{N}} \) and \( r \in [0, 1] \), let \( E_r \subset \Omega \) be the set of \((\omega_1, \omega_2, \ldots)\) such that \( \lim_n \frac{1}{n} \# \{k \leq n : \omega_k = 1 \} = r \). For \( \omega \in E := \cup_{r \in [0, 1]} E_r \), define \( f_\omega \) as the unique \( r \) for which \( \omega \in E_r \). Let \( p_r \) be the distribution on \( \Omega \) of an independent and identically distributed sequence of Bernoulli\((r)\) random variables, and set \( \Pi = \{p_r : r \in [0, 1]\} \). By the strong law of large numbers, for each \( p_r \), \( p_r(E_r) = 1 \) so that defining \( \varphi(\omega) = p_f(\omega) \) gives \( p_r(\varphi^{-1}(p_r)) = 1 \). If \( \omega \) is distributed according to one of the \( p_r \in \Pi \), interest centers on finding consistent estimators, that is, a sequence of functions \((\omega_1, \ldots, \omega_n) \mapsto \hat{\varphi}_n(\omega_1, \ldots, \omega_n) \) such that for each \( p_r \), \( p_r(\{\omega : \hat{\varphi}_n(\omega_1, \ldots, \omega_n) \rightarrow \varphi(\omega)\}) = 1 \). An obvious choice is \( \hat{\varphi}_n = p_{\hat{r}_n} \) where \( \hat{r}_n = \frac{1}{n} \# \{k \leq n : \omega_k = 1 \} \).

3.2. Decision Theory. Decision theory in the face of uncertainty has two main models, related by change of variables. One of them is due to von Neumann and Morgenstern [12] and the other due to Savage [9]. Both models use a space of consequences, usually a Polish space in applications, and one of them also has a measure space of states, \((\Omega, \mathcal{F})\).

von Neumann and Morgenstern [12] gave a short axiomatic foundation for preferences over distributions on \( M \). A preference, \( \succsim \), on \( \Delta_M \) is a complete, transitive, binary relation on \( \Delta_M \). In their approach, it can be represented by \( \mu \succsim \nu \) iff

\[
\int_M u(x) \, d\mu(x) \geq \int_M u(x) \, d\nu(x)
\]

where the \( u \in C_b(M) \) is unique up to positive affine transformations. By contrast, Savage’s [9] work provides an axiomatic foundation for preference over measurable functions from a state space, \((\Omega, \mathcal{F})\), to \( M \). The preferences can be represented by \( X \succsim Y \) iff

\[
\int_{\Omega} u(X(\omega)) \, dP(\omega) \geq \int_{\Omega} u(Y(\omega)) \, dP(\omega),
\]

where \( P \in \Delta_\mathcal{F} \) is unique and the \( u \in C_b(M) \) is unique up to positive affine transformations.

The approaches are directly related by change of variables, taking \( \mu = X(P) \) and \( \nu = Y(P) \), the integrals on each side of (4) and (5) are the same. If \( M \) is a Polish space and \( P \) is non-atomic, then Sko(a) implies domain equivalence, i.e., the set of choice situations that can be modeled by the two approaches is the same. Sko(b) says that we can analyze continuity either using \( \mu_n \to \mu_0 \) or \( X_n \to X_0 \) a.e.

Over the last several decades, the systematic inability of either approach to explain behavior in the face of ambiguity, modeled as unknown probabilities, has led many to replace Savage’s single prior, \( P \), with a set of priors, \( \Pi \) (see e.g. the monograph [7]). One of the most general forms of preferences is given by \( X \succsim Y \)
iff

\[
\alpha \min_{p \in \Pi} \int u(X) \, dp(\omega) + (1 - \alpha) \max_{q \in \Pi} \int u(Y) \, dq(\omega) \geq \\
\alpha \min_{p \in \Pi} \int u(Y) \, dp(\omega) + (1 - \alpha) \max_{q \in \Pi} \int u(Y) \, dq(\omega).
\]

The parallel von Neumann and Morgenstern approach works with preferences over the sets of probabilities, \(X(\Pi)\) and \(Y(\Pi)\). The motivating question for this paper was “What conditions on \(\Pi\) yield both domain equivalence and continuity?”

Many models of choice in the presence of ambiguity use what are called belief functions. These are the conjugates of Choquet capacities called the hitting π was “What conditions on \(X\) be-

The Role of Completeness. Skorohod’s construction has been generalized to metric spaces that are separable but not complete, and to non-separable spaces if the limit, \(\mu_0\), has separable support (see \([6, \S 11.7]\) and the accompanying references). Let \((X, d)\) be a separable metric space. If we can find a jointly measurable \(h : [0, 1] \times [0, 1] \to X\) such that \(\{h(r, \lambda) : r \in [0, 1]\} = \Delta_X\), then we can: replace the metric on \(\Delta_X\) with an \(\ell^2\) type of metric topologizing the weak* topology; replace continuous selection proof of Lemma with an \(\ell^2\)-minimum distance approach. Such an \(h(\cdot, \cdot)\) will exist if \((X, d)\) is measurably isomorphic to a Borel subset of a Polish space, but we suspect that such a proof strategy will not work for more general separable metric spaces. The essential difficulty is that the range of the mapping \(r \mapsto h(r, \lambda)\) is the measurable image of a measurable set, and to the extent that \(\Delta_X\) inherits the properties of \(X\) (see e.g. \([5, \text{Theorem III.60}]\)), this covers a strict, albeit highly interesting, subset of the separable metric spaces.

The Role of Compactness. There are several different approaches to extending the proof strategy for Theorem 1(b) from sequences of compact sets \(K_n \to K_0\) to sequences of closed sets \(F_n \to F_0\) depending on the definition of convergence that one uses on the class of closed sets: convergence in the the Hausdorff metric does not work; convergence in the Wijsman topology does work; and neither convergence in the Vietoris topology nor Painlevé-Kuratowski convergence are satisfactory for applications.

3.4.1. Hausdorff metrics on closed sets. Let \(Cl(\Delta_M)\) denote the set of closed sub-

sets of \(\Delta_M\). On \(Cl(\Delta_M)\), the metrics \(d_H^\rho(\cdot, \cdot)\) and \(d_H^{\rho'}(\cdot, \cdot)\) are equivalent iff \(\rho\) and \(\rho'\) induced the same uniformity on \(\Delta_M\) \([1, \text{Theorem 3.3.2, p. 92}]\). However, for the simultaneous retract Lemma to work, we need \((Cl(\Delta_M), \ell^2)\) to be separable, which requires that \(\Delta_M\) be totally bounded in the \(\rho\) metric, and we need \((Cl(\Delta_M), d_M^\rho)\) to be complete, which requires that \(\Delta_M\) be complete in the \(\rho\) metric. \((\Delta_M, \rho)\) being totally bounded and complete is equivalent to it being compact, and \(\Delta_M\) being compact in the weak* topology is equivalent to \((M, d)\) being compact.
One might hope to replace the proof of Lemma 1 by having \( f_A(\mu) \) be the nearest point to \( \mu \) in the convex set \( A \). However, for many well-known metrics on \( \Delta_M \), the following example shows that such a nearest point may not exist, or the set of nearest points may be wildly discontinuous as a function of \( A \).

**Example 2.** Let \((M,d)\) be a separable Hilbert space, \( \{e_n : n \in \mathbb{N}\} \) an orthonormal basis, and give \( \Delta_M \) the Prokhorov topology, \( \rho(\mu,\nu) = \inf \{\epsilon \geq 0 : \forall F \text{ closed}, \mu(F) \leq \nu(F^c) + \epsilon, \nu(F) \leq \mu(F^c) + \epsilon \} \) where \( F^c := \bigcup_{x \in F} B_\epsilon(x) \) is the \( \epsilon \)-ball around the set \( F \). For \( x \in M \), let \( \delta_x \in \Delta_M \) be point mass on \( x \), i.e. \( \delta_x(E) = 1_{E}(x) \). Let \((r_n)_{n \in \mathbb{N}}\) be a sequence in \( \mathbb{R} \) with \( |r_n| \leq 1/10 \) and \( r_n \to 0 \), let \( A \) be the closed convex hull of \( \{\delta_{1/n+r_n}e_n : n \in \mathbb{N}\} \), and let \( \mu \) be \( \delta_0 \).

**No solution.** If \( r_n \) is a strictly decreasing positive sequence, then there is no solution to the problem \( \min_{\nu \in A} \rho(\mu,\nu) \).

**Discontinuous solutions.** For each finite \( N \subset \mathbb{N} \), set \( r_N = -\epsilon \cdot 1_N(n), \epsilon > 0 \). The set of solutions to \( \min_{\nu \in A^N} \rho(\mu,\nu) \), where \( A^N \) is the closed convex hull of probabilities associated with the sequence \( r_N \), is the convex hull of the point masses of the form \( \delta_{1/n+r_n}e_n, n \in N \). For finite disjoint \( N_1, N_2 \subset \mathbb{N} \), the distance between the solution sets is at least \( \frac{\epsilon}{2} - \epsilon \), even though the distance between the associated \( A^{N_1} \) and \( A^{N_2} \) is \( \epsilon \cdot \sqrt{|N_1 \cup N_2|} \).

### 3.4.2. Wijsman topologies

Suppose now that the metric \( \rho \) on \( \Delta_M \) not only gives the weak* topology, but it also makes \((\Delta_M, \rho)\) into a Polish space (which is possible iff there is a metric on \( M \) making it Polish). The Wijsman topology, \( \tau_\rho \), on \( \text{Cl}(\Delta_M) \) is the topology of pointwise convergence of the distance functionals \( \rho(\mu, \cdot) \), that is, a net \( F \to F_0 \) \( \tau_\rho \)-converges to \( F_0 \) iff for all \( \mu \in \Delta_M, d(\mu, F_0) \to d(\mu, F_0) \). As the distance functionals have Lipschitz constant 1, this is not as weak a topology as it might seem, and \((\text{Cl}(\Delta_M), \tau_\rho)\) admits a metric making it Polish (see [1, Theorem 2.5.4 (p. 71)]).

**Corollary 1.1.** If \((\Delta_M, \rho)\) is a Polish space, \((\Omega, F)\) is a standard measure space, \( \Pi \subset \Delta_F \) is a measurable, uncountable, and strongly zero-one set of non-atomic probabilities, then

\[(b'):\text{there exists a jointly measurable } H : \text{Cl}(\Delta_M) \times \Omega \to M \text{ such that for all closed } F \subset \Delta_M, H(F, \Pi) = F, \text{ and if } F_n \to F_0, \text{ then for all } p \in \Pi, p(\{\omega : H(F_n, \omega) \to p, H(F_0, \omega)\}) = 1.\]

**Proof.** The proof of the simultaneous retract Lemma is the same because the Wijsman topology is also Polish. This in turn implies that the compact convex sets with the Hausdorff topology can be replaced by closed convex sets with the Wijsman topology in the part of the proof of Theorem 1(b) dealing with convex sets. The extension of this result to sequences of closed sets requires replacing the various Hausdorff metric topologies by the corresponding Wijsman topologies, and then checking that \( \Delta(F_n) \) Wijsman converges to \( \Delta(F_0) \) in the class of closed sets of probabilities on probabilities iff \( F_n \) Wijsman converges to \( F_0 \) in the class of closed sets of probabilities on \( M \), which is immediate.

### 3.4.3. Other topologies on the class of closed sets

Two other well-known options for the sense of convergence of the closed sets of probabilities are the Vietoris topology and Painlevé-Kuratowski convergence. We chose not to work with the Vietoris topology on closed sets because it is typically too strong for applications.
— taking $M = \mathbb{R}^2$, if $F_n = \Delta((1/n) \times \mathbb{R})$ and $F_0 = \Delta(\{0\} \times \mathbb{R})$, then $F_n$ Wijsman converges to $F_0$ (if the metric $\rho$ on $\Delta_M$ is e.g. the Prokhorov metric from Example 2), but does not Vietoris converge. Painlevé-Kuratowski convergence for closed, non-compact sets is a sensible kind of convergence if one is working with sequences of closed subsets of a locally compact space, essentially because one works in the one-point compactification of the space and uses the Hausdorff topology. However, in $\Delta_M$ with the weak* topology, local compactness is equivalent to compactness.  

3.5. The Standardness Assumption. The assumption that $(\Omega, \mathcal{F})$ is a standard space can be significantly relaxed provided that one is willing to deal with classes of probabilities defined on a sub-$\sigma$-field of $\mathcal{F}$. Suppose that there exists a countably additive non-atomic $p \in \Delta_\mathcal{F}$. Let $X : \Omega \to [0,1]$ be any measurable function having the property that $p(X \leq t) = t$ for $t \in [0,1]$ and let $\mathcal{X} \subset \mathcal{F}$ be the smallest $\sigma$-field making $X$ measurable. One works with sets of probabilities $\Pi \subset \Delta_\mathcal{X}$, and this is a standard space: as $\mathcal{X}$ is countably generated, we can define the Blackwell pseudo-metric, $d_B(\omega, \omega') = 1/\min\{n : 1_{E_n}(\omega) \neq 1_{E_n}(\omega')\}$ where $\{E_n : n \in \mathbb{N}\}$ is a countable set generating $\mathcal{X}$; the pseudo-metric space $(\Omega, d_B)$ has $\mathcal{X}$ as its $\sigma$-field; and after passing to $d_B$-equivalence classes, $(\Omega, \mathcal{X})$ is a standard space, so that all of the work above applies to it.

3.6. The Minimality of $\Pi$. The set $\Pi$ can be either too large or too small to satisfy Theorem 1(a): $\Pi = \Delta(\mathcal{F})$ is too large, for any $H : \Omega \to M$, $H(\Delta(\mathcal{F}))$ contains all of the distributions on the range of $H$: $\Pi = \{\alpha p + (1-\alpha)q : \alpha \in [0,1]\}$ is too small, for any $H : \Omega \to M$, $H(\Pi)$ is at most 1-dimensional. The question remains, among the uncountable sets of non-atomic probabilities, are there minimal sets, $\Pi_m$, satisfying the conclusion of Theorem 1(a), that for all measurable $A \subset \Delta_M$ there exists a measurable $H_A : \Omega \to M$ such that $H_A(\Pi_m) = A$?

Minimality cannot be in terms of set inclusion, if $\Pi$ satisfies the conditions of Theorem 1, then so does any uncountable measurable subset of $\Pi$. For the same reason, minimality also cannot be in terms of mutual orthogonality.

**Example 3.** Let $\Pi' = \{p_r : r \in [0,a] \cup \{1\}\}$ where $0 < a < 1$ and $p_r$ is the uniform distribution on $[r] \times [0,1] \subset [0,1]^2$, and let $\Pi = \Pi' \cup \frac{1}{2}p_a + \frac{1}{2}p_1$. $\Pi$ clearly violates strong-zero one condition but satisfies the conclusion of Theorem 1(a) — pick an $H_A$ that covers $A$ with the set $\{p_r : r \in [0,a]\}$, pick $\mu \in A$, and define $H_A$ on $\{a\} \times [0,1]$ and $\{1\} \times [0,1]$ so that $H_A(p_a) = H_A(p_1) = \mu$.

However, if $\Pi$ satisfies the conclusions of Theorem 1(a), then by composition of measurable functions, it satisfies the conclusions of 1(b) — simply let $f_\pi : \Omega \to \Omega'$ have the property that $\Pi' := f_\pi(\Pi)$ satisfies all of the conditions in Theorem 1.
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1If $\Delta_M$ is locally compact, then for any $p \in \Delta_M$ and any neighborhood $G_p$ of $p$ with compact closure, for sufficiently small $r > 0$, $(1-r)p + r\Delta_M \subset G_p$, but $(1-r)p + r\Delta_M$ has compact closure iff $\Delta_M$ is compact.
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