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Abstract

In a first step, we developed based on existingrétecal and empirical literature a series of
hypotheses with respect to the relative importariqeossible determinants of exploration and
exploitation of knowledge in collaboration with uarsities and tested them on Swiss firm
data. In a second step, we investigated the impacdhnovation performance of knowledge
exploration versus knowledge exploitation. We ai#di a clear pattern of the differences
between ‘exploration’-oriented and ‘exploitationiented firms. We found that exploration-
oriented firms have a greater knowledge absorptapacity, are technologically more
diverse, and they are less exposed to intensiwe mampetition compared to exploitation-
oriented firms. We further found a positive effeatinnovation performance for exploration-
oriented firms but not for those that were explorabriented.

Key words: knowledge exploration; knowledge exp@ltdn; innovation

JEL Classification: 031



1. I ntroduction

Starting point of the paper is the distinction bedw exploitation and exploration of
technological knowledge as introduced in March ()2nd Levinthal and March (1993). In
line with this literature, attention is focussed ¢me differences between knowledge
development and knowledge utilization, relating teecepts of exploration and exploitation
to the scale and scope of knowledge generated t@rnexk acquired relative to a firm’'s
existing knowledge base. In this study we applg ftistinction specifically to knowledge
acquired from universities. In this sense, we aterested in investigating which type of firm
acquires additional external knowledge from uniiies for the purpose of exploring new
knowledge and which for the purpose of exploitizgsgng knowledge. This is relevant not
only for understanding in general firms’ knowledg=yuisition strategies in terms of resource
endowment and capabilities as well as their impadnnovation performance but also for the
specific situation of knowledge and technology $fanfrom universities.

Thus, the motivation for this study is twofold:sfif we want to investigate which type of firm
pursues knowledge acquisition from universitiestf@ purpose of exploring and generating
new knowledge and which for the purpose of expigitexisting knowledge; second, if there
are discernible differences as to important firrarelsteristics between the firms that focus on
exploration and those that concentrate on expioitatthis would be also relevant for the
impact of knowledge and technology transfer adésitand, as a consequence, for the
assessment of such activities from the point ofvva# economic policy. We would then
expect that exploitation-oriented activities wowkdow performance effects already in the
short run, contrary to exploration-focused actgsti for which mostly only long-run effects
would be expected.

In a first step, we developed based on existingréteeal and empirical literature a series of
hypotheses with respect to the relative importariqeossible determinants of exploration and
exploitation activities in collaboration with unigities and tested them on Swiss firm data. In
a second step, we investigated the impact on inimvaperformance of knowledge
exploration versus knowledge exploitation.

Our main contribution to empirical literature istimtegrated approach of the investigation of
() the factors that may influence a firm's deaisim favour of either exploration or
exploitation of knowledge in collaboration with uarsities and (b) the relationship between
exploration and exploitation of knowledge and teovation performance of firms.

The paper is structured as follows. Section 2 seferthe conceptual background of the study
and to the related empirical literature and endsh whe formulation of the research

! In earlier studies we have investigated the ddternts of knowledge and technology transfer adgigibof
Swiss firms (Arvanitis et al. 2011) as well as theipact on innovation and economic performances/gAitis et
al. 2008; Arvanitis and Woerter 2009).
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hypotheses. Section 3 is devoted to the presentafithe model specification. In section 4
we describe the data. In section 5 the resultp@gented and section 6 concludes.

2. Conceptual framework and related empirical literature
2.1  Exploration versusexploitation: the main idea
2.1.1 Basic conceptsand definitions

Earlier research has defined the relationship batwexploitation and exploration of
technological knowledge as the balancing betwe&nement of an existing technology and
invention of a new one (Winter 1971; Levinthal akiérch 1981). More recently, March
(1991) developed further this idea in its semirabgr, in which he analyzed the potential
trade-off between exploitation and explorationvag alternative investment opportunities. As
this author puts it, “choices must be made betvgzéning new information about alternatives
and thus improving future returns (which suggesiscating part of the investment to
searching among uncertain alternatives), and uslieginformation currently available to
improve present returns (which suggests concengraktie investment on the apparently best
alternative)” (p. 72). In a subsequent paper, Lihand March (1993) made this notion
more specific, stating that exploration involvespiarsuit of new knowledge of things that
might come to be known”, while exploitation is rela to the “use and development of things
already known” (p. 105).As a consequence, attention was focussed on #taafion
between knowledge development and knowledge uibiza relating the concepts of
exploration and exploitation to the scale and saifderowledge generated or extern acquired
relative to a firm’s existing knowledge base.

2.1.2 Theexploitation/exploration balance

Exploration and exploitation activities compete fwarce resources and the firm has to
allocate resources among them. The resulting tofides- an act of precarious balance. As
March and Levinthal (1993) state it: “An organipatithat engages exclusively in exploration
will ordinarily suffer from the fact that it nevegains the returns of its knowledge. An
organization that engages exclusively in explatati will ordinarily suffer from
obsolescence” (p. 105). Thus, the central problenironting firms is to engage in sufficient
exploitation to maintain and increase short-termiggeyance and, at the same time, to devote
enough resources to exploration in order to enkunmg-term survival. This requires a mix of
exploitation and exploration activities, which isaourse difficult to specify (see, e.g., Gupta
et al. 2006; Lavie et al. 2010). In economic terths, trade-off refers to the balance between

% The notions of exploration/exploitation have beardied in a wide variety of literature such asamigational
learning and knowledge acquisition of enterprisdsich is also the subject of the present papermirgtional
design, knowledge management, and adaptation (aew let al. 2010 for a comprehensive survey of the
organization-oriented literature; Li et al. 2008 fosurvey of related conceptual questions.) Feretmbedment

of this approach in the evolutionary theory of aiigation see, e.g., Zollo and Winter (2002).
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short-term specialization advantages (cumulativewkedge generation process, experience
gains, etc.) and the ability in the long-term tov&lep new perspectives that allow firms to
avoid technological lock-ins (see, e.g., Arthur 298

2.1.3 Determinants of exploration/exploitation

Given the inherent tension between exploration exploitation, an analysis of the factors
that drive these contradictory activities appearséd an interesting research topic. As Lavie et
al. (2010) in their literature survey write: “Thenas been little attempt to uncover why some
organizations emphasize exploration, while othersye exploitation. Empirical research has
produced limited or mixed evidence on the causesxpforation and exploitation” (p. 118).
In this sense, it would be interesting to invesgegwhich type of firm acquires external
knowledge for the purpose of exploring new knowkdand which for the purpose of
exploiting existing knowledge. Existing literatuteas identified a series of factors as
important antecedents of exploration and explaitatihat are briefly reviewed in the next
paragraphs.

Absorptive capacityA firm’s ability to assess the value of exterkabwledge and apply it in
combination with its internally created know-howhieh is its absorptive capacity (Cohen
and Levinthal 1989, 1990), is related primarilyexploration activities (Lavie et al. 2010;
Lichtenthaler and Lichtenhaler 2009). A high absggpcapacity enables firms to detect and
explore for their own purpose new emerging techgie® (e.g. nanotechnology,
biotechnology) and associated market opportunit@scourse, the further exploitation of
existing knowledge (along a given technologicajettory) acquires also the use of external
knowledge, therefore the ability to absorb suchvidedge, but to a lesser extent as in case of
exploration.

Technological diversificationThe relationship betweetechnological diversificatiorand
exploration and exploitation of knowledge is amloigs. On the one hand, it is plausible that
firms with a wide portfolio of technological actiles are more likely to get engaged in
exploration because they can have lower exploratiosts than highly specialized firms.
Their broad knowledge spectrum could enable thenddtect earlier than other firms
opportunities for new knowledge. On the other hapicialization could also decrease the
marginal costs of exploring new knowledge, espbciit is within a technological paradigm
or trajectory.. However, it is also likely that deasing search costs within a paradigm come
along with increasing costs for knowledge explomagyvities in other fields of investigation.
Since specialized firms accumulate knowledge ampeences, it is also likely that they have
advantages in exploiting existing knowledge. Consetly, the effect of technological
diversification on exploration and exploitationksfowledge in collaboration with universities
is not “a priori” clear.

Appropriability conditions.The ability to appropriate the revenues of innmret depends on
the appropriability conditions, that is the effgetiess of protection from imitation through
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available formal (e.g., patents) and informal meémg., leadtime, product complexity).
When appropriability is low, investment in explooat would be discouraged at a larger
extent than investment in exploitation, the outcenfe.g. new products) of which can be
easier protected by available informal means. Asid.at al. (2010) write: “Under such
conditions [of a weak appropriability regime], thalue of exploration is diminished so that
organizations may withhold their investment in exption and focus on exploitation” (p.
120).

Competitive intensityThe relationship betweetompetitivepressures and the incentives to
exploit and/or explore knowledge in collaboratiowg#h universities is ambiguous. The
Schumpeterian view would suggest that a certaielle¥ market power is necessary for a
firm to be motivated to bear the risks of explaratiBut there are limits to this effect. “In the
long run, however, the use of power to impose emarents is likely to result in atrophy of

capabilities to respond to change” (Levinthal andréh 1993, p. 102). A second line of
argumentation suggests that competitive pressucegdwenhance incentives for exploration
that can drive change and reveal new sources opebtiwe advantage, thus improving a
firm’s relative position vis-a-vis competitors (Liathal and March 1993; Lavie et al. 2010).
Given that innovation activities are mainly finadosith the cash-flow (see Hall 1992) of a
firm and that competitive pressure, especiallyrintee price competition, reduce the price-
cost margins of firms and as a consequence loweis ¢ash-flow, it is likely that intensive

price competition increases the probability of tieually less expensive exploitation of
knowledge and decreases the probability of the llysumore expensive exploration of

knowledge.

Firm size As Lavie et al. (2010) mention “conflicting fimdjs exist concerning the impact of
organizational size on the tendency to exploreuseexploit” (p. 124). On the one hand, with
increasing size, firms tend to become less flex#rd less adaptable to changes, leading to
knowledge exploitation along existing trajectori@gjile restricting explorative search for
new opportunities. On the other hand, larger ozgtiiins may have better access to internal
and external resources that allow a more effectind less expensive search for new
knowledge. We sympathize with the latter hypothesisich is in accordance also with the
empirical evidence for overall innovation activitie

Firm age Younger firms are less strongly dedicated to texgstechnologies along known
technological trajectories as older establishedrenses. Thus, young organizations are more
likely to invest in exploration (Lavie et al. 201@lder firms rely more on their existing
knowledge and experience, so that they are strangkned to engage in exploitation rather
than exploration (Rothaermel and Deeds 2004).

2.1.4 Performance effects of exploration versus exploitation



The theoretical expectation is that “Adaptive sysethat engage in exploration to the
exclusion of exploitation are likely to find thately suffer the costs of experimentation
without gaining many of the benefits....Converselgtems that engage in exploitation to the
exclusion of exploration are likely to find themssd trapped in suboptimal equilibria”
(March 1991, p. 71). As Levinthal and March (1983ased on March 1991) noted: “The
returns to exploitation are ordinarily more certailoser in time, and closer in space than the
returns to exploration”. Firms that invest only (mrimarily) in exploitation may show a
higher short-term performance than firms that eegagexploration. However, such short-
term gains may cause negative long-term performannsequences, since investing only in
exploitation reduces adaptability to future teclogyl changes.

2.2 Related empirical literature
2.2.1 Determinants of exploration/exploitation

Related empirical research comes mostly from theagement and organization literature.
Cohen et al. (2002) applied the concepts of exptvéexploitation on the knowledge
acquired by firms by distinguishing between exteintormation sources that are rated by
firms as an important stimulus to the “initiatiohrew projects” (e.g., public research) and
such external sources of information that contebtd “R&D project completion” (e.qg.,
clients). They collected by means of a survey, datal267 U.S. firms for the year 1994.
They found that publications/reports, licensed tedhgy and cooperative/joint ventures were
more relevant for exploitation-oriented activitieghile the hiring of recent graduates was
more important for exploration activities. A furthénding was that firm size correlated
positively with both exploitation and exploratiaso that being a start-up indicated a higher
likelihood of exploitation than of exploration.

Rothaermel and Deeds (2004) in a study for 325 Bi&ech firms analyzed the factors that
determine the number of exploitation-oriented allizs. The results showed positive effects
for the number of patents, firm age, technologuiakrsity, firm size, and the firm being
public.

Sidhu et al. (2004) investigated the determinarftsexploration orientation in form of
multidimensional qualitative assessments of “emnmental dynamism”, “organization
mission”, strategic orientation”, “technology infibility”, “environment-monitoring
resources” and firm size. The study was based ta fda 155 firms of the Dutch metal and
engineering sector. The authors found positivecesféor all factors just mentioned above
with the exception of firm size and “technologig#lexibility”.

Lavie and Rosenkopf (2006) studied the determinanfts19'928 exploration-oriented
alliances between 8,469 partners in the period -29@1. The authors found positive effects



for prior partnering experience and firm profitélyil but no effects for R&D intensity, firm
size, firm age and firm solvency.

In a study for Japanese shipbuilding firms based@8il observations for the period 1972-
2000 Greve (2007) found a positive non-linear dffiec firm size for both exploration-
oriented and exploitation-oriented innovations, tuity for explorative innovation a negative
non-linear effect for firm age.

Brostrom and McKelvey (2009) examined some deteants of exploration/exploitation with
respect to cooperative projects with universitied sesearch organizations for 425 Swedish
manufacturing firms in 2007. The likelihood of “opended” (exploration-oriented)
cooperation was positively correlated with the finaving explicitly a strategy of cooperation
with universities, and the partner being domestid a university (rather than a research
organization). No effect could be found for patapplications and R&D. The likelihood of
exploitation-oriented cooperation correlated negdyi with the firm having R&D activities
and positively with the partner being domestic.

Bierly et al. (2009) investigated the antecederitexploration-oriented versus exploitation-
oriented acquisition and application of externabkiedge. The study was based on data for
180 U.S. firms and yielded some interesting findinglechnological capability (a variable
that is quite similar to absorptive capacity) wassipively related to exploitation but not
exploration. This result is contrary to the findsnfpr absorptive capacity in most other
studies. Technological relatedness (a variable mhedsures the opposite of technological
diversity) was negatively correlated with explooati Firm size showed no effect.

Bishop et al. (2011) investigated the factors dheteing the likelihood of exploration,
exploitation and the combination of both categonésctivities with respect to cooperative
projects with universities for 420 UK firms in 2Q04espectively. Exploration was
characterized by continuous R&D, the quality ofwensity partners, and firms being part of
larger entries. Exploitation was primarily drivey trm size; the R&D intensity, number of
partnerships, and geographical distance betweéngpardid not show any effects.

Due to heterogeneity as to definitions, definitiamd measurement of exploration/
exploitation, method, model specification and aalig data, it is difficult to detect common
results in the reviewed studies. In sum, in theewggd studies firm size shows positive
(mostly for exploitation activities) or no effectiim age a positive or negative effect for
exploitation activities, and a negative effect oraffects for exploration.

2.2.2 Exploration/exploitation and performance

Rosenkopf and Nerkar (2001) examined the impadioof different types of exploratory
activities (local; internal boundary-spanning; erg¢ boundary-spanning; and radical) on
subsequent technological development in the U.Sicalpdisk industry based on 2’333
patents of 22 firms in the period 1971-1995. Theynd positive effects for external
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boundary-spanning exploration (i.e., exploratiogdmel only organizational boundaries) and
— even stronger — positive effects for radical ergqion (i.e., exploration beyond both
organizational boundaries and technological bouadpar

In a further study, Rothaermel (2001) studied titerfirm cooperation between incumbents
and new entrants based on data for 889 stratelipn@ds between 32 large pharmaceutical
firms and providers of biotechnology in the peri’5-1997. He found that incumbents that
focus on exploiting complementary assets (of the eatrant) outperform in terms of new

product development incumbents that focus on expgjdhe new technology.

Rothaermel and Deeds (2004) in a study for 325 Bi&ech firms analyzed the impact of
exploration-oriented alliances and exploitatioreated alliances on innovation performance.
The findings showed a positive effect of explomatailiances on the number of products in
development and a positive effect of exploitatidiaaces on the number of market products.

He and Wong (2004) investigated the effects of @giive and exploitative innovation
strategy on innovation intensity and on sales dgnoddr 206 manufacturing firms in
Singapore and the State of Penang in Malaysia BB/2900. The results showed, first,
comparable positive effects of both exploration aloitation on product innovation
intensity, but positive effects only of exploitatiaon process innovation intensity, which
reflects more short-term efficiency gains. The riattion of explorative and exploitative
innovations strategies yielded no significant é8ean innovation performance. Second, both
strategies showed no effect on average sales gmatgh A further interesting finding was
that the interaction of explorative and exploitatimnovations strategies correlated positively
with sales growth.

Auh and Menguc (2005) analyzed the moderating blsompetitive intensity on the impact
of exploration and exploitation on short-term (jeadfility or return on assets) and long-term
(market share growth or sales growth) economicoperénce for a sample of 104 U.S. firms.
Direct short-term effects of exploration and exfdton were of comparable magnitude.
Firms that emphasize exploitation may have facedirdeg short-term performance with
increasing competitive intensity, while firms wiglkploratory orientation may have improved
short-term performance with increasing competitibirect long-term effects of exploration
were significantly larger than short-term effec@@mpetitive intensity showed an enhancing
effect only for exploitation as to long-term perfance.

In a study of 462 European financial institutionaséd on data collected in the years
2002/2003 Jansen et al. (2006) found no significdinéct effects of exploratory and

exploitative innovation on financial performanceutba positive indirect impact of

exploitation moderated by the intensity of compeit

Lin et al. (2007) examined the influence of theatiént character of exploration-oriented and
exploitation-oriented strategic alliance formatiamsfirms’ performance. The findings based



on data for 95 U.S. firms in the period 1988-19B86veed that alliances with mixed character
benefit primarily large firms, while the focusediftation of either exploratory or exploitative
alliances benefits small firms.

In a further study based on data for 155 firmshef Dutch metal and electrical sector Sidhu et
al. (2007) found positive effects on innovation fpenance of a composite measure of
exploitation/exploration for demand-side search,rmi for supply-side search.

Quintana-Garcia and Benavides-Velasco (2008) exaanitme influence of technological
diversification (measured by the Herfindahl-Indéxdiversification with respect to technical
fields according to the international patent classtion) on innovation performance
measured also by patents and found that the effecexploration-oriented patenting is
positive and significantly stronger than the resipec effect for exploitation-oriented

patenting. For the empirical investigation theyduaesample of 115 U.S. biotechnology firms
for the period 1976-2002.

Uotila et al. (2008) investigated the impact of lexation/exploitation on the financial
performance (Tobin’s Q) of 279 U.S. manufacturiimgns$ in the period 1989-2004. The
authors found an inverted U-shaped relationshipvéen the relative share of explorative
orientation and financial performance.

Hoang and Rothaermel (2010) studied the impactvem performance measures (“drug
approval” and “project termination”) of exploratioand exploitation for 43 global

pharmaceutical firms between 1980 and 2000. Thétseshowed positive effects for external
(i.e. based on alliances with other firms) expkuita for both performance measures, a
negative effect of external exploration for drugegval, and no effect for internal exploration
and internal exploitation for both performance nuees. In addition, the study found a
positive interaction effect between internal exptmn and external exploitation and a
negative interaction term internal/exploration/emée exploration for drug approval, but
exactly the contrary effects with respect to signdroject termination.

In sum, in spite of the heterogeneity of the rewdvstudies with respect to definition and
measurement of exploration/exploitation, method,dehospecification and available data,
there is a discernible tendency for exploitativaivittes to have a stronger impact on
innovation and economic performance, at least enstiort-run. There is also some scarce
evidence that exploration outperforms exploitationth respect to both innovation
performance and economic performance in the long-ru

2.3  Research hypotheses

Based on the discussion of theoretical and empiliteaature we posited a series of research
hypotheses concerning (a) the determinants of exfple versus exploitative activities in
cooperation with universities and (b) the impacswth activities on innovation performance:
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Hypothesis 1A firm’s knowledge absorptive capacity is strongesitively correlated with
the likelihood of explorative activities than thikeelihood of exploitative activities.

Hypothesis 2The degree of technological diversification ofiran is positively correlated
with the likelihood of explorative, but negativedjth the likelihood of exploitative activities.

Hypothesis 3The intensity of price competition on the prodonarket is positively correlated
with the likelihood of exploitative activities, wki non-price competition is positively
correlated with the likelihood of explorative adfi@s.

Hypothesis 3aMarket concentration favours exploitation actieti

Hypothesis 4Firm size is stronger positively correlated witte likelihood of explorative
activities than with the likelihood of exploitatiaetivities.

Hypothesis 5 Firm age is correlated with the likelihood of togative activities with
ambiguity and it is positively correlated with thieelihood of exploitative activities.

Hypothesis 6 Exploitation-oriented activities are stronger ifgsly correlated with
innovation performance than exploration-orientetivdies.

3. Model specification
3.1 Driversof exploitation versusexploration
3.1.1 Dependent variable

Our questionnaire (see data section) contains aestign on thepecific natureof the R&D
projects that were realized in cooperation withvarsities or other research organizations,
which allows us to operationalize the “explorativarsus exploitation” concept and to
investigate whether there are differences witheespo the characteristics of firms pursuing
the one or the other strategy:

Question 6.1:

“The knowledge exchange with universities has bhbagit:
(a) the initiation of new R&D projects: yes/no;

(b1) the development of new products: yes/no;

(b2) the development of new processes: yes/no”.

Firms that reported that an outcome of their KT holkledge and technology transfer)
activities with universities was the initiation méw R&D projects are considered to pursue an
“exploration” strategy aiming at an expansion aittknowledge base in the direction of new
technologies. Firms that reported the developmémieav products and or new processes as
the main outcome of KTT activities are seen to para strategy of further “exploitation” of
an already existing knowledge base. Of course,etlae also firms that reported both
strategies.
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As dependenvariable served a nominal variable that takedahewing four values referring
to mutually exclusive groups of firms (variable EXRee Table 1.

0: firms without KTT activities;

1: firms with KTT activities but without exploratioor exploitation (reporting ‘no’ for both
relevant questions; see footnote 3);

2: “exploration”: firms respondingyes’ to question (apbove and answering whatever to
questions (b1) and (b2), effectively “hybrid” firnfexploration’);

3: “exploitation”: firms respondingno’ to question (a)above and answering ‘yes’ to either
question (b1) or (b2) or both of them (‘exploitatio

Table 2 shows the composition of the dataset vatipect to the four main groups of forms
that were distinguished in our model.

3.1.2 Independent variables

The relevant characteristics of the firms that adicg to literature would be related to a
firm’s inclination to pursue the one or the othémategy are reflected in the choice of the
independent variables. Asdependentariables we considered (a) variables that desaib
firm’s resource endowment as well as its knowleddesorptive capacity (Cohen and
Levinthal 1990): human capital intensity (HQUALXigtence of a R&D department; R&D
cooperation (R&D_COOP); and intensity of physicapital (LCL); (b) variables indicating
the technological fields in which firms are actifgummy variables for 13 technological
fields (see Table 3; model 1) or (alternativelyg ttechnological diversification of firms,
measured by theumberof technological fields, in which a firm is actif€ECH_DIV; model
2):* (c) variables characterizing the market environnuériirms (variable for the intensity of
price competition (IPC), intensity of non-price costition (INPC) and the number of
principal competitors in the main product markeiICO®MP)); and (d) a series of control
variables such as firm size (LEMPL); firm age (FAG®reign-owned (FOREIGN) and sub-
sectors dummy variables.

Expected were stronger positive effects for thel@gtion-oriented firms as compared with
the exploitation-oriented firms for the variabledlecting absorptive capacity (Hypothesis 1)
and for the technological diversification varialfléypothesis 2). Further, price competition
was not expected to be relevant for exploratioerdad firms but rather non-price
competition (Hypothesis 3). Higher market concdidra would be more favourable for
exploration than for exploitation (Hypothesis 3a3.to firm size (Hypothesis 4) and firm age

® The rather low number of observations did notvalibe construction of a ‘pure’ category “exploratio

4 We also include a dummy variable (TECH) for firthat reported at least one technological fieldwirich
they were active, as control variable because a6t of the firms in our sample were not activeaity
technological field.
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(Hypothesis 5) we expected positive effects. Wébpect to foreign affiliation we had no a
priori expectations.

3.2  Impact on innovation performance

We specified an innovation equation that contaittfesl same right-hand variables as the
exploration/exploitation equation in 3.1. As depemidvariable served the sales share of
innovative products (new products and considerabbdified products). For each of the
levels 1, 2, and 3 of the nominal variable EXPL ee@structed a binary variable. The three
binary variables EXP1, EXP2 and EXP3 were insedg@dditional right-hand variables in
the innovation equation (see Table 1). Thus, theugrof firms without KTT activities
(EXPO) is the reference group. We expect a stroeffect on innovation performance of the
exploitation variable (Hypothesis 6).

4, Data

The data used in this study were collected in gp2dl1 in the course of a specific survey on
KTT among Swiss enterprises using a questionnaw@ch contained questions on the
incidence of KTT activities among firms, forms, ohals, motives and impediments of the
KTT activities of Swiss firms as well on some bdsim characteristics (innovation and R&D
activities, investment, sales, exports, employnaemnt employees’ vocational educatibiihe
survey was based on a (with respect to firm siEgrdportionately stratified random sample
of firms with at least 5 employees covering alexeint industries of the manufacturing sector,
the construction sector and selected service indasas well as firm size classes (on the
whole 25 industries and within each industry threristry-specific firm size classes with full
coverage of the upper class of large firms). Answegre received from 1841 firms, i.e. 40%
of the firms in the underlying sample. The resporages do not vary much across industries
and size classes with a few exceptions. There \wagvar-representation of plastics/rubber
and energy/water and an under-representation othiotpleather, telecommunication,
vehicles and glass/stone clay. A careful examinabiothe data of these 1841 firms led to the
exclusion of 113 cases with contradictory or nasuplble answers; there remained 1728
valid answers which were used for this analysisdiptive statistics and correlations of the
variables that were used in the econometric parfaind in Table A.1 and Table A.2 in the
Appendix, respectively.

® Versions of the questionnaire in German, Frenchltalidn are available at www.kof.ethz.ch
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5. Empirical results
51 Econometricissues
Drivers of exploitation versus exploration

Given the character of the dependent variable matial probit estimation would be the
appropriate econometric method to be applied. @ldsvs the comparison as to the relevance
of right-hand variables between the explorations&sed and the exploitation-focused firms.

Since the results are only cross-section estimateis, not possible to test directly the
existence of causal relations between the indepegndgeiables and the dependent variable.
Moreover, it is difficult to find valid instrumentsr our sample for so many variables.
Nevertheless, some robust regularities emerge, hwihiicinterpreted in view of our main
hypothesis, could indicate the direction of calisék.

Impact on innovation performance

The problem of possible endogeneity of the varmlflar exploration and exploitation is
accentuated if we want to test the influence ofé¢heariables on innovation performance. In
order to test for endogeneity we needed valid imsénts. We found three valid instruments,
two (OBSTACLE2, OBSTACLE3; see Table 1) refer tadcteristics of the science partner
which are clearly exogenous and not susceptibla filee view of the firm, i.e. ‘Firms’ R&D
questions are not interesting for science partreard’ ‘lack of personnel for KTT on the part
of potential science partners’. A third instrumd@BSTACLEL) identifies the ‘lack of
interest for scientific projects’. Also this instnent cannot be influenced by the firm at least
in the short run. Of course, in the long run a fican change or essentially modify its
knowledge base and develop an interest for sciemqtibjects. However, this is very difficult
and expensive (see Teece et al. 199Vpreover, the instruments passed all three Statis
criteria for validity: significant correlation tohé instrumented variables, insignificant
correlation to the dependent variables and indicamt correlation to the error term of the
innovation equation. We tested endogeneity by apglthe procedure by Rivers and Vuong
(1988). Instrument equations were estimated seggrédr each of the relevant right-hand
variables already mentioned above for all innovatiodicators and for each country. The
residuals (predicted instrumented variables minugiral variable) of the first stage
instrument equations were inserted in the innowatemuation as additional right-hand
variables. Bootstrapping was used in order to cbrtiee standard errors of the estimated
parameters. If the coefficient of the residuals wteistically significant (at the 10%-test
level), we have assumed that endogeneity is a @molind consequently based our inference
on instrumented variables; also in this case standaors were estimated by bootstrapping.

® Teece et al. (1997) mention several reasons ferpeérsistence of the knowledge base: firms lack the
organizational capacity to develop new competerfoesnterest for scientific questions), some asseés not
tradable (e.g., tacit knowledge), and needed inpatge to be bought at relatively high prices theduce
possible rents.
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In cases in which the coefficient of the residuaswnot statistically significant, we have

assumed exogeneity of the outsourcing variableslfaméstimates were based on the original
variables. We tested endogeneity in separate dsignfiar each of the three variables EXP1,
EXP2 and EXP3 and found no evidence that endogeoeitld be a problem (see Table A.3

in the appendix). We used a Tobit model in ordecdpe with the problem that many firms

have null sales of innovative products.

5.2  Exploration versusexploitation

Table 3 shows the multinomial probit estimatestf@ model that was outlined above. As
reference group was used the exploitation grouphabwe can directly compare the relative
importance of the various determining factors foe two relevant categories (exploration
firms versus exploitation firms).

We obtained a clear pattern of the differences betw ‘exploration’-oriented and
‘exploitation’-oriented firms (columns 3 and 6 imfdle 3). Firms with a focus on exploration
showed a significantly higher knowledge absorptapacity (positive effects of the variables
for human capital intensity, R&D cooperation and #xistence of a R&D department) than
firms that concentrate in exploitation. Hence, Hjxesis 1 received empirical support. No
difference could be found with respect to physeagital intensity. A positive effect for R&D
intensity only for exploration-oriented firms waks@ found by Bishop et al. (2011). Lavie
and Rosenkopf (2006) and Brostrom and McKelvey §206buld not find a statistically
significant effect of R&D intensity for exploratogctivities’

Exploration-oriented firms did not focus on any tmadar type of technology (with the
exception ofnanotechnologyas compared to exploitation-oriented firms (mabjelbut they
showed a significantly higher degree of technolalgdiversification (in terms of the number
of technological fields, in which they are actitban exploitation-oriented firms (model 2).
This was a hint in favour of Hypothesis 2. A simi&fect was found by Sidhu et al. (2004)
for “technological inflexibility”, which we interpt as some kind of measure for
technological diversity, Quintana-Garcia and BedasiVelasco (2008) for technological
diversification, and Bierly et al. (2009) for “temblogical relatedness” (a measure that we
interpret as the opposite of diversity).

Larger firms appeared to be stronger inclined tpl@ation than smaller ones. This result is
in accordance with Hypothesis 4. However, the sifect is only significant in model 2. The
results of other similar studies are mixed.

The firm age effect is contrary to our Hypothesigstgnificantly positive in model 1,
insignificant in model 2). Older firms seemed twaat more in exploitation activities even if
they might have strong invested interests in exjsinowledge, presumably because their

" However, Bierly et al. (2009) found a positive retation for their measure of absorptive capacity
(“technological capability”) only for exploitation.
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financial means allow them to pursue better a exsabf technological diversification than
younger ones. No firm age effect could be founddrplorative activities in the study of
Lavie and Rosenkopf (2006). A negative effect meliwith Hypothesis 5 was found only in
Greve (2007).

As expected according to Hypothesis 3, price coitipetwvas more relevant for exploitation-

oriented firms. No difference could be found witdspect to non-price competition and the
number of competitors (proxy for market concentrdti Thus, Hypothesis 3a was not
confirmed and Hypothesis 3 only partly. To our kiexlge, no other similar studies consider
competition as a determining factor, so we cannatgare with the results of other studies.

The estimates show also that there were practioallglifferences between firms that reported
neither exploitation nor exploration activities aridose that are exploitation-oriented
(columns 2 and 5, respectively in Table 3); onky Hariable for technological diversification
is significant and indicates that exploitation-oted firms have a broader technological
portfolio than firms without exploration or explaiton activities. Further, firms without KTT
activities of any kind are on average smaller, bbhrly a significantly lower absorptive
capacity, are more likely to be found among forefgms than firms with KTT activities
(with or without exploration/ exploitation actiwes; columns 1 and 4 in Table 3). This is a
further interesting result that highlights the drént profiles of firms with and firms without
KTT activities.

5.3 Impact on innovation performance

The estimates of the innovation performance equaire presented in Table 4. Positive and
statistically significant are only the dummy valt&lior exploitation-oriented firms and the
one for firms without exploitation or exploratiorctevities, but not that for exploration-
oriented activitied. This finding is in accordance with hypothesis @ amost of the empirical
literature reviewed in section 2.2.2. It is remdlkathat in our case we found a lower
innovation performance not just for firms that aeclusively focussed on explorative
activities but for firms that report explorativetiaities besidesexploitation for new product
and/or processes. This can be interpreted as atlt explorative activities require a
substantial share of resources that cannot be atedicto the exploitation of existing
knowledge; in a way, this is a kind of crowding ofishort- and medium-term investment in
innovation. In management and organization liteeathere is a debate on the nature of the

8 The robustness of this result was tested by additi@stimates not shown here, in which eight dummy
variables for all feasible cases in our sampletéas of EXP1, EXP2 and EXP3) were inserted in sigration
equation: (1) no exploitation/exploration; (2) eoiphtion/only new products; (3) exploitation/onlyewa
processes; (4) exploitation/new products+new prEEs(5) only exploration; (6) exploration/expltia/only
new products; (7) exploration/exploitation/only ngwocesses; and (8) exploration/exploitation/neadpcts+
new processes (see Table 2). We obtained signifjcpositive marginal effects only for the dummyriadles

for (1), (2) and (3).
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relationship between exploration and exploitatiativities (substitutive or complementary)
and the implications of the kind of relationshig foms’ investment strategy (see, e.g., He
and Wong 2004; Gupta et al. 2006; and Chen andak2@i08). Our results seem to provide
evidence in favour of the substitutive relationship

Our estimates yielded some additional interestiegults. As expected the variables for
absorptive capacity are positively correlated witle sales share of innovative products.
Larger and/or older firms seem to have larger ssth@ses of innovative products than smaller
and/or younger firms. Competition pressure is glssitively correlated with high sales shares
of innovative products. New materials, software, dioal technology, environmental

technologies and computed-integrated manufacturgotinologies appear to be fields of
activities with relatively higher sales shares ohdvative products. A further interesting
result was the positive effect of technologicaledsification (model 2). A broad portfolio of

technological activities seems to enhance innomagierformance, a finding that is not in

accordance with a considerable part of existingigoab evidence’

6. Summary and conclusions

In a first step, we developed based on existingréteeal and empirical literature a series of
hypotheses with respect to the relative importariqeossible determinants of exploration and
exploitation activities and tested them on Swiss fdata. In a second step, we investigated
the impact on innovation performance of knowledgepl@ation versus knowledge
exploitation. This integrated framework for the eéstigation of both determinants of
exploration activities versus exploitation actiegi and the impact of both of them on
innovation performance is a central characterisfidhis paper that distinguishes it from
existing literature.

We obtained a clear pattern of the differences betw ‘exploration’-oriented and
‘exploitation’-oriented firms. Firms with a focus @xploration showed a significantly higher
knowledge absorptive capacity than firms that cotrege in exploitation. Exploration-
oriented firms did not focus on any particular typetechnology (with the exception of
nanotechnology as compared with exploitation-oriented firms, btitey showed a
significantly higher degree of technological divicsation (in terms of the number of
technological fields, in which they are active)rihexploitation-oriented firms. Larger and/or
older firms appeared to be stronger inclined tda@gpion than smaller and/or younger ones;
these are rather weak effects. Price competitiog nvare relevant for exploitation-oriented

°® Woerter (2009) found for Swiss firms a positivefeef of a patent-based measure of technological
specialization — which is different from the apgliene in the paper at hand - on the sales shares@fative
products. Also Bolli and Woerter (2012) found fo&[R-active manufacturing firms that technological
specialization is positively related with the sabare of new innovative products.
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firms. No difference could be found with respechtm-price competition and the number of
principal competitors in a firm’s main sales marg@bxy for market concentration).

Further, we found a positive effect on innovati@rfprmance for exploitation-oriented firms
but not for those that were exploration-orientetle@ the fact that exploration-oriented firms
in our study were to a large extent part also dtqtion-oriented this finding can be
interpreted as a hint that explorative activitieguire a substantial share of resources that
cannot be dedicated to the exploitation of existingwledge; in a way, this is a kind of
crowding out of short- and medium-term investmemisnovation.

In sum, the Hypotheses 1 (absorptive capacity)te2hqological diversification), partly 3
(competition), 4 (firm size) and 6 (exploitation regates positively with innovation
performance) received supportive evidence. Thiswedghe case for Hypothesis 5 (firm age)
and Hypothesis 3a (market concentration).

Do the differences between exploration- and exglimin-oriented firms that we found in this

study matter for economic policy? If the firm ple§ for these two types of knowledge
acquisition activities are discernibly different\ws showed on this study, the promotion of
knowledge and transfer activities between differeategories of firms and different

categories of universities can be specifically ¢éed, for example, by Technology Transfer
Offices or other Government Agencies that undertalegliation and coordination functions
between business partners and science partnesswbhid increase the efficiency of policy.

References

Arvanitis, S., Kubli, U. and M. Woerter (2011): Kntedge and Technology Transfer
Activities between Firms and Universities in Switaad: An Analysis Based on Firm Data,
Industry and Innovationl8(4), 369-392.

Arvanitis, S., Sydow, N. and M. Woerter (2008)TIsere Any Impact of University-Industry
Knowledge Transfer on Innovation and Productivity’An Empirical Analysis Based on
Swiss Firm DataReview of Industrial Organizatio®2, 77-94.

Arvanitis, S. and M. Woerter (2009): Firms’ Straesy for Knowledge and Technology
Transfer with Public Research Organisations andr thepact on Firms’ Performance,
Corporate and Industrial Changé&8(6), 1067-1106.

Arthur, B. (1989): Competing Technologies, IncregsReturns, and Lock-in by Historical
Events,Economic Journal99(394), 116-131

Auh, S. and B. Menguc (2005): Balancing Explorateomd Exploitation: The Moderating
Role of Competitive Intensitylournal of Business Resear@8(12), 1652-1661.

18



Bierly Ill, P.E., Damanpour, F. and M.D. Santoro (2009): Theligation of External
Knowledge: Organizational Conditions for Exploratioand Exploitation, Journal of
Management Studie456(3), 481-5009.

Bishop, K., D’Este, P. and A. Nelly (2011): Gainifigm Interactions with Universities:
Multiple Methods for Nurturing Absorptive Capaci®esearch Policy40, 30-40.

Bolli, T., Woerter, M. (2012): Technological Inndi@ and Innovation Performance, mimeo.
Zurich.

Brostrom, A. and M. McKelvey (2009): How Do Orgaaimnal and Cognitive Distances
Shape Firms’ Interactions with Universities and [IRuBesearch Institutes€ESIS Electronic
Working Paper Series, Paper No. 188he Royal Institute of Technology, Stockholm
(http://www.cesi.sp

Chen, E.L. and R. Katila (2008): Rival Interpretas of Balancing Exploration and
Exploitation: Simultaneous or Sequential?, in Sarg&h(ed.)Handbook of Technology and
Innovation Managemendohn Wiley, London, pp.197-214.

Cohen, W.M. and D.A. Levinthal (1989): InnovatiomdaLearning: The Two Faces of R&D,
Economic Journal9, 569-596.

Cohen, W.M. and D.A. Levinthal (1990): Absorptiveagacity: A New Perspective on
Learning and InnovatiorAdministrative Science Quarteyl$5, 128-152.

Cohen, W.M., Nelson, R.R. and J.P. Walsh (2002)k&iand Impasses: The Influence of
Public Research on Industrial R&DBtanagement Sciencé8(1), 1-23.

Greve, H.R. (2007): Exploration and Exploitation Rroduct Innovation)ndustrial and
Corporate Changel6(5), 945-975.

Gupta, A.K., Smith, K.G. and C.E. Shalley (2006heTInterplay between Exploration and
Exploitation,Academy of Management Journé0(4), 693-706.

Hall, B. H. (1992): Research and Development at Fiven Level: Does the Source of
Financing Matter? National Bureau of Business Reted\Vorking Paper No. 4096.

He, Z.L. and P.K. Wong (2004): Exploration vs. Eoifdtion: An Empirical Test of the
Ambidexterity HypothesigQrganization Sciencel5(4), 481-494.

Hoang, H. and F.T. Rothaermel (2010): Leveragintgriral and External Experience:
Exploration, Exploitation, and R&D Project Perfomnmea, Strategic Management Journ&l,
734-758.

Jansen, J.J.P., Van den Bosch, F.A.J. and H.W.evimdb (2006): Exploratory Innovation,
Exploitative Innovation, and Performance: The Intpak Organizational Antecedents and
Environmental Moderator$janagement Sciencb2(11), 1661-1674.

19



Lavie, D. and L. Rosenkopf (2006): Balancing Expt@mn and Exploitation in Alliance
Formation, Academy of Management Journd®(4), 797-818.

Lavie, D, Stettner, U. and M.L. Tushman (2010): Bxation and Exploitation within and
across Organizationdcademy of Management Annal$l), 109-155.

Levinthal, D.A. and J.G. March (1981): A Model oti@ptive Organizational Searclgurnal
of Economic Behavior and Organizatidt 307-333.

Levinthal, D.A. and J.G. March (1993): The Myopia leearning, Strategic Management
Journal 14, 95-112.

Li, Y., Vanhaverbeke, W. and W. Schoenmakers (20@Xploration and Exploitation n
Innovation: Reframing the Interpretatiddreativity and Innovation Managemenf/(2), 107-
126.

Lichtenthaler, U. and E. Lichtenthaler (2009): A p@hility-based Framework for Open
Innovation: Complementing Absorptive Capacifgurnal of Management Studjed46(8),
1315-1338.

Lin, ZJ., Yang, H. and I|. Demirkan (2008): The feenance Consequences of
Ambidexterity in Strategic Alliance Formations: Eimigal Investigation and Computational
Theorizing,Management Sciencg3(10), 1645-1658.

March, J.G. (1991): Exploration and Exploitatio@rganization ScienceSpecial Issue:
Organizational Learning: Papers in Honor of (angddames G. March, 2(1), 71-87.

Quintana-Garcia, C. and C.A. Benavides-Velasco &200OInnovative Competence,
Exploration and Exploitation: The Influence of Taological Diversification,Research
Policy, 37, 492-507.

Rivers, D. and Q.H. Vuong (1988): Limited InfornmatiEstimators and Exogeneity Tests for
Simultaneous Probit Modeldpurnal of Econometrics39, 347-366.

Rosenkopf, L. and A. Nerkar (2001): Beyond Locair8k: Boundary-spanning, Exploration,
and Impact in the Optical Disc IndustStrategic Management Journ&2(4), 287-306.

Rothaermel, F.T. (2001): Incumbent’s Advantage ufgfoExploiting Complementary Assets
via Interfirm CooperationStrategic Management Journ&2, 687-699.

Rothaermel, F.T. and D.L. Deeds (2004): Exploratiand Exploitation Alliances in
Biotechnology: A System of New Product Developmesirategic Management Journal,
25(3), 201-221.

Sidhu, J.S., Commandeur, H.R. and H.W. VolberdaD720The Multifaceted Nature of
Exploration and Exploitation: Value of Supply, Demaand Spatial Search for Innovation,
Organization Sciencel8(1), 20-38.

20



Sidhu, J.S., Volberda, HW. and H.R. Commandeur0420 Exploring Exploration
Orientation and Its Determinants,: Some EmpiricaidEnce, Journal of Management
Studies41(6),813-932.

Teece, D.J., G. Pisano and A. Schuen (1997). Dyma@apabilities and Strategic
ManagementStrategic Management Journdl8(7), 507-533.

Uotila, H., Maula, M., Keil, T. and Zahra, S.A. (). Exploration, Exploitation, and
Financial Performance: Analysis of S&P 500 Corporet, Strategic Management Journal
30, 221-231.

Winter, S.G. (1971): Satisficing, Selection, and thnovating RemnanQuarterly Journal of
Economics85, 237-261.

Woerter, M. (2009): Technology Diversification, Buxt Innovations, and Technology
Transfer KOF Working Paper No. 22Zurich.

Zollo, M. and S.G. Winter (2002): Deliberate Leawgiand the Evolution of Dynamic
CapabilitiesOrganization Sciencel3(3), 339-351.

21



Tables;

Table 1: Definition of variables

Variable

Definition

Dependent variables
Probit estimates
EXPL

Multinomial probit estimates
LINNL

Nominal variable:
0: firms without KTT;

1: firms with KTT, but neither ‘exploration’ nor ‘exploitation’;

2: firms with ‘exploration’, i.e. firms that reported that KTT led to
the initiation of new R&D projects, either exclusively or in
combination with the development of new products and/or new
processes

3: firms with ‘exploitation’, i.e. firms that reported that KTT helped
to develop new products and/or new processes, but not to the
initiation of new R&D projects

Natural logarithm of the sales share of innovative products (hew
and considerably modified products)

LIMPS Natural logarithm of the sales share of considerably modified
products

LNEWS Natural logarithm of the sales share of new products

Independent variables

LINVEST/L Natural logarithm of gross investment per employee

LHQUAL Natural logarithm of the share of employees with tertiary-level

R&D_DEPARTMENT
R&D_COOP
IPC

INPC
NCOMP
LEMPL
LAGE
FOREIGN
Technologies
TECH
TECH_DIV

EXP1

EXP2

formal education

Binary variable (yes/no)

Binary variable: R&D cooperation (yes/no)

Intensity of price competition; five-level ordinal variable (level 1:
‘'very weak'; level 5 'very strong')

Intensity of non-price competition; five-level ordinal variable (level
1: 'very weak'; level 5 'very strong')

Interval variable: up to 5 competitors; 6 to 10; 11 to 15; 16 to 50;
more than 50

Natural logarithm of the number of employees (in full-time
equivalents)

Natural logarithm of firm age [2011-(year, in which a firm was
founded)]

Binary variable: foreign-owned firm (yes/no)

Binary variables (yes/no)

Binary variable: firms with at least 1 technology field, in which they
are active

Technological diversification: number of technologies, in which a
firm is engaged in its activities

Binary variable: firms with KTT, but neither ‘exploration’ nor
‘exploitation’

Binary variable: firms with ‘exploration’, i.e. firms that reported that
KTT led to the initiation of new R&D projects, either exclusively or
in combination with the development of new products and/or new
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EXP3

Instruments

OBSTACLE1

OBSTACLE2

OBSTACLES

processes

Binary variable: firms with ‘exploitation’, i.e. firms that reported that

reported that KTT helped to develop new products and/or new
processes, but not to the initiation of new R&D projects

“Lack of interest for scientific projects”; five-level ordinal variable
(level 1: 'not important’; level 5 'very important’)

“Firms’ R&D questions are not interesting for science partners”;
five-level ordinal variable (level 1: 'not important'; level 5 'very
important’)

“Lack of personnel for KTT on the part of potential science

partners”; five-level ordinal variable (level 1: 'not important'; level 5

‘very important’)

The metric variables refer to the year 2010.
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Table 2: Exploration vs. exploitation: Compositioithe dataset

Variable Definition N %
EXPL =0 Firms without KTT 1232 71.3
EXPL=1 Firms with KTT, but neither ‘exploration’ nor ‘exploitation’ | 140 8.1
EXPL =2 ‘Exploration’ 173 10.0

Firms with ‘exploration’ only 28

Firms with ‘exploration’ + R&D projects that helped to 53

develop new products

Firms with ‘exploration’ + R&D projects that helped to 18

develop new processes

Firms with ‘exploration’ + R&D projects that helped to 74

develop new products and new processes
EXPL =3 ‘Exploitation’ 183 10.6

firms with ‘exploitation’ that led to new products 60

firms with ‘exploitation’ that led to new processes 75

firms with ‘exploitation’ that led to new products and new | 48

processes
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Table 3: Multinomial probit estimates; variable BX@: no KTT; 1: neither ‘exploration’
nor ‘exploitation’; 2: ‘exploration’; 3: ‘expldation’)

Model 1 Model 2
EXPL=0 EXPL=1 EXPL=2 |EXPL=0 EXPL=1 EXPL=2
LINVEST/L -0.051 0.007 0.063 -0.068* -0.003 0.073
(0.037) (0.049) (0.062) (0.038) (0.045) (0.063)
LHQUAL -0.231%** 0.066 0.297** -0.227***  0.059 0.283**
(0.077) (0.101) (0.123) (0.073) (0.094) (0.127)
R&D _DEPARTMENT -0.473*** -0.082 0.476** -0.476**  -0.011 0.421**
(0.169) (0.206) (0.213) (0.169) (0.200) (0.217)
R&D_COOP -0.907*** -0.167 0.561*** -1.015***  -0.163 0.579***
(0.179) (0.205) (0.197) (0.176) (0.201) (0.190)
TECH -0.456***  0.028 -0.263
(0.176) (0.217) (0.250)
TECH_DIV -0.068 -0.105** 0.107**
(0.042) (0.053) (0.045)
Technology:
Nanotechnology 0.227 -0.323 1.307***
(0.407) (0.539) (0.382)
New materials -0.409*** -0.260 -0.250
(0.157) (0.193) (0.198)
Microelectronics 0.307 0.387 -0.205
(0.267) (0.300) (0.300)
Laser technology/ -0.333 -0.284 -0.060
optoelectronics (0.272) (0.327) (0.307)
Software / simulation / -0.328** 0.009 0.083
artificial intelligence (0.162) (0.195) (0.200)
Telecommunication / 0.246 -0.213 0.131
Information technology (0.189) (0.238) (0.232)
Gene / biotechnology -0.805 -0.039 0.201
(0.511) (0.527) (0.492)
Medical technology -0.099 0.221 0.146
(0.229) (0.265) (0.265)
Computer-integrated -0.003 -0.170 0.252
manufacturing technology | (0.185) (0.231) (0.220)
Transport technology -0.053 -0.298 0.169
(0.183) (0.241) (0.229)
Energy technologies -0.376** -0.041 -0.124
(0.193) (0.237) (0.241)
Environm. technologies -0.217 -0.042 -0.010
(0.169) (0.209) (0.215)
Geological technologies -1.010* -0.816 -0.120
(0.543) (0.701) (0.570)
LEMPL -0.217%** 0.009 0.095 -0.210***  0.004 0.124*
(0.048) (0.060) (0.062) (0.049) (0.056) (0.067)
LAGE -0.024 0.061 0.192* -0.124 0.040 0.148
(0.085) (0.107) (0.116) (0.089) (0.105) (0.115)
FOREIGN 0.319* 0.324 -0.202 0.350%** 0.364* -0.121
(0.175) (0.205) (0.228) (0.179) (0.204) (0.222)
IPC -0.013 -0.008 -0.176** 0.003 0.001 -0.182**

25




(0.068) (0.084) (0.089) (0.067) (0.082) (0.093)
INPC -0.037 -0.029 0.121 -0.051 -0.043 0.102
(0.071) (0.088) (0.098) (0.070) (0.089) (0.098)
NCOMP -0.015 -0.077 -0.096 -0.015 -0.068 -0.097
(0.047) (0.060) (0.068) (0.047) (0.060) (0.066)
Const. 4.930*** 0.114 -2.545** 5.054*** -0.825 -2.514***
(0.681) (0.868) (1.043) (0.727) (0.990) (1.113)
N 1728 1728
Wald chi2 479.5 16223.8
Prob > chi2 0.000 0.000

Note: Reference group: EXPL = 3 (‘exploitation’); seebleal for the definition of EXPL. ***, ** and * deote
statistical significance at the 1%, 5% and 10% l@stl respectively. Model 1 includes sector colstramodel 2
includes 2-digit industry controls.
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Table 4: Tobit estimates; variable LINNS; margietiects

LINNS LINNS
Model 1 Model 2
EXP1 (‘neither nor’) 0.298** 0.254*
(0.152) (0.136)
EXP2 (exploration) 0.136 0.137
(0.154) (0.143)
EXP3 (exploitation) 0.426*** 0.373***
(0.139) (0.120)
LINVEST/L 0.023 0.026
(0.019 (0.019)
LHQUAL 0.150*** 0.166***
(0.040 (0.040)
R&D _DEPARTMENT 0.830*** 0.635***
(0.130) (0.106)
R&D_COOP 0.198 0.234**
(0.126) (0.116)
TECH 0.681***
(0.101)
TECH_DIV 0.091***
(0.026)
Technology:
Nanotechnology 0.098
(0.224)
New materials 0.417%**
(0.1207)
Microelectronics 0.068
(0.161)
Laser technology/ 0.278
optoelectronics (0.181)
Software / simulation / 0.506***
artificial intelligence (0.113)
Telecommunication / 0.235*
information technology (0.120)
Gene / biotechnology -0.034
(0.287)
Medical technology 0.251*
(0.151)
Computer-integrated 0.330***
manufacturing technology | (0.124)
Transport technology 0.133
(0.1112)
Energy technologies -0.280***
(0.109)
Environm. technologies 0.206*
(0.109)
Geological technologies 0.097
(0.356)
LEMPL 0.082*** 0.085***
(0.029) (0.029)
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LAGE -0.089* -0.002
(0.049) (0.001)
FOREIGN 0.042 -0.050
(0.101) (0.100)
IPC 0.098*** 0.066*
(0.040) (0.040)
INPC 0.139*** 0.128***
(0.042) (0.041)
NCOMP -0.033 -0.030
(0.028) (0.028)
Const. -4.403*%** -3.214%**
(0.667) (0.624)
N 1717 1717
N left-censored 885 885
Pseudo R2 0.120 0.123
LR chi2 669.3 684.5
Prob > chi2 0.000 0.000

Note: Reference group: firms without KTT; see Table t tioe
definition of EXP1, EXP2 and EXP3; *** ** gnd * dmte stati-
stical significance at the 1%, 5% and 10% testllesspectively.
Model 1 includes sector controls; model 2 inclugefigit industry
controls.



APPENDIX:

Table A.1: Descriptive statistics

Mean Standard

(N=1728) deviation
LINNS 1.553 1.704
LINVEST/L 8.661 2.178
LQUAL 2.730 1.075
R&D department 0.235 0.424
R&D_COOP 0.149 0.356
IPC 3.920 0.953
INPC 3.224 0.900
NCOMP 2.594 1.398
TECH_DIV 1.463 1.804
LEMPL 4.204 1471
LAGE 3.887 0.776
FOREIGN 0.169 0.375
EXP1 0.081 0.265
EXP2 0.100 0.292
EXP3 0.106 0.299
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Table A.2: Independent variables: correlation matri

LINVEST/L LQUAL R&D R&D _ LEMPL IPC INPC NCOMP LAGE FOREIGN TECH_ EXP1 EXP2
depart. COOP DIV
LINVEST/L 1.000
LQUAL 0.051 1.000
R&D depart. 0.114 0.220 1.000
R&D_COOP 0.103 0.180  0.506 1.000
LEMPL 0.237 0.119  0.292 0.245 1.000
IPC -0.037 -0.008 -0.002 -0.019 0.054 1.000
INPC 0.037 0.109  0.165 0.117 0.092 0.052 1.000
NCOMP -0.047 -0.041 -0.152 -0.145 -0.138 0.134 -0.036 1.000
LAGE 0.125 -0.027 -0.001 0.023 0.213 0.065 -0.004  -0.027 1.000
FOREIGN -0.077 0.131  0.125 0.059 0.168 0.017 0.092 -0.126 -0.117 1.000
TECH_DIV 0.153 0.140 0.322 0.292 0.252 0.026 0.099 -0.032 0.063 0.049 1.000
EXP1 0.042 0.110 0.124 0.092 0.097 0.008 0.025 -0.053 0.019 0.065 0.040 1.000
EXP2 0.104 0.177  0.367 0.436 0.254 -0.045 0.107 -0.105 0.054 0.016 0.298 -0.088 1000
EXP3 0.068 0.090 0.160 0.154 0.111 0.021 0.038  -0.008 0.025 -0.008 0.142  -0.095 -0.104
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Table A.3: First stage equations and Rivers-Vuasgfor endogeneity

EXP1 EXP2 EXP3 LINNS LINNS LINNS
OBSTACLE3 -0.407**
(0.201)
OBSTACLE2 -0.635%**
(0.146)
OBSTACLE1 -0.372%**
(0.123)
EXP1 0.225 0.559*** 0.536***
(0.567) (0.244) (0.209)
RES1 _OBSTACLE3 0.333
(0.552)
EXP2 0.296 0.101 0.266
(0.211) (0.273) (0.234)
RES2 OBSTACLE2 0.221
(0.243)
EXP3 0.762*** 0.787*** 0.974***
(0.210) (0.214) (0.470)
RES3 OBSTACLE1 -0.241
(0.466)
LINVEST/L 0.037* 0.065* 0.036 0.042 0.051 0.027
(0.022) (0.037) (0.023) (0.043) (0.043) (0.043)
LHQUAL 0.167*** 0.319*** 0.110** 0.316*** 0.329** 0.234**
(0.054) (0.089) (0.048) (0.120) (0.115) (0.104)
R&D department 0.101 0.628*** 0.152 1.406%** 1.505%** 1.340%**
(0.140) (0.152) (0.122) (0.182) (0.201) (0.196)
R&D_COOP 0.095 0.778*** 0.236* 0.363** 0.506* 0.273
(0.156) (0.136) (0.128) (0.157) (0.289) (0.185)
LEMPL 0.087*** 0.155*** 0.076** 0.175** 0.183*** 0.128*
(0.033) (0.042) (0.034) (0.067) (0.066) (0.067)
LAGE 0.042 0.150** -0.013 -0.116 -0.100 -0.127
(0.061) (0.077) (0.060) (0.085) (0.090) (0.101)
FOREIGN 0.152 -0.277* -0.135 0.059 -0.042 0.049
(0.122) (0.151) (0.123) (0.204) (0.207) (0.199)
IPC 0.028 -0.123* 0.041 0.178** 0.138* 0.160**
(0.053) (0.064) (0.048) (0.072) (0.079) (0.068)
INPC -0.026 0.124* 0.003 0.263*** 0.290*** 0.267***
(0.058) (0.069) (0.050) (0.075) (0.082) (0.082)
NCOMP -0.043 -0.061 0.025 -0.067 -0.066 -0.059
(0.037) (0.046) (0.034) (0.065) (0.051) (0.056)
Const. -2.850*** -4.581%**  -2,947*=* | -5268**  -5371**  -3.604***
(0.424) (0.657) (0.407) (1.668) (1.282) (1.533)
N 1717 1717 1717 1717 1717 1717
N left censored 885 885 885
Pseudo R2 0.087 0.404 0.096 0.119 0.120 0.119
Wald chi2 95.9 285.5 118.9 1953.1 1204.1 1366.8
Prob > chi2 0.000 0.000 0.000 0.000 0.000 0.000

Note: Controls for technology fields and sectors inegjlations; bootstrapping (100 replications) fondtad
errors in the test equations, ***, ** and * denas@atistical significance at the 1%, 5% and 10% tegel
respectively.
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