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Abstract

We re-examine the role of supply shocks in driving real ergearates. In contrast
to previous studies, our structural VAR identifies a secoodply shock beyond the
productivity shock. This cost-push shock is identified dilameously with productivity, real
demand and two nominal disturbances by imposing sign céistts derived from a new
open economy macro model. Cost-push and productivity shaok differentiated through
the impulse response of hours worked. Using time serieseofftl vis-a-vis an aggregate
of industrialized countries, we find that cost-push shoddant for up to one third of real
exchange rate fluctuations. Overall, our results assignra prominent role to real than to
nominal shocks.
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1 Introduction

The roots of real exchange rate fluctuations have receivestauntial attention in international
economics. One of the major concerns in designing exchatgeolicy is whether movements
in the real exchange rate are optimal responses to asynomedti shocks or are distortionary
due to nominal disturbances in the exchange rate itBa¥¢reux and EngeP007).

The empirical debate on whether nominal or real shocks arstin driving force of real ex-
change rate movements has not been settled. Some studiesrafgvor of real demand shocks,
which makes the exchange rate an important shock absbudibers highlight the importance
of nominal disturbances from financial markets and monepaticy rendering exchange rate
movements undesirable and distortion&aryhus far, only supply shocks have been uniformly
rejected as a main contributor to real exchange rate viitiabi

In this paper, we reassess the role of real supply shocksreTdre ample and widely ac-
cepted theoretical arguments for an important role of neaply/ shocks (e.gBalassal964and
Samuelsonl964). Recently, using an open-economy DSGE mo8#djnssorf2008 shows that
various sources of cost-push shocks are necessary to exp&ipersistent and hump-shaped
impulse response of the real exchange rate observed in the bthathis spirit and in contrast
to previous empirical literature, we extend the concepteal supply shocks beyond the stan-
dard productivity shock. In particular, we additionallynsider cost-push factors that affect a
firm's marginal costs of production. This comprises factsush as labor market institutions,
demographics, and international competition. To be smeaife focus on the empirical ques-
tion of whether cost-push shocks are also an important dofgolatility in the real exchange
rate. In particular, we propose a novel identification sobdan identifying cost-push shocks,
along with productivity shocks, real demand shocks and nahshocks, in a structural vector
autoregression (SVAR) analysis.

Our SVAR identification is based on the sign restriction apph advanced biyaust(1998),
Uhlig (2005, andCanova and De Nicol®002. Sign restrictions are well-suited for identifying
cost-push shocks. These supply factors affecting the ¢@sbduction may well have only tem-
porary and not long-run effects. Long-run restrictions@smonly employed in the literature to

1Clarida and Gal{1994, Chadha and Pras&#i997), andJuvena{2017) find a strong role of real demand shocks
in driving variations in the real exchange ratdumtaz and Sunder-Plassma(2013 also argue in favor of real
demand shocks in a VAR setting with time-varying paramedacsstochastic volatility.

°Recent studies byrtis and Ehrmanr(2006§ and Farrant and Peersmd@006 conclude that exchange rate
fluctuations primarily reflect nominal shocks.

30ne exception stressing the empirical relevance of suphalgks isAlexius (2009, who examines the long run
effects of productivity shocks on the real exchange rateviector error correction model.



identify supply shocks assume that only shocks that hawg-tan effects on output are supply
shocks. Thus, prior studies using long-run restrictionglest supply shocks that necessarily
do not have long-run effects by construction. These suppbglss will instead be considered
demand shocks instead. An underestimation of the true faepply shocks is a likely result.

We construct a new open economy macro (NOEM) model, in whiokiements of the real
exchange rate are driven by real shocks due to the prichmgaidet assumption and nominal
disturbances, such as risk premium and monetary policyksha¢sing robust impulse responses
of the NOEM model to derive sign-restrictions, we identife tdifferent sources of variability
of the real exchange rate in the data. The key identificasdrased on the insight, highlighted
by Gali (1999 in a closed-economy context, that the hours differentidlsfafter a positive
(relative) productivity shock but rises in response to gusth shocké.The intuition behind this
difference is as follows: after a positive relative proakity shock, domestic households choose
to substitute labor for leisure, as they can meet higher denhg taking advantage of more
efficient production technology. By contrast, after a falae relative cost-push shock, as labor
productivity in this case remains constant, higher demamdonly be met by working more.

The sign restriction SVAR approach suffers from the welbwn problem of interpreting the
multitude of identified models. The widely applied methodsihg the median across admissible
draws has been heavily criticized (e.g§ry and Pagan2011). We are one of the first studies
to contrast the median approach with a recent approach sigggkylnoue and Kilian(2013.
Instead of mixing structural models, we interpret the mikgly model given the data and sign
restrictions based on the mode of the posterior distribugfdhe impulse responses. In particular,
this allows for a more straightforward interpretation opkxned variance shares.

Our main findings based on time series data on the US vis-@anagjgregate of industrialized
countries show that cost-push shocks provide a new and tangagource of real exchange rate
fluctuations. In particular, cost-push shocks account fotaB0% of the variability of the real
exchange rate. Moreover, to support our results and idestiidin we show that our identified
cost-push shock series comoves with important deternsrard firm’s cost of production (i.e.,
total labor costs). The results for the other identified &sare consistent with findings in the
existing literature. While productivity shocks are not ampprtant driver of real exchange rate
volatility (3-10%), real demand shocks explain up3@%. Regarding nominal shocks, risk pre-
mium shocks account for up %, and monetary policy shocks only contribute approximately

4The impact of productivity shocks on hours worked remainsmtroversial issue in the empirical literature.
Gali(1999, Basu, Fernald, and Kimb&g2006, Francis and Rame2005 and others argue that hours fall, whereas
Christiano, Eichenbaum, and Vigfus§@®04 andDedola and Ner{2007), among others, find the opposite. In this
paper, we impose sign restrictions consistent with theiptieds of sticky-price models.



10% to real exchange rate fluctuations.

Our analysis is closely related to a growing body of SVAR sadn exchange rate dy-
namics using sign restrictions. This development is mtgnvdy the contradictory results of
earlier SVAR studies based on different identification scég. Farrant and Peersmd2006
argue that both short-run and long-run zero restrictioffesstrom theoretical and methodolog-
ical shortcomings. The sign-restriction approach circants these problems as it allows for
the identification of structural shocks based on qualigapvedictions of theoretical models,
while allowing the data to speak to the quantitative effe€r study is most closely related
to Juvenal(2011), who identifies productivity, preference and monetaryigyoshocks from an
open-economy DSGE model. She concludes that real demaokssaie the main driver of real
exchange rate movements. This paper extends these findswgg identify not only a larger set
of structural shocks in a unified framework but also impletrtee most recent sign restriction
methods.

The remainder of this paper is organized as follows. Se&lamefly describes the theoretical
model and derives sign restrictions by applying a robusbition strategy. Sectiod presents
the SVAR approach and discusses the data and our resultsiorSéqrovides validity and
robustness checks. Sectibiconcludes.

2 The structural model

In this section, we derive sign restrictions on impulse oases of key macroeconomic vari-
ables which are studied in our SVAR analysis. We considercadwuntry new open economy
macroeconomic model in the spirit Ghari, Kehoe, and McGratt42002. The world economy
consists of two symmetric countries with equal sizes. Irheaintry, the representative house-
hold supplies labor to firms, invests in state-contingemtdsoand consumes a non-traded final
good. The final good is produced by competitive firms that cositp varieties of intermediate
goods produced in both countries. Intermediate good perguéirms) are assumed to be mo-
nopolistic competitors and set prices in a staggered fashi@aCalvo (1983. In addition, we
assume that firms denominate their prices in the unit of tlyetsicurrency, so that real asym-
metric shocks cause movements in the real exchange rateditioa, we introduce two nominal
factors that move the real exchange rate through theirteffat the nominal exchange rate. In
particular, we introduce monetary policy shocks to a Taylde and risk premium shocks as
deviations from uncovered interest rate parity, i.e., a imairshock originating from irrational



behavior in financial markefs.

In our model, three sources of real structural shocks alifeetnational relative prices. Pro-
ductivity shocks and government spending shocks reprasgmly and demand factors, widely
considered in the literature. In addition, we use labor suppbocks, modeled as time-varying
disturbances to the marginal utility of leisure, to captilwe cost-push factors emphasized in our
empirical analysi§. As shown inSteinssor{2008, various cost-push disturbances including la-
bor supply shocks affect our model’s dynamics in a similahfan, therefore incorporating one
is sufficient to capture the qualitative effects of varioastepush factors.

To derive the impulse response functions, we loglineatizenhodel around a deterministic
steady state. To limit the number of variables in the SVAR alpde focus on impulse responses
of differential variables to relative shocks, i.e. homeiafles minus the foreign counterparts.
Key loglinearized equations of the model are as follots:

oF;[eia] = 0+ — By [Tp44] (1)
ﬁ-t = BEt[ﬁ-t-f—l] + /i(]. — 20[)771/\0;5 + 2/{/Oéqt (2)
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SFratzscher, Juvenal, and Sarfa®10 have recently shown that such shocks have important spitoon the
international business cycle.

8In the macroeconomic literature, the labor supply shockmamotivated with different micro-foundations.
For exampleChari, Kehoe, and McGrattg2007 show that time-varing marginal disutility of labor can used
by changes in labor tax rateBenhabib, Rogerson, and Wrigft991) associate this shock to changes in home
production technology.

"This is not a complete list of equations we use in our numkexarcise. A detailed exposition of the model is
written in the supplementary technical notes, which arélaie on authors’ website: http://www.makro.phil.uni-
erlangen.de/LehrstuhIMA/ModelsupplementaryNotes. pdf
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All variables except fomzx; are expressed in terms of log deviations from the steadg.stat
Variables with a caret (") denote differentials between home and foreign variabkeguation
(1) is the standard intertemporal IS curve, in whighs consumptioni; is the nominal rate of
interest andt; is the rate of inflation. Equatior2) and @) together define the open economy new
Keynesian Phillips curve, wheréc, andg, denote real marginal costs and the real exchange rate,
respectively. As we can see in Equati8j poth relative productivity shock{) and labor supply
shocks ft) affect real marginal cost. Equatiod)(describes the differential of interest rate feed-
back rules, as proposed Bgylor (1993. We assume that both home and foreign central banks
set the short-run nominal interest ratég (n response to inflation deviations from the targets
and output gapsjy — ;') with interest rate smoothing. Potential output is defimre&quation
(5) as equilibrium output under flexible prices, whérelenote the relative government spending
shock. Equationg) and (/) summarize the open-economy aggregate resource Comstriasn,
output is equal to the sum of consumption, net exports anérgovent expenditures. Equation
(9) describes the net exports to GDP ratio in terms of the coptiomdifferential and terms of
trade. Equationl(0) determines the real exchange rate through the uncoveeze s rate parity,
where f, denotes a time-varying risk premium shock from the finanuiatkets$ As discussed
in Berka, Devereux, and Eng@012), if final consumption prices are set in the buyer’s currency
and are sticky, nominal exchange rate fluctuations by thieseontribute to deviations from
the law of one price across countries.

2.1 Calibration

To obtain robust sign restrictions, we consider a broadeariglausible values for our model’s
parameters. In the following, we proceed in three stepsst,Aive specify a plausible range
of values for each parameter based on microeconomic andoe@miomic evidence. Second,
we assume uniform and independent distributions over afiea of specified values and draw
50, 000 sets of realizations on the parameter space. Last, we cempptlse response functions
(IRFs) for each set of parameter values.

We choose the range of parameter values following the eaidor exercise set forth by
Kydland and Prescotf1982. A period in the model is a quarter. The consumption to GDP
ratio in steady state is set in the ran@e6, 0.66], which is consistent with the long-run grand
ratios considered in the real business cycle literaturechdese the subjective discount factor

8This shock can be motivated as a systematic failure of exgtheate expectation&ollmann 2002 or it is a
result from noise trading in the foreign exchange markrk and Wy 1998andJeanne and Ros2002.



over the rang€0.982, 0.99], which implies a steady state real return on financial asfet2 to
7.5 percent per annum. This range is consistent with varioushatgs for the US after tax real
return Gomme and Ruper2007). The Frisch elasticity of labor supplyis set over the range
between).5 and3 (Blundell and Macurdy1999. For the relative risk aversion parametej,(
we consider1, 6] as a plausible range of values. The upper bound is motivatéZhiari et al.
(2002, who choose this value to match the relative volatilitywetn the real exchange rate and
consumption in US data. In the steady state, the consumiptiore biasy is equal to the ratio
of imports to GDP. We calculate the average ratio of US ingpptwtGDP between 1960Q1 to
2012Q2? which yields the lower bound df.025. In the literature, values as high a5 are
also frequently used (e.gGooke 2010, therefore, we choose the ranf§e025, 0.25] for this
parameter. Following@ackus, Kehoe, and Kydland994), we set the elasticity of substitution
between home and foreign goods betwéemd?2.

Proceeding with the sticky price paramefemwhich denotes the average probability of not
adjusting prices, we choose a range betw@&n, a value commonly used in sticky price mod-
els, and0.55, reflecting the lower bound of estimates based on the maretprice data (e.qg.,
Bils and Klenow 2004 and Nakamura and Steinssp2008 among others). For monetary pol-
icy parameters, we choose values commonly associated lwatkimple Taylor rule. Following
Taylor (1993 and estimates b¢larida, Gali, and Gertlef2000, we choose the inflation re-
sponse parameter, to be in the rangél.5, 2.15]. The output-gap-response paramefgis set
betweer).5 and0.93. We consider values of the interest rate smoothing paramdietweert.4
(Rudebusch2006 and0.8, which covers estimates commonly found for the Volckergbspan
period.

We choose values of persistence parameters for the shockgs®s according to estimated
DSGE models (e.gSmets and Wouter2007 and Lubik and Schorfheide2006. For the rel-
ative productivity process, we choose a range betvieghand0.97.1° We set the persistence
parameter for the risk premium shock according to the piostdistribution of interest rate pre-
mium disturbances, estimated Bynets and Woutei@007). The90% interval of this parameter
lies betweern).07 — 0.36. For the monetary policy shock, the estimated interval tevben0.04
and0.24. We set the range of the persistence parameter of laborysspptks according to
estimates irChang and Schorfheid@003. The values are betwedén797 and0.933. Finally,
following Lubik and Schorfheidé€2006, values of the persistence parameter for the relative gov-

%Data source: US Department of Commerce: Bureau of EconomadyAis, Series ID: BOPMGS and GDP.

OHere, we assume that the shock processes between the USeanedttbf world have the same persistence, so
that the evidence of the estimated shocks for the US can luktasmlibrate the relative shocks in our theoretical
model.



ernment expenditure shock vary betw@ess and0.97. Because our focus in this exercise is only
on the sign of the impulse response functions, standaratiens of innovations are normalized
to one. The values of parameters discussed above are listadbiel.

[Insert Tablel here.]

2.2 Deriving robust sign restrictions

Given the parameter regions discussed above, we solve dathdoretical impulse responses

of the output, inflation, hours, and interest rate diffei@@rnand the real exchange rate to our

five different structural shocks f@&0, 000 parameter realizations. The signs of the impulse re-
sponses based on the 90% interval across realizations mmaized in Tabl€. Figure2 in

the Appendix shows the theoretical impulse responses ket 5th and 95th quantiles across

impulse responses.

[Insert Table2 here.]

The qualitative predictions of our NOEM model are consisteith conventional wisdom.
After a positive relative supply shock (either a produdyivshock or a labor supply shock),
the output differential rises and the inflation differehfalls. After a positive relative demand
shock (either a government spending shock or a monetargypsiiock) both output and infla-
tion differential rise. In addition, our theoretical mo@éso predicts that the real exchange rate
depreciates as a result of an expansionary monetary pdilagks while it appreciates due to a
positive real demand shock. These signs are exactly the aamm€larida and Gal(1994 and
Farrant and Peersm&n006).

Besides these standard impulse responses, our fully fled@#M model sheds light on
impulse responses of a larger set of macroeconomic vasiatlais allows us to explore the
information of more time series data than was applied ineastudies. In the following, we
discuss in detail our identification scheme with regard entdying cost-push shocks and risk
premium shocks.

First, as seen in the first two rows of Tal@eusing only the responses in output, inflation and
the real exchange rate, one can not distinguish betweemvthedurces of supply shocks. This
is, however, not true for impulse responses of hours workea.theoretical model predicts that
the hours differential rises after a favorable labor sugplgck, but falls in response to a positive
relative productivity shock. These different responsebamirs worked to the supply shocks is
a robust feature of NOEM models. The economic intuition idadlews: first, both relative

8



supply shocks cause the marginal costs to fall in home cpualative to the foreign country,
this effect in turn stimulates the demand for the home prtsdi®econd, due to price rigidities in
both markets, demand for home goods does not increase sothaietlows the income effect to
dominate the substitution effect. As a result, after a pasielative productivity shock, the home
households optimally choose to substitute labor with leiswhile meeting higher demand by
taking advantage of more efficient production technol8ggy contrast, after a favorable relative
labor supply shock, labor productivity does not changegioee higher demand can be only met
by increasing hours worked.

Second, in our SVAR model, we include the nominal interetgt differential. We find from
the robust impulse responses that the nominal interestsrateormative for disentangling mon-
etary policy shocks and risk premium shocks. As seen in stéws rows of Table, these two
sources of disturbances produce the same sign of impulgernress of all variables except for
the nominal interest rate. The theoretical reason is thrathe one hand, the relative nominal
interest rate falls after an expansionary monetary pohock because of the Taylor rule, on the
other hand, the nominal interest rate differential risésrat positive risk premium shock due to
uncovered interest parity. A positive risk premium shocloants to an expected depreciation of
the nominal exchange rate. Therefore, in order to reestabiierest rate parity, home nominal
interest rates need to rise faster than the foreign rate.

Third, our NOEM model distinguishes real demand shocks fiskipremium shocks. In the
literature, a more common way to introduce a real demandksisabrough a preference shock
to the household utility function (e.gJuvenal 2011). In this case, the preference shock would
affect the consumption Euler equation exactly in the sameasgahe risk premium shock in our
model. Thus, it is not clear which shock is identified. Ourcsfpeation avoids this observational
equivalence problem, as we introduce government spendiogks as a real demand shifter,
which affects the model's dynamics through the goods manlkeiring conditions. As shown in
the third and fourth rows of Tab we distinguish the government spending shock from the risk
premium shock through the responses of the real excharge rat

1This insight is analogous to the one discussehyi (1999 in a closed-economy New Keynesian model.



3 Empirical analysis

3.1 Methodology

The general VAR setup is based on a reduced-form estimation o
Y, = B(L)Y;_1 + u, t=1,..T, (11)

whereY; is a N x 1 vector of endogenous variables, and the lag polynodidl) represents
N x N coefficient matrices for each lag up to the maximum lag lerigtihe reduced-form
innovations are denoted by théx 1 vectoru;, which are independent and identically distributed
with mean zero and covariantg. We obtain the underlying structural shoek$®y transforming
the reduced-form innovations with a matrix A such thatd—'u, = e,.

Identification setsA such that the structural innovatioasare orthogonal and economically
interpretable. The variance of each structural innovasamrmalized to one which yields, =
Elese}] = I,,. While specifyingA it is important that the transformation preserves the danae
structure of the VAR, such that, = Flu.u}] = AE[e;ej] A" = AA'.

In contrast to the identification schemes commonly appletthé SVAR literature, the sign
restriction approach does not set a single transformat@tnixn4, but it accepts all transforma-
tion matrices that satisfy the imposed sign restrictions.ddhstruct random candidate draws for
transformation matrix4d based on householder transformations as describ&dyiand Pagan
(2011).%? For each candidate draw, we compute the implied impulserespfunctions and only
retain those draws that satisfy the sign restrictions.

We estimate our VAR with Bayesian methods to account formpatar uncertainty in the
decision to accept or reject the identification. As empleasizy Uhlig (2009, by basing the
sign restriction solely on the point estimates, one leaagarpeter uncertainty unaddressed. We
consider10, 000 draws from the posterior distribution of the reduced-forAR/farameters and,
for each draw, check the signs of the impulse responsz®o600 candidate transformation ma-
trices A. We follow Uhlig (2005 and choose a weak Normal-Wishart prior that gives the smpl
OLS estimates foB(L) andX, as the mean of our closed-form Normal-Wishart posterior.

Due to the nature of the sign restriction approach, one ebtmnumber of accepted impulse
responses that are each characterized by a different dramstion matrixA. Each accepted

2Using a householder transformation in constructing caatdidraws ford ensures that, is an identity ma-
trix and ¥, = AA’. Alternatively, one commonly observes the use of Givenatimh matrices as proposed by
Canova and De Nicol@®002. We selected the former, as the two methods yield equivadsults, while the for-
mer is computationally superioFfy and Pagar2011).
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draw corresponds to one structural model. It very likelyt tih@se models will generate con-
flicting results regarding the research question. Consetyi¢o obtain a clearly interpretable
result, one must decide which of these models is “best” gihendata. Most existing studies
report the median of all accepted impulse responses as aaynstatistic. However, this pro-
cedure is problematic, as the median impulse response rkelst stems from different models
A.® Thus, the median model lacks structural interpretability.address this multiple-models
problem Ery and Paga2017), we follow Inoue and Kilian(2013, who construct the posterior
distribution of the impulse responses of all accepted nedeltl use the mode of the resulting
posterior as a summary statistic of the most likely modetgithe data and the sign restrictions.
To check the robustness of our results, we report our findiisgsy the mode measure and the
conventional median measure. The posterior approabiook and Kilian(2013 also addresses
a second problem as it allows a straightforward constroatibuncertainty bands around the
impulse responses using the highest posterior crediblbysetnking IRFs according to their
posterior density?

3.2 Data

In the empirical analysis, we use data for the US vis-a-viaggregate of industrialized coun-
tries (rest of the world, ROW). We construct the ROW data hyregating time series from the
G7 countries excluding the US (Japan, Germany, the UK,,Itajnada, and France). While
aggregating, we weight each country according to the Barlktefnational Settlements (BIS)

narrow weighting matrix with the most recent trade shareggng the period 2008 to 2010. We
obtain aggregate ROW series for real GDP per capita, infiakiours worked, and interest rates.
Nominal GDP per capita is converted to real terms using tmswmer price index (CPI) with

base year 2005. Next, we convert real GDP in local currendySadollars using the average
market exchange rate from the year 2005. As discussédvanal(2011), this strategy distin-

guishes movements in real GDP from exchange rate fluctusatioime data on hours worked are

13several studies followhlig (2009’s proposition to minimize a penalty function to reduce thenber of ad-
missible models. The intuition is to give a reward to largapenses of the right sign and penalize those of the wrong
sign. However, the penalty function has been criticizedafitrariness and a lack of economic interpretability. An
interesting extension is developedlby and Theodoridi§2012. They propose selecting the model that minimizes
the distance of the response to the responses of an estib@@B model. Naturally, this renders the results much
more dependent on model choice. The model then also redinietjuantitative results. As we wish to be agnostic
with respect to this dimension, we do not follow this appioac

YFry and Pagar2011) proposed considering a structural model with the IRFsesbso the median IRFs to
ensure structural interpretability. However, as arguedinoye and Kilian(2013, as the median of a vector is in
general not the vector of the marginal medians, the medi&nd&applied in the literature is not a well defined
concept. This criticism also applies to the optimal mediayppsed byFry and Paga(2017).
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provided byOhanian and Raff¢2012, who construct an internationally comparable data set of
hours worked that allows us to account for both the intenahae extensive margin of labor ad-
justment!® Detailed data sources for all series and for each countrswarenarized in Appendix
(A).

When calculating the real effective exchange rate (REER}He US vis-a-vis the ROW,
we construct a geometric weighted average of the bilatecdiange rates adjusted by the CPI.
To make measurement comparable to our theoretical modetiefiee our data series as the
differential between the home and the foreign country, tlee ROW aggregate is subtracted
from the US datd® Figurel depicts the time series used in the VAR estimatioAll of the data
are in quarterly frequency and cover the period from 1978(RD10Q4. We adjust all series for
seasonal effects using Census-X12-ARIMA.

[Insert Figurel here.]

We estimate the VAR using first differences in GDP, hours &ed¢al exchange rate in our
benchmark specificatioff. Ljung-Box tests for residual autocorrelation indicatettha= 4 lags
in the estimation are appropriate.

3.3 Results based on a generic identification of supply shogk

To contrast our results with those in the literature, we aygply the identification scheme and
the VAR setting ofFarrant and PeersmdB006 to our data set. We estimate a three-variable-
SVAR with the output differential, the inflation differeatj and the real effective exchange rate.
To identify generic supply, demand and nominal shocks, wéhgesame sign restrictions as in
Farrant and Peersm@2006. Although these restrictions are derived from a diffetbebretical
model, they are fully in accordance to the sign restrictiminsur NOEM model. The restrictions
are summarized in Tabl

[Insert Table3 here.]

15The dataset oDhanian and Raff¢2012 uses data from a number of different sources, includingonat
statistical offices and establishment and household sarvey

8For GDP and hours worked, we consider the log differentiéliaiion and interest rate differentials are measured
in absolute terms.

"We take the log of the real exchange rate series.

181n accordance with the literature, we impose the sign ®&iris on the level of the responses, despite that some
variables are taken in first differences. In this case, wéhsesign restriction on the cumulative impulse responses.

¥Estimating the SVAR for all variables in levels rather thastfilifferences does not change our results concern-
ing the importance of supply shocks. The same holds for afspon with a minimum ot = 2 lags, as suggested
by Ljung-Box tests. The results are available from the atgthipon request.
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The forecast error variance decomposition of the geneeigtitication is summarized in Ta-
ble 4. As discussed above, we contrast the results based on the meakure with the conven-
tional median measure. The results are remarkably robusssathese two summary statistics.
Note however that only the variance decomposition usingrtbde measure sums 160%.2°

[Insert Table4 about here.]

We find that30% to 40% of real exchange rate variability is explained by nominacis
(monetary policy shocks in this case), approximat&dyo of volatility is attributable to real
demand shocks and only up 16% is due to supply shocks. These results are generally in line
with the median measures reported grrant and Peersmdg006 for the US-UK and US-
Canada pairs of bilateral dollar exchange rates. For th&W®-and US-Japan pairs of bilateral
dollar exchange rates, they find that nominal shocks playgataole (approximatel§0 - 70%).

Based on these estimates, they conclude that nominal shiagka substantial role in driving
real exchange rate fluctuations. Therefore, they condmeexchange rate as a source of shocks
rather than a shock absorber. In light of our setting, howew® things should be noted. First,
across the four bilateral-exchange-rate pairs estimatdehlrant and Peersm#&B006, the ex-
plained variance shares are not unambiguously clear. fidrergéhe result stresses that nominal
shocks may be due to country pair specific effects. By contoas approach using a “rest of
world” aggregate and the corresponding effective exchaatgecircumvents this problem and
provides a clearer measure of the average behavior of thate@ational position. Second, the
sample period ifrarrant and Peersm#&®006 covers only data up to 2002Q4, while our sample
lasts until 2010Q4. This later period is characterized bglatively calm monetary environment
compared to the 1980s. Therefore, our estimates potgnéisdlign a larger role to real shocks
than to nominal shocks.

Next, we show the empirical results based on our “sharperitification scheme for a larger
set of variables. In our baseline estimation, we considéeréntials of GDP, inflation, hours
worked, and the nominal interest rate, jointly with the REER

20This underlines the problem of the median measure that aueshdifferent structural models. Thus, it is
difficult to interpret the FEVD as a share of the total variansing the median measure. This is not the case when
using the posterior mode.
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3.4 Results based on a more specific identification scheme
3.4.1 Identification via sign restrictions

This section discusses the results of our detailed ideatidic scheme. Thus, we show the effects
of a cost-push shock in addition to the conventional pradifgtshock. We impose a minimum
set of sign restrictions that allows us to identify all fiveustural shocks (cp. Tabl®.??

Our sign restriction scheme is in accordance with a wide easfgopen economy macroe-
conomic models. For example, all of our restrictions aredooadance with those applied in
Farrant and Peersm#&R006, who derive their signs from the model@iarida and Gal(1994).
We leave the responses of the real exchange rate largelgtrioted, to ensure that our results
for the REER are as data driven as possible. The restricteziong are selected in accordance
with our model impulse responses. The response of the REEfeteeal demand shock is not
entirely clear-cut in our model. Thus, we restrict it with egative sign only from quartey
onwards. We consider this restriction justified as appratety 90% of the theoretical impulse
responses show a negative sign for these horizons.

3.4.2 Empirical impulse response functions

Figure 3 depicts the impulse responses of hours worked to the twetatal supply shocks
as obtained from our sign restriction identification. Sddidck lines indicate the mode im-
pulse responses, and gray lines represent6#je region of highest posterior density as in
Inoue and Kilian(2013.22 Dotted lines represent the median impulse responses. Aseg
(and Figure 4) shows, both, the median and mode measures generally yieldagively con-
sistent impulse responses. However, as discussed abevagitian measure is not necessarily
consistent with a single structural model, but most likelyes different identification schemes.
Thus, we consider the mode measure more consistent for stunmgeall accepted draws.

[Insert Figure3 here.]

Figure3 highlights the core of our identification strategy as we wligagle the productivity
and cost-push shocks using the responses in hours workedigline shows that the identifica-
tion works and the opposite signs are valid even after thects] horizon.

2INote that this is not the unique set of sign restrictions itketifies all shocks. In the robustness analysis, we
report results obtained from an alternative set.

22Note that interpreting these regions incorporates twetkfft things: parameter uncertainty from the estimation
and model uncertainty from the sign restriction identifimat
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Next, Figured depicts impulse responses of our variable of interest, tBER to each rel-
ative structural shock. A positive relative productivityogek has only moderate effects on the
REER. According to the mode measure, the REER exhibits a apifdeciation with a hump.
As it is unrestricted, the mode impulse response is not sadds in line with the prediction
of our NOEM model. However, as the median impulse resporeseslightly above the zero
line, the median of accepted draws is still consistent withtbeoretical modelcomparision to
literature?

[Insert Figured here.]

In response to a favorable cost-push shock, even thougbktuoted, the impulse response of
the REER exhibits a hump-shaped depreciation, as predigtedr model. In response to a real
demand shock, we observe an appreciation in the real eeekichange rate. From the third
quarter to the sixth quarter, the negative impulse respisrdige to the sign restriction. However,
as the appreciation is robust well beyond the restricteizbis according to both mode and
median measures, this confirms the prediction of our modektlaa sign restriction we imposed
in the SVAR. Similarly, although we restrict the sign resinn of REER impulse response to
the risk premium shock to be positive from the first quartethi third quarter, the empirical
impulse response exhibits a significant depreciation dvewhole horizon. Lastly, following an
expansionary relative monetary policy shock, the REER@thdepreciation according to the
mode measure, which is in accordance with our theoreticaleinand other empirical studies
(e.g.,Eichenbaum and Evan$999. By contrast, the median measure presents an appreciation
of the REER in response to the asymmetric monetary policglsho

3.4.3 Variance decomposition

Next, we discuss our main result. In Tallethe forecast error variance decomposition of the
REER is reported for our five structural shocks at kg 5th and20th quarter horizons. In this
table, we also contrast our results with those obtained fiteengeneric identification scheme.
In addition, as a robustness check, we also compare thésdmded on the median and mode
measure. Again, quantitative results based on these tweuresado not fundamentally differ;
however, due to the problem discussed above, the decongmolsésed on the median measure
does not sum to one. As a result, in the following discussimnfocus on the results based on
the mode measuré.

23Note that the reported regions of the highest posterioritjease rather large compared to what other studies
find using quantiles across modelsoue and Kilian(2013 make the same observation in their setting. Again, the
regions cover model and parameter uncertainty jointly.
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According to our baseline setup, the most important coutibto the REER forecast errors
is the real demand shock. It accounts 38r— 36% of real effective exchange rate fluctuations.
This estimate is in line with the finding byuvenal(2011). The second important shock is
the cost-push shock, which explains approximatél§, of the REER variability. This result
is novel in the literature, as all previous studies treadpuotivity shocks as the sole source of
supply shocks and conclude that supply shocks play a mideimalriving real exchange rate
fluctuations?* In our analysis, we also find that productivity shocks ac¢éoma modest fraction
of REER volatility. However, together with the effects ofstgush shocks, the total effect of
supply shocks is as important as that of the real demand slidadrall, real shocks drive up to
66% of the volatility in REER movements, while the remainingctian of REER variability is
split between risk premium shock&4(t) and monetary policy shocks(%).

In general, our variance decomposition results are cargigtith the findings in the empirical
literature. We find a large role for the real demand and rigpum shocks, but a small role
for productivity and monetary policy shocks.In addition, we identify a new and important
source of REER fluctuations, namely factors that affect agimarginal cost of production. We
show that they play as significant a role as real demand showcking the volatility of the real
exchange rate and therefore the adjustment of exchangesatees as a powerful mechanism
for absorbing asymmetric real shocks.

Table6 in the Appendix reports the results of the variance decoitipngor the remaining
variables. In line with our theory and common intuition, tregiance in the output and hours
differentials is primarily driven by productivity shockeéreal demand shocks, whereas inflation
volatility results from cost-push shocks and monetaryqyoshocks. The risk premium shocks
account for the majority of the variance in the interest chtierential.

3.5 Discussion of identified cost-push shocks

As we find that the identified cost-push shock plays a crucial in the volatility of the REER,
this subsection examines the identified shock series irtgrdatail. We compare the cost-push
shock series with a data series that is closely related todkes of production in an economy.
In particular, we use total labor costs as provided by the DEONe again construct a ROW

24Juvenal(201]) identifies three structural shocks in a six-variable VARd®lp and her three shocks jointly
account for less than half of total volatility of the real Bange rate.

25See: e.g.Clarida and Gal(1994), Farrant and Peersmg@006, Scholl and Uhlig(2008, Fratzscher et al.
(2010 andJuvenal2011).

26Quarterly labor costs for the G7 are taken from the OECD dasa it t p: / / st at s. oecd. or g/ | ndex.
aspx?quer ynane=340&quer yt ype=vi ew).
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aggregate and calculate the differential of total labotbstween the US and ROW exactly as
in our SVAR model. To approximate the shocks to these sexegstimate the residuals from a
simple ARIMA process for the total labor cost differentitilé series is non-stationary in levels).
In Figure5, we contrast the identified cost-push shock series (blak#t boe) with the labor
cost differential (grey dashed line). Note that a negato®-push shock in this figure implies
that US production became less expensive compared to the &foWégate (we multiplied the
original shock series by negative one for a more intuititenpretation). Moreover, we present
a moving average of the original series to improve the relittabf the plot.

[Insert Figureb here.]

One interesting observation stands out from this figure. W tlhat cost-push shocks are
accompanied by movements of the same sign in relative lad®ir(of the US vis-a-vis ROW).
The correlation of the two series(st6 and significant. This finding demonstrates that our iden-
tified shock series indeed captures production cost facteos example, we correctly identify
the upward trend in labor cost (of the US versus ROW) whicheéstost obvious in the positive
shocks beginning in 1996.

4 Robustness checks

4.1 Alternative sign restriction patterns

To examine the robustness of our results, we provide twoeltize identification schemes. First,
we explore a further set of sign restrictions that also ifiestour five structural shocks. In this
case, we relax the restriction on the interest rate respafiswing it to be agnostic with respect
to a cost-push shock. Tabfesummarizes this alternative set of sign restrictions. Secwe
take our model predictions even more serious and resttigsgdonses in the VAR according to
our NOEM model (cp. Tablg).

[Insert Table5 here.]

Table4 also reports the forecast error variance decompositioheofeéal effective exchange
rate that we obtain from the alternative set of sign restmst Even though the composition of
the shocks slightly alters, supply shocks and in particthiarcost-push shock remain important
contributors to real exchange rate dynamics. In fact, altegrto the mode measure, the cost-
push shock is even more important than in the baseline ftation.
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Restricting all signs renders the risk premium shock thetmn@sortant contributor to REER
dynamics as measured by the mode (cp. TdpleThe real demand shock is the second most
important contributor. Our cost-push shock is of particutaportance in the long-run and ex-
plains up to one fifth of REER fluctuations. Again, produdtiand monetary policy shocks are
of little importance.

4.2 Controlling for trade balance movements

To check for robustness and gain further insights into theirdy forces of the international
business cycle, we include the US trade balance in our SVARirade balance data is obtained
from the International Financial Statistics of the IMF. Wgpress the trade balance in percent
of US GDP. As our five structural shocks are clearly separgiezh the baseline identification
scheme above, we leave the responses of the trade balamstristed. Thus, we use the same
restrictions as summarized in Talde

The bottom panel of Tablé reports these results. The cost-push shock remains very im-
portant for REER fluctuations; indeed, using the mode measerexplain approximatel5%
of REER variability with cost-push shocks. Thus, our resalte robust concerning this mod-
ification. Notably, the cost-push shock is of little relegann driving movements in the trade
balance. These are mainly driven by productivity shodBarnett and Strauf009 also find
that aboutl 5% of trade balance fluctuations are driven by sole produgtslibcks.

5 Conclusion

We show that supply shocks play an important role in driviegl exchange rate fluctuations.
This result is novel in the literature, which has thus fardoded that supply shocks are negli-
gible for exchange rate movements. We arrive at this diffecenclusion, identifying a second
source of supply shocks other than the productivity shodle Jecond source of supply shocks
that we emphasize in this paper is the cost-push shock. We 8tai insights from a NOEM
model can be used to distinguish between productivity asttgosh shocks in a structural VAR
using sign restrictions. Furthermore, we draw our main kaiens based on the posterior mode
as a summary statistitnpue and Kilian2013. This most recent approach in the sign restriction
VAR literature circumvents several problems in applyingnsiestrictions in VARS.

In summary, our results imply that real shocks, i.e., pragilg, cost-push and real demand
shocks, account for more than half of real exchange ratesfiticins. This result has both positive
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and normative implications. First, as discussed3tginsson2008, various sources of cost-
push shocks can account for the pronounced hump-shapezheespf real exchange rates in a
NOEM. We show that these shocks are also important in drithegvolatility of the data. This
result entails that cost-push shocks are a good candidadeliong the “purchasing power parity
puzzle,” as highlighted birogoff (1996.

Second, our results provide new empirical evidence for gtk on the optimal exchange
rate regime. As stressed Devereux and EnggR007), there is a trade off between the desire
to smooth fluctuations in real exchange rates and the needefo the nominal exchange rate
flexible. On the one hand, a flexible exchange rate servesesd ahock absorber by facilitating
expenditure switching. On the other hand, nominal distucka in financial markets distort real
exchange rates and hence the real allocation. Thus, it isn@irieal question as to which side
of the trade off is more important in reality. As we show thedlrshocks explain a substantial
share of real exchange rate fluctuations in the data, we geapport for a flexible exchange
rate regime. That is, if policy makers decide to fix nominatteange rates, one should bear in
mind that this mutes an important shock absorbing mechanism
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A Data sources

Country Series Source Remarks
us

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 =100

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest OECD 3-month rates and yields, % pen@nn

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)
Canada

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 =100

exchange rate to US$  IFS market rate

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest OECD 3-month rates and yields, % peamnn

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)
Francé

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 =100

exchange rate to US$  IFS official rate

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest OECD 3-month rates and yields, % pen@nn

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)
Germany

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 =100

exchange rate to US$  IFS market rate

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest OECD 3-month rates and yields, % pen@nn

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)
Italyt

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 = 160

exchange rate to US$  IFS market rate

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest OECD 3-month rates and yields, % peumnn

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)
Japan

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 =100

exchange rate to US$  IFS market rate

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest IFS Libor on 3 Month Deposits, % per annu

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)
UK

GDP IFS per capita scaled by population, transformed toteeals using GDP deflator

population OECD linearly interpolated from annual terms

GDP deflator IFS 2005 =100

exchange rate to US$  IFS market rate

CPl inflation OECD all items, quarterly rates, 2005 = 100

short-term interest OECD 3-month rates and yields, % peumnn

hours worked OH (2012) total hours in potential hours (gipepulation, 365 days per year, and 14hs per day)

Notes: All series cover 1978Q4-2010Q4. GDP is reported artguly levels. All GDP series are converted to US-$ ternisguthe respective average exchange rate of the year 2006 as i
Juvenal(201]). Short term rates are usually either the three month iatéctoffer rate attaching to loans given and taken amongstsbimn any excess or shortage of liquidity over several

months or the rate associated with Treasury bills, Certé&af Deposit or comparable instruments, each of three immoaturity. T For Euro area countries the 3-month European Interbank
Offered Rate and the Euro-US$ exchange rate is used fronitdat®untry joined the Eurd: Series only starts in 1981Q1, thus we fix the value of 1981@ih®@missing values.
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Figure 1: Data series used in the VAR estimation. All series are egeaén terms of differentials (US
vis-a-vis ROW).
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Figure 2: Robust theoretical impulse response functions. This fighmvs the impulse responses of key variables to the fivetatalshocks in
the NOEM model (note that shocks and variables are definestinstof differentials between the two countries). The skitids show the median
impulse responses, while the grey area represents all sfmpesponses between the 5th and the 95th quantiles acspesses.
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Figure 3: Baseline impulse responses of hours worked. The figure sti@nispulse response functions of
the REER to one-standard deviation relative shocks. Stdickdines show the mode impulse responses, and
grey lines represent th&8% joint regions of highest posterior density (the darker, ltigher the posterior
density). The dotted line represents the median impulgmorese. These results are based 898 accepted
draws.
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Figure 4: Baseline impulse responses of the REER. The figure showsn@lse response functions of the
REER to one-standard deviation relative shocks. Solidddiaes show the mode impulse responses, and grey

lines represent thé8% joint regions of highest posterior density (the darker higier the posterior density).
The dotted line represents the median impulse responseeThsults are based on698 accepted draws.
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Figure 5: Structural cost-push shocks and residuals of the labodiffstential (moving average of quarterly
series). We present the mode cost-push shock (the shoels serultiplied by negative one for easier inter-
pretation; here a negative shock renders US productiorebgssnsive relative to the ROW). The labor cost
differential is estimated from an ARIMA process and resgateunit variance.
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C Tables

Parameter Value Description
cly 0.56 - 0.66 Consumption to GDP ratio in steady state

I5; 0.982-0.99 Discount factor

n 1-2 Elasticity of substitution between home and foreigndgo

o 1-6 Inverse of intertemporal elasticity of substitution

0] 0.5-3 Inverse of the Frisch elasticity of labor supply

! 0.025-0.25 Degree of consumption home bias

0 0.55-0.75 Calvo sticky price parameter

M 1.5-2.15 Inflation coefficient in the Taylor rule

My 0.5-0.93 Output gap coefficient in the Taylor rule

w 0.4-0.8 Interest smoothing in the Taylor rule

0~ 0.94-0.97 AR(1) coefficient of productivity shocks

Pd 0.83-0.97 AR(1) coefficient of real demand shocks

pf 0.07-0.36 AR(1) coefficient of nominal exchange rate shocks

Pe 0.04-0.24 AR(1) coefficient of monetary shocks

Pe 0.797 - 0.933 AR(1) coefficient of labor supply shocks

Table 1: Range of calibrated values of each model parameter.

Shock/Variables GDP Inflation REER Hours Interest rates
Productivity shock + (1-8) - (1) + (%) — (1-9) — (%)
Cost-push shock + (1-6) - (1) + (%) + (1-4) — (1-9)
Real demand shock + (1-6) + (%) — (3-6) + (1-4) + (1-2)
Risk premium shock + (1-3) + (1) + (1-3) + (x) + (1-4)
Monetary policy shock  + (1-2) + (1) + (%) + (%) - (1-2

Table 2: Summary of the signs of theoretical impulse responses oNQEM model. In case of ambiguous
responses across parameterizations, we report the m&#atricted horizons (in quarters) as used in baseline
SVAR in parentheses. An asterisk @denotes unrestricted impulse responses.
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Shock/Variables GDP Inflation REER

Productivity + - *
Demand + + -
Nominal + + +

Table 3: Summary of sign-restrictions in 3-variable SVAR. Respaniseinflation and the real exchange

rate are imposed for one quarter. All other responses aresetpfor four quarters. An asterisk) (denotes
unrestricted impulse responses.
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Productivity shock Cost-push shock Real demand shock Réekipm shock Monetary policy shock

Horizon Method Median Mode 68% Int. Median Mode 68% Int. Madi Mode 68% Int. Median Mode 68% Int. Median Mode 68% Int.

ce

Variance decomposition of REER

1 Generic - 3 variables 0.05 0.00 [0.00;0.96] 0.53  0.51 [01000] 0.34  0.48 [0.00;1.00]
Specific - 5 variables 0.07 0.00 [0.00;0.76] 0.11 0.29 [0mO2] 0.28 0.36 [0.00;0.91] 0.23 0.25 [0.00;0.95] 0.07 0.0P0.00; 0.86]
Specific - 5 var., alt. sign 0.04 0.01 [0.00;0.74] 0.11 056 .0090.82] 0.35 0.32 [0.00;0.96] 0.26 0.09 [0.00;0.95] 0.040.02 [0.00;0.83]
Specific - 5 var., all restricted ~ 0.03 0.05 [0.00;0.19] 0.08 .080 [0.02;0.40] 0.42 0.29 [0.10;0.72] 0.27 0.52 [0.17;0.520.05 0.06 [0.00;0.20]
Specific - 6 variables. 0.05 0.04 [0.00;0.61] 0.10 0.47 [pWB7] 0.18 0.30 [0.00;0.66] 0.20 0.07 [0.00;0.73] 0.06 60.0[ 0.00;0.69]

5 Generic - 3 variables 0.11 0.03 [0.00;0.88] 0.51 0.51 [00026] 0.32 0.45 [0.01;0.95]
Specific - 5 variables 0.11 0.03 [0.00;0.61] 0.16 0.30 [0MI4] 0.24 0.33 [0.01;0.77] 0.24 0.23 [0.01;0.73] 0.13 0.100.01; 0.68]
Specific - 5 var., alt. sign 0.09 0.01 [0.00;0.59] 0.18 0.53 .0090.74] 0.29 0.32 [0.01;0.75] 0.25 0.10 [0.00;0.74] 0.100.04 [0.00;0.63]
Specific - 5 var., all restricted  0.08 0.08 [0.01;0.19] 0.15 .18 [0.05;0.40] 0.32 0.25 [0.11;0.52] 0.29 0.43 [0.21;0.430.07 0.06 [0.03;0.16]
Specific - 6 variables. 0.09 0.05 [0.01;0.46] 0.13 041 [p®024] 0.18 0.27 [0.02;054] 0.19 007 [0.02;0.46] 0.12 70.0[0.03;0.55]

20 Generic - 3 variables 0.13 0.04 [0.00; 0.86] 0.49 0.51 200094] 0.32 0.45 [0.01;0.94]
Specific - 5 variables 0.12 0.03 [0.01;0.54] 0.16 0.29 [O0m&5] 0.24 0.33 [0.02;0.72] 0.25 0.23 [0.03;0.71] 0.13 0.100.01; 0.58]
Specific - 5 var., alt. sign 0.10 0.02 [0.01;0.57] 0.18 0.52 .0f100.69] 0.29 0.31 [0.03;0.75] 0.26 0.11 [0.02;0.69] 0.110.04 [0.00;0.59]
Specific - 5 var., all restricted ~ 0.08 0.08 [0.03;0.19] 0.16 .190 [0.06;0.36] 0.27 0.25 [0.20;0.52] 0.26 0.39 [0.24;0.390.08 0.08 [0.04;0.17]
Specific - 6 variables 0.11 0.06 [0.02;0.43] 0.14 040 [0®m30] 0.17 0.28 [0.03;0.53] 0.20 0.08 [0.06;0.44] 0.13  0.0f0.03;0.41]

Variance decomposition of trade balance

1 Specific - 6 variables 0.10 0.24 [0.00;0.80] 0.06 001 [pWDE6] 0.10 0.3 [0.00;0.61] 007 0.15 [0.00;0.58] 0.09 00.0[0.00;0.86]
5 Specific - 6 variables 0.10 0.5 [0.01;0.77] 0.06 002 [PIDBO] 0.09 0.05 [0.01;0.61] 012 005 [0.01;0.66] 0.15 30.0[0.01;0.81]
20 Specific - 6 variables 0.10  0.17 [0.00;0.58] 0.10 001 [pW78] 0.10 0.02 [0.01;0.62] 013 002 [0.01;0.63] 0.16 080. [0.00;0.71]

Table 4: Forecast error variance decomposition. Results are basedcd8 accepted draws. Th&s% interval denotes thé8% joint region of
highest posterior density (note that this interval sumaggrparameter and model uncertainty). The forecast hoiszdenoted in quarters. Generic
identification refers to the sign identification scheme&aifrant and Peersm§20086, specific identification refers to the scheme developedigsytaper
which allows a more sharp interpretation of the structunalcks. The table also reports the robustness checks witheanative sign identification
scheme (“alt. sign”), restrictions on all impulse respan@all restricted”) and the trade balance as an additioagable (“6 variables”).



Shock/Variables GDP Inflation REER Hours Interest rates

Productivity shock + (1-8) - (1) + (%) — (1-9) — (%)
Cost-push shock + (1-6) - (1) + (%) + (1-4) — (%)
Real demand shock + (1-6) + (1) — (3-6) + (1-4) + (1-2)
Risk premium shock + (1-3) + (1) + (1-3) + (%) + (1-4)
Monetary policy shock  + (1-2) + (1) + (%) + (%) - (1-2

Table 5: Alternative set of sign restrictions. Restricted horizfnquarters) in parentheses. An asterigk (
denotes unrestricted impulse responses.
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Horizon Productivity shock

Cost-push shock

Real demandlsho

Risk premium shock

Monetary policy shock

Median  Mode 68% Int. Median  Mode 68% Int. Median  Mode 68% Int. Median  Mode 68% Int. Median  Mode 68% Int.

Variance decomposition of GDP

1 0.11 0.37  [0.00;0.77] 0.08 0.05 [0.00;0.79] 0.21 0.31  pomI3s] 0.24 0.11  [0.00;0.93] 0.15 0.16  [0.00;0.91]

5 0.13 0.33  [0.01;0.60] 0.13 0.09 [0.01;0.70] 0.19 0.26 [OM76] 0.24 0.17 [0.02;0.73] 0.16 0.15 [0.00;0.72]

20 0.13 0.32 [0.01;0.58] 0.15 0.10 [0.02;0.63] 0.19 0.25 0f100.72] 0.24 0.18 [0.03;0.68] 0.16 0.15 [0.02;0.63]
Variance decomposition of inflation

1 0.11 0.02  [0.00;0.90] 0.19 0.51 [0.00;0.97] 0.06 0.02 pom81] 0.09 0.04 [0.00;0.95] 0.29 0.42 [0.00;0.96]

5 0.13 0.06 [0.01;0.64] 0.20 0.46 [0.00;0.79] 0.14 0.07 [OM57] 0.15 0.09 [0.01;0.71] 0.25 0.31 [0.01;0.77]

20 0.14 0.08 [0.01;0.58] 0.20 0.45 [0.01;0.68] 0.15 0.07 0f100.56] 0.18 0.09 [0.01;0.67] 0.23 0.31 [0.01;0.69]
Variance decomposition of hours worked

1 0.28 0.40 [0.00;0.93] 0.10 0.12  [0.00; 0.85] 0.16 0.43  poma8s] 0.08 0.05 [0.00;0.93] 0.11 0.00 [0.00;0.84]

5 0.25 0.35 [0.01;0.77] 0.15 0.19 [0.01;0.69] 0.16 0.37 [1O0M74] 0.14 0.06 [0.00;0.81] 0.15 0.04 [0.01;0.71]

20 0.23 0.31 [0.01;0.72] 0.17 0.20 [0.02;0.61] 0.17 0.32 0p00.71] 0.17 0.12 [0.01;0.73] 0.15 0.04 [0.01;0.65]
Variance decomposition of interest rates

1 0.08 0.01 [0.00;0.77] 0.13 0.03  [0.00;0.79] 0.12 0.03  pom89] 0.34 0.80  [0.00;0.95] 0.11 0.13  [0.00;0.75]

5 0.08 0.03  [0.00;0.80] 0.12 0.03  [0.00;0.70] 0.20 0.10  POmMIO0] 0.33 0.73  [0.00;0.91] 0.09 0.12  [0.00;0.70]

20 0.10 0.07  [0.00;0.81] 0.13 0.02 [0.00;0.83] 0.21 0.12 0p00.88] 0.31 0.69 [0.00;0.89] 0.09 0.09 [0.00;0.61]

Table 6: Forecast error variance decomposition of baseline SVAR.GBf interval denotes thég8% joint region of highest posterior density. The

forecast horizon is denoted in quarters. Results are baseéd68 accepted draws.
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