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Work in progress.
This version: February 27, 2013

Abstract. Although discrete hours choice models have become the workhorse in
labor supply analyses. Yet, they are often criticized for being a black box due to
their numerous underlying modeling assumptions, with respect to, e.g., the func-
tional form, unobserved error components or several exogeneity assumptions. In
this paper, we open the black box and show how these assumptions affect the
statistical fit of the models and, more importantly, the estimated outcomes, i.e.,
estimated labor supply elasticities. In total we estimate 2,219 different model spec-
ifications. Our results show that the specification of the utility function is not
crucial for performance and predictions of the model. We find however that the
estimates are extremely sensitive to the treatment of the wages—a neglected di-
mension so far. We show that, e.g., the choice between predicting wages for the
full sample instead of using predicted wages only for non-workers—two methods
frequently used—increases labor supply elasticities by up to 100 percent. As a
consequence, we propose a new estimation strategy which overcomes the highly
restrictive but commonly made assumption of independence between wages and
the labor supply decision.

JEL Classification: C25, C52, H31, J22

Keywords: labor supply, elasticity, random utility models, meta-analysis, SOEP

1 Introduction

The use of structural labor supply estimations has become a standard procedure in the em-
pirical labor supply analysis for both econometricians and policy makers. While the first
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generation of labor supply models relied on the assumption that the household’s utility is
maximized over a continuous set of working hours—known as Hausman approach (see Haus-
man, 1981)—more recent models make use of the random utility approach and incorporate the
labor supply decision as choice among a set of different hours-income combinations (discrete
choice models). Starting with the works by Aaberge, Dagsvik and Strøm (1995), van Soest (1995)
and Hoynes (1996), a wide range of different empirical specifications of this kind of model has
been applied in the last two decades. Despite their popularity very little is known about the
impact of the various modeling assumptions on the estimated outcomes and whether certain
specifications improve (or worsen) the statistical fit and the power of the models to explain ob-
served labor supply reactions. In fact, discrete choice labor supply models are often criticized
for being a black box due to the numerous explicit and implicit assumptions to be made.

We aim to fill this gap by examining the robustness of structural labor supply models with
regard to their empirical setup. In a first step, we, therefore, provide a short introduction on
modeling assumptions that can or must be made when specifying a discrete choice labor sup-
ply model as well as an overview on different empirical specifications which are frequently
used in the literature. Second, we set up and estimate 2,219 structural labor supply models
each representing a different combination of modeling assumptions. Based on the estimation
results we perform a meta-analysis to gather insights how sensitive the statistical fit of the
model and the estimated labor supply elasticities are with respect to the underlying assump-
tions and the empirical specification. In a third step, we introduce a new estimation strategy
to estimate preferences and wages jointly. Our approach overcomes the restrictive indepen-
dence assumptions that has frequently been made in the discrete choice context to facilitate
the estimation process.

Our analysis extends existing comparative studies in three ways. First, many of the existing
comprehensive surveys in the empirical labor supply literature do not focus on the role of
modeling assumptions but either on the principles of alternative estimation strategies (Blun-
dell and MaCurdy, 1999, Blundell et al., 2007) or cross-country comparisons of estimation
results (Meghir and Phillips, 2010, Bargain et al., 2012). Second, although many important
studies provide sensitivity checks to show that their results are robust with respect to the
specification (see, e.g., van Soest, 1995, Euwals and van Soest, 1999, van Soest and Das, 2001,
van Soest et al., 2002, Aaberge et al., 2009), they do not take into account all possible combi-
nations of modeling assumption, which is reasonable given the different foci of the papers.
Instead, these robustness checks usually narrowed down to a small deviation in just one of the
several modeling assumptions. Third, unlike other meta-analyses, such as the one by Evers
et al. (2008), who gather estimates from various studies, we first estimate various models on
the same data using the same control variables and then assess the results in a meta-regression
analysis. Thus, the outcome variables of our meta-analysis, i.e., the statistical fit and the esti-
mated labor supply elasticities, have been derived in a controlled environment.

The results of our meta-analysis confirm previous findings in the literature regarding the
insensitivity of the models’ performance with respect to the specification of the choice set,
the form of the utility function and the inclusion of observed and unobserved preference
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heterogeneity, hours restrictions and welfare stigmata. This finding is reassuring with regard
to the precision of discrete choice labor supply models in general. However, we also show
that the role of wages is crucial for the estimation results—a so far neglected result in the
literature. Our results reveal that the estimated outcomes are highly sensitive to the wage
imputation procedure which is usually neither motivated by economic theory nor subject to
robustness checks. In fact, e.g., the choice between predicting wage rates for the full sample
or for non-workers only—both procedures are often used in the literature—may increase the
estimated labor supply elasticities by up to 100 percent. We conclude that the attention of
sensitivity analyses has been concentrated on more or less irrelevant factors while the main
driving forces have been neglected, i.e., the interactions between wages, working hours and
preferences. Therefore, we propose a new estimation strategy to overcome commonly made
but highly restrictive exogeneity assumptions with regard to the wage rate and the labor
supply decision.

The remainder of this paper is organized as follows. Section 2 presents the general modeling
framework and a short overview on the existing literature. Section 3 provides information on
the used data and the modeling of the tax and benefit system. In Section 4 we conduct our
meta-analysis of modeling assumptions and present first results. The new joint estimation
approach is introduced in Section 5. Section 6 concludes.

2 Model and Existing Literature

Structural labor supply estimations build on the assumption of the well-known neoclassi-
cal labor supply model that decision makers maximize their utility by choosing the optimal
amount of hours of work. As higher working hours increase the consumption but reduce
leisure, households face a trade-off between these two goods. Stated mathematically:

max
h

U
(
C, L

)
= max

h
U
(

f (wh + I), T − h
)
, (1)

where leisure L is denoted as difference between total time endowment T and working hours
h. Consumption C depends on working hours, the hourly wage rate w, non-labor income I
and the tax benefit system f . We assume a static context which implies that consumption is
equal to disposable income. This setup can also easily be extended to cases with more than
one decision maker in the household.

Early labor supply models building on the Hausman approach relied on the maximization
of the marginal utility over a continuous set of hours of work. This procedure has proven
fairly cumbersome when the budget set is non-convex, which will usually be the case in
presence of the complicated tax and benefits systems in most modern countries. Moreover,
restrictive a priori assumptions have to be imposed in order to consistently estimate this kind
of model (see, e.g., MaCurdy et al., 1990, or Bloemen and Kapteyn, 2008, for details). It has
become increasingly popular to model the labor supply decision as choice between a (finite)
set of utility levels instead of deriving the marginal utility with respect to hours of work.
By comparing different levels of utility one avoids the cumbersome maximization process of
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Hausman-type models (Aaberge et al., 2009). Moreover, Flood and Islam (2005) show that
continuous hours models can be approximated rather well by these discrete choice models
and thus, the discretization itself is barely restrictive. We focus our analysis on the discrete
choice approach as it has become a standard procedure in the literature.

2.1 General Model

Econometrically, the discrete choice approach boils down to the representation of the labor
supply decision in a random utility model. This implies that the true utility of the household
can only partly be observed whereas some factors that determine the household’s utility are
latent at least to the researcher.

U
(
Cni, Li|Xni

)
= v

(
Cni, Li|Xni

)
+ εni (2)

Uni = vni + εni

The utility of household n from choosing alternative i is given by Uni, the observed portion—
the systematic utility function—is denoted as vni and εni denotes an unobserved error term.
It is assumed that conditional on random effects incorporated in the model the household’s
decision satisfies the Independence of Irrelevant Alternatives (IIA) property. In other words,
the preference ranking between two choice alternatives does not depend on the presence of a
third one.1 The error terms ε are i.i.d. and follow the extreme value type I distribution with
the cumulative distribution function Fε(v) = exp

(
− exp(−v)

)
.

This distributional assumption leads directly to the representation of the labor supply deci-
sion as conditional logit model (McFadden, 1974):

P(Uni > Unj, ∀j 6= i) = exp(vni)
/ Jn

∑
s=1

exp(vns). (3)

In order to estimate the preference coefficients, one has to evaluate the systematic utility
function v for every household n = 1, . . . , N and every choice category within j = 1, . . . , Jn.
Given the different utility levels, the model can be estimated via maximum likelihood. The
derivation of the (log)-likelihood function is very straightforward in this case. However, there
are some modeling assumptions that have to be made as well as several possible extensions
to this simple setup.

Functional form of the systematic utility As the discrete choice approach relies on the choice
between different utility levels, it is crucial to determine the functional form of the systematic
utility function v. In theoretical terms, the systematic utility function represents the direct
utility function of the household. Most applications rely on either a translog, a quadratic or
a Box-Cox transformed specification for the utility function. However, several other choices

1This assumption may seem rather restrictive at first glance. However, Dagsvik and Strøm (2004, 2006) and
Train (2009) show that it is well in line with economic intuition and even less restrictive than the necessary
assumptions to estimate continuous hours models.
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are possible (see table 1). Stern (1986) discussed the implications and restrictions of different
utility specifications in the context of continuous labor supply models.

2.2 Model extensions

Heterogeneity in preferences Observed heterogeneity in the labor supply behavior can be
introduced rather easily in the context of structural labor supply models. Usually the pref-
erence coefficients of the direct utility function are interacted with some observed household
characteristics like age, age squared or presence of children.

There are mainly two ways to include also unobserved heterogeneity, which relaxes the
IIA assumption as it allows for additional unobservable variation in preferences between the
choice alternatives. In most applied works either a random coefficient model (van Soest, 1995)
or a latent class model (Hoynes, 1996) is assumed. The appropriateness and the performance of
both approaches mainly depend on the underlying data.

Disutility components, fixed costs and hours restrictions Several extensions to the standard
model have been proposed in the literature. While the model as described so far assumes that
households build their preferences only with respect to the levels of consumption and leisure,
their utility may also depend on the source of income. For example, the participation in welfare
programs may be combined with an unobservable stigma that affects the household’s utility
and prevents the household from taking up benefits (Moffitt, 1983). In the discrete choice
context, this can be incorporated by adding dummy variables which capture the potential
disutility and doubling the choice alternatives such that the household has to decide between
benefit take-up and non-participation in welfare programs (Hoynes, 1996).

Moreover, van Soest (1995) argued that working part-time could be connected with an un-
observable disutility as well, because part-time jobs may include higher search costs. Euwals
and van Soest (1999) extended this idea and introduced fixed costs of work which have been
used in several applications since then. While both approaches help explaining the observed
labor market outcomes, their rational remains rather ad hoc. Aaberge et al. (1995) provide
a more convenient theoretical framework which delivers a structural interpretation of fixed
costs and the disutility connected to certain hours alternatives. In their model, households
choose between (latent) job opportunities which may not only differ with regard to the work-
ing hours but also in terms of wages, non-monetary attributes and also in terms of their avail-
ability. However, when it comes to the empirical specification, the job opportunity framework
is largely equivalent to a combination of fixed costs and specific hours restrictions.

Wage imputation In addition to the specification of the utility function, there are important
modeling assumptions with regard to the wage imputation. In order to calculate the levels of
consumption for the different choice alternatives, one needs information on the hourly wage
rates. While for actual workers the wage rate can be calculated by gross earnings and hours
of work (we use standardized working hours to reduce the potential division bias, see Borjas,
1980), the wage information is typically missing for non-workers. The first decision that has
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to be made is how to deal with missing wages in the estimation process. In practice, wages
are either estimated beforehand and treated as given within the estimation of the labor supply
model or wages and preferences are estimated jointly. In addition, one has to decide whether
the estimated wage rates are used only if the wage rates are not observed or for the full sample
(see MaCurdy et al., 1990, for a discussion of the pros and cons of both approaches). In either
case, one can explicitly ignore or include potential sample selection issues in the observed
wages and apply a Heckman correction.

After estimating the wage equation, another important question is whether the potential
errors in the wage rate prediction are incorporated or not. Especially when using predicted
wages for the full sample, the “new” distribution of wages will typically have a significantly
lower variance and at least for some workers, the prediction will be considerably different
from the observed wage. Thus, ignoring the error when predicting wage rates leads to incon-
sistent estimates. The standard procedure to incorporate wage prediction errors is to integrate
over the whole estimated wage distribution and thus integrating out the wage prediction error
during the estimation process (van Soest, 1995). A rather rough approximation that has been
used in some applications is to add just a single random draw to the predicted wage rates.
While of course this procedure lacks for a theoretical rational, it reduces the computational
burden of the estimation substantially.

2.3 Estimation approach

The named extensions especially with regard to the inclusion of unobserved heterogeneity,
the incorporation of wage prediction errors and the joint estimation of preferences and wages
complicate the estimation procedure and lead to the more general representation as mixed logit
model (Train, 2009). Thus, taking the most general specification as reference, the likelihood
function for the different specifications can be written as:

L =
N

∏
n=1

∫ +∞

−∞

∫ +∞

−∞

 exp
(
vni(ŵni, βu)

)
g(hi)

∑Jn
j=1 exp

(
vnj(ŵnj, βu)

)
g(hj)

 f (ŵni, βu)dŵnidβu, (4)

where i denotes the alternative chosen by individual n. The likelihood contributions de-
pend not only on the systematical utility function but also on the availability of the choice
alternatives which is denoted by g(hi). This setup implies that the availability of choice al-
ternatives can be separated from the systematic utility which is a reasonable assumption at
least for highly regulated labor markets like in Germany. As the preferences may also include
unobserved heterogeneity, the probability that household n maximizes her utility at choice al-
ternative i has to be integrated over the possible set of coefficients βu. Similarly, the individual
likelihood contributions have to be integrated over the range of possible wage predictions ŵni.
As both variables will typically not be uniformly distributed, the choice probability has to be
weighted by the (joint) probability density function of the random components.

The model as written down in equation (4) is very general, but in turn, it is no longer pos-
sible to find a analytical solution to the maximization problem. Instead, Train (2009) proposes
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the use of maximum simulated likelihood methods. Thereby, the double integral has to be
approximated and averaged over r = 1, . . . , R random draws from the joint distribution of βu

and ŵni. The resulting simulated log-likelihood converges to the log-likelihood of the model
as denoted in equation (4) when the number of draws goes to infinity.

log(SL) =
N

∑
n=1

log

 1
R

R

∑
r=1

exp
(
vni(ŵr

ni, βr
u)
)

g(hi)

∑Jn
j=1 exp

(
vnj(ŵr

nj, βr
u)
)

g(hj)

 (5)

Instead of relying on conventional random draws, we approximate the likelihood function
using pseudo-random Halton sequences. This reduces the number of draws needed to ensure
stable results as Halton sequences cover the desired distribution more evenly (Train, 2009).

The representation of the labor supply decision as random utility model allows us to es-
timate the model without imposing constraints on the coefficients beforehand. Whether or
not the estimated coefficients are in line with the economic intuition and thus the assumption
of utility maximization can be checked afterwards. Euwals and van Soest (1999) point out
that it is only necessary to check that the marginal utility of consumption is non-negative as
differences between desired and observed hours of work, e.g., due to constraints on the labor
market may justify also negative marginal utilities in leisure.

2.4 Existing Literature

Tables 1 and 2 provide an overview on the empirical specification of the models that have been
applied in recent years. As one can see, mainly three utility functions have been used in the
applied works, i.e., either a translog, a quadratic or a Box-Cox transformed specification. As
the Stone-Geary function can be interpreted as a simplification of the translog as well as the
Box-Cox utility function, only the higher-degree polynomials used in van Soest et al. (2002)
stand out from the list. Their approach can be seen as approximation to a non-parametric
specification of the utility function. The inclusion of observed heterogeneity shows a similar
picture. All studies allow for observed heterogeneity in the preferences for leisure, whereas
less studies allow for preference heterogeneity with regard to consumption. The evidence on
unobserved heterogeneity is somewhat more mixed, just like the inclusion of heterogeneity in
fixed costs and the potential stigma from welfare participation.

As working hours are typically observed to be concentrated at few hours categories, most
authors include either fixed costs of working or hours restrictions or both in their models. As
explained before, fixed costs and hours restrictions can also be interpreted as measures for
the availability of the respective choice alternatives (Aaberge et al., 2009). Less than half of
the applied models explicitly allowed for stigma effects and non-take-up of welfare benefits.
This is interesting because it is a common finding for modern welfare states that the benefit
participation rate deviates substantially from full take-up. Thus, models which do not ex-
plicitly account for the potential disutility from welfare participation are expected to clearly
over-predict the number of recipients.

Less variation can be found in terms of the model’s treatment of wages. While most studies
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Table 1: Different model specifications

Utility Heterogeneitya Welfare

Paper Function Observed Unobs. Choices Stigma Dummies

Aaberge et al. (1995, 2009) Box-Cox L — ? — FC, HR
Aaberge et al. (1999, 2000, 2004) Box-Cox L, FC — ? — FC, HR
Dagsvik and Strøm (2006) Box-Cox L, FC — 8 — FC, HR
Dagsvik et al. (2011) Box-Cox L, FC — 12 — FC, HR
Blundell and Shephard (2012) Box-Cox L, C, S, FC C, S 6 Yes FC

van Soest (1995) Translog L —/Lb
5/6 — —/HR

Euwals and van Soest (1999) Translog L, FC L 8/16 — FC
van Soest and Das (2001) Translog L, FC L 8/15 — FC
Flood et al. (2004) Translog L, L2, S L, L2, S 7 Yes —
Haan (2006) Translog L, C —/C 3, 5

c — HR
Flood et al. (2007) Translog L, C, FC, S L, C, FC, S 5 Yes FC

Hoynes (1996) Stone-Geary L, S L, S 3/4 Yes —/FC
van Soest et al. (2002) Polynomial L L 16/361 — FC

Keane and Moffitt (1998) Quadratic L, S L, S 3 Yes —
Blundell et al. (1999, 2000) Quadratic L, C, FC C, S 5 Yes FC
Bargain et al. (2012) Quadratic L, C, FC C 7 — FC
a L and C denote heterogeneity in preferences for leisure and consumption, respectively. S denotes the disu-

tility from welfare participation. FC refers to fixed costs of working, HR to hours restrictions.
b Robustness checks and alternative model specifications are separated by slashes.
c Three choice alternatives for males, five for females.

Table 2: Wage imputation methods
Estimation Sample Prediction

Paper Approach Selection Imputation Error

Aaberge et al. (1995, 2009) Simultaneous — Full sample —
Aaberge et al. (1999, 2000, 2004) Simultaneous — Full sample —
Keane and Moffitt (1998) Simultaneous — Non-workers —
van Soest et al. (2002) Simultaneous — Full sample? Integrated out?
Blundell and Shephard (2012) Simultaneous/Two step — Non-workers Integrated out

van Soest (1995) Two step Yes Non-workers —/Integrated outb

Euwals and van Soest (1999) Two step Yes Non-workers Integrated out
Blundell et al. (1999, 2000) Two step Yes Non-workers Integrated out
van Soest and Das (2001) Two step Yes Non-workers Integrated out
Haan (2006) Two step Yes Non-workers —
Flood et al. (2007) Two step Yes Non-workers —/Integrated out
Dagsvik et al. (2011) Two step Yes Non-workers —

Hoynes (1996) Two step Yes Full sample —
Flood et al. (2004) Two step Yes Full sample —
Dagsvik and Strøm (2006) Two step Yes Full sample Integrated out
Bargain et al. (2012) Two step Yes Full sample Single random draw
b Robustness checks and alternative model specifications are separated by slashes.
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estimate wages and the labor supply decision in a two-step procedure, only the models of
Aaberge et al. (1999, and follow-ups), Keane and Moffitt (1998), van Soest et al. (2002) and
Blundell and Shephard (2012) apply a simultaneous maximum likelihood procedure. In turn,
these joint estimations neglect potential sample selection issues when estimating wages. As
can be seen, there is no consensus in the literature whether predicted wages should be used
when the wage rate is unobserved only or for the full sample in order to avoid two distinct
wage distributions. With regard to the handling of the wage prediction errors, it becomes more
and more common practice to incorporate and integrate the errors out during the estimation
process.

3 Data

The estimations in this paper are performed on the German Socio-Economic Panel (SOEP),
which is a representative household panel survey for Germany (Wagner et al., 2007). We use
the 2011 wave of SOEP, which includes data from the year 2010 as well as data on the labor
supply behavior and incomes from the preceding year. We focus our analysis on the working
age population and thus exclude individuals younger than 17 or above the retirement age of
65. Our sample is further restricted to those households where at least one decision maker
has a flexible labor supply. Therefore, we exclude households where all decision makers are
self-employed, civil servants or in the military service. Moreover, our subsample includes
some households with more than two adults, mainly adult children living with their parents.
We exclude these individuals from the estimation as it is unclear how their consumption
and utility are determined (Dagsvik et al., 2011). The parental household is included in the
subsample for our labor supply estimations though.

As the labor supply decision is known to be rather heterogeneous across population sub-
groups, we separate the sample into five distinct demographical subpopulations (see table 3).
First, single men and single women either in a single household or living with dependent
children. These households are denoted by SgM and SgF respectively. Our estimation sub-
sample contains 749 households with single males and 1,044 households with single females.
In addition, we specify three different kinds of couple households. First, the column denoted
by CoM describes 564 couple households where the male partner has a flexible labor sup-
ply but the female partner is inflexible (e.g., due to self-employment or exclusion restrictions
regarding the age). The column CoF shows that we have 960 couple households where the
male partner has a inflexible labor supply but the female partner is flexible. In order to model
the household labor supply decision of these “semi-flexible” couple households, we assume
that the flexible partner faces his or her labor supply decision conditional on the labor supply
behavior of the inflexible partner. The last column shows that our sample includes 2,926 cou-
ple households where both partners are flexible regarding their labor supply behavior. The
second row of table 3 denotes the number of choice alternatives we assume the households to
face. As said before, we assume the first four household types to face only seven possible la-
bor supply states (either non-participation or working 10, 20, 30, 40, 50 or 60 hours per week),
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whereas couples with two flexible partners face 72 and thus 49 alternatives.

Table 3: Households and choice alternatives

SgM SgF CoM CoF CoMF

Households 749 1,044 564 960 2,926

Alternatives 7 7 7 7 49

For the computation of consumption levels for the different choice categories we rely on the
policy simulation model of the Institute for the Study of Labor, IZAΨMOD (see Peichl et al.,
2010, for a detailed documentation). IZAΨMOD incorporates a very detailed representation
of the German tax and benefit system.

For models in which the wage prediction errors are integrated out during the estimation
process, we have to apply the tax and benefit system for every possible wage rate for every
step of the numerical maximization. This slows down the estimation process substantially.
To avoid this cumbersome procedure, we approximate the tax and benefit system for these
models by using a second-degree polynomial function that transforms gross earnings into
disposable income while controlling for several household characteristics xni as well as non-
labor incomes zni:

Cni = βw,1wageni + βw,2wage2
ni + βw,3xniwageni + βw,4xniwage2

ni + βxznixni + ηni. (6)

The resulting R2 shows a good fit of more than 95 % for all population subgroups.

4 Meta-analysis

Although there have been some robustness checks in the literature (see tables 1 and 2), these
checks usually narrowed down to a small deviation in just one of the modeling assumptions.
On the other contrary, Evers et al. (2008) performed a broader meta-analysis of labor supply
models comparing estimated labor supply elasticities for different countries and explain them
mainly by study characteristics. In either case, it is hard to draw general conclusions from
the reported results. Detailed and reliable insights about the impact of specific modeling
assumptions on the estimated outcomes can only be obtained when the labor supply decision
is estimated in a common framework and on the same data set. Otherwise one cannot rule
out that the results are driven by the underlying data or differences in the modeling setup
between different studies.

We overcome these difficulties by estimating a large variety of different modeling assump-
tions in an controlled environment that is using the same data basis. The estimation results
build the source for a meta-analysis that allows us to determine how sensitive or robust the
estimated models are with respect to the specification and the wage imputation procedure.
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4.1 Analysis setup

To generate a reliable data set for the meta-analysis, we combine several different modeling
assumptions and estimate all possible combinations. Table 4 shows the different specifications
and the number of estimation results. We estimated 2,219 different model specifications for
the five distinct labor supply types which leads us to a total of 11,095 maximum likelihood
estimations. However, the sample of our meta-analysis is reduced for two reasons. First, not
all models did converge in a reasonable time span as we applied an automatic routine to
estimate this large number of models (see table 9). Additionally, some models did converge
but clearly rejected the basic assumption of a non-negative marginal utility of consumption
for a substantial part of the observations (see table 10). In contrast to the continuous hours
approach we did not impose this assumption as a constraint to the maximization problem
but checked the economic rational afterwards. Therefore, we decided to drop all estimation
results from our meta-analysis which did not converge or which predict more than five percent
of the sample to have a negative marginal utility with respect to consumption. We loose
between 5 and 24 percent of the estimation results and end up with a sample of 9,344 distinct
maximum likelihood estimations. As we perform our analysis separately for the different
labor supply groups to allow for heterogeneous effects across these groups, we still have
sample sizes between 1,687 and 2,110 distinct model specifications and estimation results for
all labor supply types.

Table 4 reads as follows. We estimated 572 distinct models with a Box-Cox transformed
utility specification for each of the five labor supply groups. But only 526 estimation results
are included in our sample for single males, 449 for single females, 385 for couple households
where the male partner has a flexible labor supply but the spouse is inflexible, 460 for couple
households with inflexible male partners and 519 for couple households where both partners
have a flexible labor supply. Of all estimated models (regardless of the functional form of
the utility function), 818 models neglected any kind of hours restrictions or fixed costs, 877

models included part-time restrictions, 524 models accounted for fixed costs of work. 160

models were estimated without any random component, 1,156 models are based on just five
Halton sequences, 903 models make use of 50 Halton draws.

Meta-regressions In order to make the estimation results comparable, we run simple OLS
regressions of the statistical fit and the estimated elasticities on the different modeling as-
sumptions of the models:

yk,i =αk + βk,uUtilityi + βk,sStigmai + βk,hDrawsi + βk,dHoursResi

+ βk,oObsHeti + βk,rRandHeti + βk,wWageImpi + εk,i k ∈ (ela, aic).

With the exception of Drawsi, which is a continuous variable denoting the number of Halton
draws used in the estimation, the other covariates are vectors of dummy variables indicating,
e.g., a specific utility function. We measure the statistical fit by the Akaike Information Criteria
of the models which is defined as: aici = 2ki − 2 log Li, with ki as number of estimated coeffi-
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Table 4: Estimated model combinations

By Labor Supply Typea

Model Parameter Option N SgM SgF CoM CoF CoMF

Utility function Box-Cox 572 526 449 385 460 519

Quadratic 891 869 768 750 665 878

Translog 756 607 546 552 657 713

Welfare stigma No 1,265 1,184 978 886 972 1,195

Yes 954 818 785 801 810 915

Hours restrictions — 818 676 624 538 601 737

Fixed costs 524 481 445 414 423 509

Part-time 877 845 694 735 758 864

Number of Halton draws — 160 154 132 143 132 160

5 1,156 1,075 952 921 987 1,138

50 903 773 679 623 663 812

Observed heterogeneity — 549 504 505 462 526 532

in C only 549 491 363 401 254 521

in L only 549 502 501 469 527 521

in L, C 572 505 394 355 475 536

Unobserved heterogeneity — 369 338 306 327 324 361

in C only 466 442 394 389 373 464

in L only 466 410 346 319 375 436

in L, C 465 420 361 356 356 431

with correl. 453 392 356 296 354 418

Wage imputation Full sample 1,004 936 842 761 861 958

Non-workers 1,215 1,066 921 926 921 1,152

Wage prediction error — 991 946 845 851 865 944

1 random draw 208 203 158 118 117 201

Integrated out 1,020 853 760 718 800 965

Total 2,219 2,002 1,763 1,687 1,782 2,110
a Estimation results which did not converge or which declared more than five percent of the obser-

vations to have a negative marginal utility from consumption are excluded.

cients and log Li as log-likelihood of the estimated models. To obtain labor supply elasticities
in the discrete choice context, we have to increase the own-wage rates by, e.g., one percent and
simulate the labor supply reaction. Thereby we directly obtain the uncompensated own-wage
labor supply elasticities. We use aggregated total elasticities as dependent variable, thus, we
aggregate the labor supply reactions at the intensive and extensive margin over all affected
individuals.

The estimation results of these two meta-regressions can be found in tables 5 (AIC as de-
pendent variable) and 7 (elasticities as dependent variable). Both tables present the marginal
impact of certain modeling assumptions controlling for several other specification issues. In
addition, we present the partial impact of the specifications in tables 6 and 8.

Reference Model The presented coefficients are still difficult to interpret. In both tables,
the “constant model” refers a pretty simple setup. We assume a translog utility specification
neglecting observed and unobserved heterogeneity in preferences as well as fixed costs of
working, hours restrictions or any stigma from welfare participation. Thus, the systematic
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utility function for a single-decision-maker household is given by:

vni = βC log Cni + βCC log(Cni)
2 + βL log Lni + βLL log(Lni)

2 + βCL log Cni log Lni. (7)

For actual workers, the observed wage rates are treated as exogenous. For non-workers, the
missing wage information is estimated beforehand and predicted without incorporating the
wage prediction error in the labor supply estimation. The presented coefficients in tables 5

and 7 thus have to be interpreted in comparison to this simple reference model. One can see
at the bottom of table 7 that the reference model yields elasticities of 0.150 for single men
and 0.154 for single women. Men in couples have slightly higher elasticities of 0.173, women
in couple have with 0.310 the highest elasticities. These findings show a similar picture as
the sample mean of estimated elasticities (which is however somewhat larger across all four
subgroups) and are well in line with the other findings in the literature.

4.2 Estimation Results

In this section, we present the results of our meta-analysis of model specifications. First we
show how the different assumptions and model setups increase (or worsen) the statistical
fit of the estimated models. While this delivers insights how well the models are able to
explain and replicate the observed labor market outcomes, the variable of interest is usually
not the statistical fit but the out of sample prediction, e.g., in terms of the implied labor supply
elasticities. Therefore, in a second step we present the results of our meta-analysis with regard
to the uncompensated labor supply elasticities.

Goodness of fit Although the statistical fit is usually not the outcome of highest interest,
the results in table 5 show several interesting patterns that are relevant for future applications
of labor supply models. First of all, the translog utility specification leads to a slight but
significant better fit than the quadratic utility function. While this holds for all labor supply
groups, the fit is further improved for single males and single females when using a Box-
Cox transformed specification. This confirms the usual finding of a good fit for the Box-Cox
transformation. The expected patterns are also found with regard to the implementation of
hours restrictions, fixed costs and observed preference heterogeneity. These extensions clearly
help to explain the observed behavior. The magnitude of the improvement yields interesting
insights as well. Our estimates show that hours restrictions in terms of a lack of part-time
jobs is a bigger issue for male than for female workers. This finding is well in line with usual
findings for Germany that men typically either work full-time or zero hours. In line with this,
we find much more heterogeneity in preferences for women than for men. Surprisingly, the
performance of the random coefficients models is pretty bad compared to the computational
burden of the estimation. Although they improve the fit by small amounts, the improvement
is rather insignificantly. Real improvements are only possible when the model allows for
unobserved heterogeneity in preferences for leisure and consumption and the setup allows for
correlation between both preference coefficients. Although large in magnitude and statistically
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significant, the positive coefficient for models including welfare stigma is barely surprising.
As the incorporation of the welfare take-up decision increases the choice set (in fact, it may
double the number of choice alternatives), it is obvious that also the log-likelihood becomes
more negative and the AIC values increase substantially.

The results with regard to the wage imputation show that these specification decisions are
equally important to achieve a good fit of the model. It is rather surprising that integrating
the wage prediction error out during the estimation process yields a better fit of the model
as it—spoken technically—increases the variation in the underlying data but does not add
additional coefficients to explain the variation. In contrast to this, predicting wages not only
for non-workers but for the full sample increases the fit significantly. However, this is statis-
tically not surprising as it demonstrates how much of the variation in the data is lost only by
using predicted wages for the full sample. Both procedures to incorporate wage prediction
errors when predicting for the full sample show that the gain in the log-likelihood of the mod-
els vanishes though our results also show that the addition of just one single random draw
instead of integrating over a wide range of random draws is a very rough approximation.

More generally, our results show that maybe except for the implementation of hours restric-
tions there is hardly a single issue in the model setup that guarantees a good fit. Instead, there
are several small issues that help to explain the observed labor market outcomes. Compared
to the models frequently applied in the literature, the only surprising finding is how rarely
the applied models allowed for heterogeneity in preferences for consumption.

Labor Supply Elasticities As structural labor supply models are frequently used to estimate
labor supply elasticities and labor supply reactions to policy changes, even more important
than the statistical fit is whether specific modeling assumptions systematically influence the
out-of-sample predictions. By running our meta-analysis also with respect to the estimated
elasticities, we provide insights on this question.

In line with the literature, we find that the estimated elasticities are rather robust with re-
gard to the specification of the utility function as well as the implementation of observed and
unobserved heterogeneity. Especially as most of the estimated effects have different signs
across the labor supply groups. However, even though the magnitude of the estimated coeffi-
cients is rather small, there are some factors that systematically drive the estimated results and
may add up to a significant bias in one direction. E.g., the incorporation of welfare stigma
and fixed costs of work makes especially part-time work with supplementary welfare par-
ticipation less attractive and therefore yields higher elasticities. Thus, our results underline
the importance of robustness checks and the calculation of standard errors for the estimated
elasticities when estimating labor supply reactions.

Substantially more variation can be found when analyzing the impact of the wage imputa-
tion and the handling of the wage prediction errors. Our results hold the important message
that this part of the model specification is way more relevant to the estimated outcomes than
the specification of the utility function. With regard to the decision whether to use predicted
wages for non-workers only or to predict wages for the full sample, our analysis reveals that
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the latter procedure roughly doubles the estimated elasticities when the model does not ac-
count for the wage prediction error. This substantial bias can be explained by the fact that pre-
dicting wages for the full sample reduces the variance of the wage distribution substantially.
In order to explain the observed hours distribution, the implied elasticities have to increase.
To account for wage prediction errors and to integrate these errors out during the estimation
reduces the bias markedly. Interestingly the results differ a lot depending on whether a single
random draw or higher numbers are used. The ad hoc procedure of adding a single random
draw tends to cancel the effect of a full sample prediction out. In contrast, correcting for
the wage prediction error tends to reduce the elasticities, but we still observe the estimated
elasticities to be significantly higher than those where the wage rates were imputed only for
non-workers.

To summarize, our findings clearly confirm previous findings in the literature. Although
the empirical specification of the systematic utility function has an impact on the statistical fit
and the estimated elasticities, in particular the latter is rather small. It thus may be justified to
rely on simpler model setups when the computational burden is a major concern. Although
small in magnitude, the results of our meta-analysis still hold the message that the different
modeling assumptions may influence the results and thus, we emphasize the importance of
robustness checks when estimating a structural labor supply models.

The majority of applied robustness checks has concentrated on the effects of different util-
ity specifications but usually ignored how the underlying wage treatment may influence the
results. We find that a lot more variation in outcomes can be found with regard to these as-
sumptions than with respect to the specification of the utility function. Therefore we conclude
that most previous robustness checks have concentrated on rather irrelevant issues. Instead,
more attention should be paid to the wage imputation and the handling of wage prediction
errors.

5 Joint estimation of wages and preferences

Our meta-analysis shows that the specification of the systematic utility function has an sig-
nificantly smaller impact on the estimated labor supply elasticities than the wage imputation
procedure and the handling of the wage prediction error. Contrary to this finding, it is com-
mon practice in applied labor supply works to estimate preferences and thus the labor supply
decision conditional on observed or predicted wages. The wage rates are often estimated
beforehand and then treated as exogenous within the labor supply estimation.

log L =
N

∑
n=1

Jn

∑
j=1

log P(Unj > Unk, ∀k 6= j|wnj = ŵn)
dnj , (8)

where ŵn is predicted beforehand for non-workers and either observed or predicted for actual
employees. Obviously, this is a rather strict assumption. Aaberge et al. (1995), Keane and
Moffitt (1998) and van Soest et al. (2002) depart from this procedure by estimating wages and
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preference and thus the labor supply decision jointly in a simultaneous maximum likelihood
setup:

log L =
N

∑
n=1

Jn

∑
j=1

log P(Unj > Unk, ∀k 6= j|wnj = ŵn)
dnj

+ ∑
n∈E

log φ
(

log wn − ̂log wn

)
− log σw, (9)

where E is the subset of employed individuals with wage rate observed, φ(z) is the probability
density function of a standard normal distribution and σw is the standard error of the wage
regression, i.e., se(log wn − ̂log wn). Although the simultaneous estimation is computationally
more demanding, it is also clearly more efficient than the two-step procedure. However, even
in the simultaneous it is assumed that wages and the labor supply decision, i.e., hours of
work, are independent from one another. Only little effort has been taken to relax this strong
independence assumption. Blundell and Shephard (2012) further extend the simultaneous
maximum likelihood procedure by allowing for correlation between unobserved preference
heterogeneity and the wage rates by including both in a mixed logit model and integrating
unobserved multivariate normally distributed error terms εβ, εw out:

log(SL) = ∑
n∈E

log

(
1
N

R

∑
r=1

Jn

∑
j=1

P(Ur
nj > Ur

nk, ∀k 6= j|wnj = ŵn, εr
β, εr

w = log wn − ̂log wn)
dnj

)

+ ∑
n∈U

log

(
1
N

R

∑
r=1

Jn

∑
j=1

P(Ur
nj > Ur

nk, ∀k 6= j|wnj = ŵn, εr
β, εr

w)
dnj

)
+ ∑

n∈E
log φ

(
log wn − ̂log wn

)
− log σw. (10)

Although this allows for at least some interaction between preferences and wages, it still as-
sumes that the labor supply decision is exogenous to the wage rate. We propose an estimation
strategy that overcomes this restrictive assumption and allows wages and hours of work to be
correlated. In addition, we use predicted wages for actual workers as well as non-workers:

log(SL) =
N

∑
n=1

log

(
1
N

R

∑
r=1

Jn

∑
j=1

P(Ur
nj > Ur

nk, ∀k 6= j|wnj = ŵnj, εr
β, εr

w)
dnj

)

+ ∑
n∈E

Jn

∑
j=1

log φ
(

log wnj − ̂log wnj

)dnj
− log σw. (11)

To be continued.

6 Conclusion

Structural labor supply models are frequently used in the empirical labor supply analysis for
many different purposes. In recent years, it has become a standard procedure to estimate labor
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supply decisions as choice among a set of different hours alternatives or job opportunities
instead of maximizing the marginal utility over a continuous set of working hours. In contrast
to this popularity, little is known on how the numerous modeling assumptions that are usually
made when applying this kind of discrete choice model impact the statistical fit of the model
as well as the estimated outcomes in terms of labor supply reactions.

In this paper, we provide an overview on the most important specification issues and carry
out a comprehensive meta-analysis in order to disentangle the driving factors behind modern
labor supply models. Our results show that even if the modeling assumptions concerning the
specification of the direct utility function increase or worsen the statistical fit, i.e., the power
to explain the observed labor supply behavior, the models are rather robust to their concrete
specification when it comes to labor supply responses in reaction to changes in wages or
policy rules. These results are well in line with previous findings in the literature. In contrast
to the robustness regarding the utility function, the models are highly responsive to changes
in the underlying wage information and thus with regard to the wage imputation procedure.
In fact, our results indicate that, e.g., using predicted wages for the full sample instead of
predicting wages for non-workers, roughly doubles the estimated elasticities. Thus, whether
to use predicted or observed wages for actual workers and whether and how to integrate the
wage prediction error out during the estimation process has a large and statistically significant
impact on the estimated outcomes. Surprisingly little effort has been taken so far to check the
robustness of the models to these assumptions.

Therefore, we further tackle this issue and provide a new estimation method that overcomes
the restrictive independence assumptions previously made in the context of discrete choice
models. Our results show. . . to be continued.
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Table 5: Marginal effects on AIC

(1) (2) (3) (4) (5)
depend. var = AIC SgM SgF CoM CoF CoMF

Utility function
Quadratic 27.534 16.700 17.016 2.571 149.697

(2.516 ) (3.924 ) (1.160 ) (1.619 ) (10.989 )
Box-Cox -58.009 -71.076 25.122 6.746 29.099

(3.967 ) (4.939 ) (2.042 ) (1.609 ) (13.292 )
Welfare stigma 210.077 522.271 93.305 68.780 602.839

(2.926 ) (3.900 ) (1.315 ) (1.436 ) (10.241 )
Number of Halton draws -0.283 -0.339 -0.076 -0.070 -1.912

(0.064 ) (0.085 ) (0.027 ) (0.032 ) (0.223 )
Hours restrictions

Part-time restrictions -308.538 -266.329 -213.091 -107.605 -2,477.424

(3.321 ) (4.328 ) (1.464 ) (1.616 ) (11.442 )
Fixed costs -153.788 -121.090 -121.146 -67.389 -1,628.309

(4.037 ) (4.788 ) (2.130 ) (1.695 ) (14.628 )
Observed heterogeneity

in C only -33.208 -84.891 -18.489 -117.150 -118.578

(3.865 ) (5.379 ) (1.829 ) (2.436 ) (14.417 )
in L only -24.458 -115.600 -18.705 -126.942 -316.915

(3.868 ) (4.795 ) (1.708 ) (1.655 ) (13.881 )
in C and L -33.986 -136.380 -20.300 -131.309 -345.763

(3.899 ) (5.088 ) (1.747 ) (1.730 ) (13.340 )
Unobserved heterogeneity

in C only -0.450 4.709 7.040 12.732 -11.630

(4.745 ) (6.100 ) (2.120 ) (1.894 ) (14.836 )
in L only 1.368 5.413 1.189 8.332 12.442

(4.781 ) (6.158 ) (1.940 ) (2.024 ) (13.981 )
in C and L -21.743 -13.312 -1.265 -0.071 27.414

(4.934 ) (6.129 ) (2.108 ) (2.165 ) (15.677 )
in C and L (with correl.) -34.987 -26.542 -12.415 -3.285 -32.527

(4.774 ) (6.114 ) (2.107 ) (2.136 ) (16.182 )
Wage imputation

Full sample, no correction -86.521 -130.779 -39.806 -99.468 -781.494

(3.125 ) (5.082 ) (1.698 ) (2.018 ) (12.739 )
Full sample, error integrated out -51.619 -78.712 -10.761 -17.288 -155.735

(3.668 ) (5.115 ) (1.914 ) (2.075 ) (16.828 )
Full sample, 1 random draw -6.448 18.196 1.322 27.086 84.357

(3.790 ) (5.640 ) (3.047 ) (2.349 ) (18.345 )
Non-workers, error integrated out -40.973 6.840 11.879 0.258 -249.230

(4.480 ) (5.238 ) (1.767 ) (1.654 ) (12.182 )

Constant 2,631.527 3,774.335 1,870.171 3,552.247 21,122.255

(5.116 ) (6.724 ) (2.542 ) (2.744 ) (18.565 )

N 2,002 1,763 1,687 1,782 2,110

R2
0.892 0.943 0.945 0.919 0.965

Mean 2,469.915 3,727.804 1,781.995 3,413.864 19,573.604

SD 186.851 313.322 110.033 97.537 1,185.080

Minimum 2,028.757 3,196.046 1,597.286 3,187.719 17,366.828

Maximum 3,024.334 4,519.104 2,033.445 3,676.718 22,383.174

P1 2,057.551 3,241.967 1,612.034 3,205.656 17,555.791

P99 2,955.236 4,412.003 2,011.062 3,649.208 21,913.861

Notes: Robust standard errors, clustered by models, in parentheses.
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Table 6: Partial effects on AIC

(1) (2) (3) (4) (5)
depend. var = AIC SgM SgF CoM CoF CoMF

Utility function
Translog -11.837 24.269 -31.366 -0.976 -108.903

(8.363 ) (16.040 ) (5.286 ) (4.597 ) (53.367 )
Quadratic 86.716 91.918 30.253 1.573 260.047

(8.380 ) (15.003 ) (5.472 ) (5.073 ) (53.569 )
Box-Cox -97.060 -146.388 -3.209 -0.735 -209.292

(8.897 ) (15.735 ) (6.024 ) (4.957 ) (54.401 )
Welfare stigma 205.747 536.612 95.416 64.200 505.004

(7.303 ) (8.092 ) (4.836 ) (4.402 ) (50.859 )
Number of Halton draws -0.381 -0.900 -0.254 -0.213 -5.241

(0.187 ) (0.333 ) (0.122 ) (0.105 ) (1.160 )
Hours restrictions

None 236.071 184.386 178.031 89.645 2,127.538

(7.161 ) (15.171 ) (3.590 ) (4.348 ) (26.280 )
Part-time restrictions -250.373 -239.678 -170.634 -86.141 -1,859.884

(6.072 ) (13.799 ) (3.259 ) (4.166 ) (29.907 )
Fixed costs 45.342 79.732 17.729 5.625 -184.820

(7.743 ) (16.437 ) (4.472 ) (5.007 ) (39.366 )
Observed heterogeneity

None 36.630 101.908 24.143 135.868 290.181

(9.611 ) (16.242 ) (5.965 ) (3.836 ) (58.934 )
in C only -11.346 49.068 -5.487 -60.089 123.995

(9.748 ) (18.864 ) (6.207 ) (5.440 ) (59.753 )
in L only 0.486 -62.585 -8.401 -44.727 -172.652

(9.598 ) (16.136 ) (5.965 ) (4.376 ) (59.102 )
in C and L -25.931 -92.897 -12.763 -59.371 -241.001

(9.504 ) (17.418 ) (6.648 ) (4.451 ) (58.848 )
Unobserved heterogeneity

None 8.412 13.171 3.940 0.871 26.822

(11.200 ) (20.319 ) (6.700 ) (5.737 ) (67.110 )
in C only 19.050 17.606 17.036 13.182 41.890

(10.146 ) (17.882 ) (6.352 ) (5.746 ) (62.290 )
in L only 11.731 33.917 -4.286 3.580 1.372

(10.393 ) (18.905 ) (7.022 ) (5.697 ) (63.510 )
in C and L -9.881 -16.537 -1.509 -6.026 26.277

(10.315 ) (18.247 ) (6.608 ) (5.814 ) (65.027 )
in C and L (with correl.) -30.039 -47.172 -18.869 -12.205 -97.483

(10.150 ) (18.104 ) (6.764 ) (5.810 ) (64.846 )
Wage imputation

Full sample imputation -70.193 -223.245 -50.495 -63.364 -298.669

(8.098 ) (13.827 ) (5.242 ) (4.399 ) (51.692 )
Error integrated out -16.467 0.614 16.265 31.055 63.975

(8.670 ) (15.612 ) (5.417 ) (4.526 ) (51.650 )
Full sample, no correction -51.777 -127.543 -44.673 -103.475 -636.284

(9.326 ) (15.127 ) (6.361 ) (5.029 ) (66.563 )
Full sample, error integrated out -33.090 -125.272 -20.837 -0.257 76.119

(10.217 ) (19.925 ) (7.147 ) (5.548 ) (67.627 )
Full sample, 1 random draw -51.250 -200.023 -32.422 33.737 126.429

(11.017 ) (13.741 ) (9.647 ) (8.141 ) (84.811 )
Non-workers, error integrated out 3.721 90.289 36.175 40.856 24.328

(11.003 ) (18.830 ) (6.021 ) (4.835 ) (56.507 )

N 2,002 1,763 1,687 1,782 2,110

Mean 2,469.915 3,727.804 1,781.995 3,413.864 19,573.604

SD 186.851 313.322 110.033 97.537 1,185.080

Minimum 2,028.757 3,196.046 1,597.286 3,187.719 17,366.828

Maximum 3,024.334 4,519.104 2,033.445 3,676.718 22,383.174

P1 2,057.551 3,241.967 1,612.034 3,205.656 17,555.791

P99 2,955.236 4,412.003 2,011.062 3,649.208 21,913.861

Notes: Robust standard errors, clustered by models, in parentheses.
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Table 7: Marginal effects on elasticities

(1) (2) (3) (4)
depend. var = elasticities SgM SgF CoM CoF

Utility function
Quadratic 0.001 -0.021 0.016 0.020

(0.002 ) (0.003 ) (0.002 ) (0.003 )
Box-Cox 0.002 0.001 0.026 0.046

(0.002 ) (0.003 ) (0.002 ) (0.003 )
Welfare stigma 0.004 0.048 0.015 0.018

(0.002 ) (0.003 ) (0.002 ) (0.003 )
Number of Halton draws -0.000 -0.000 -0.000 -0.000

(0.000 ) (0.000 ) (0.000 ) (0.000 )
Hours restrictions

Part-time restrictions -0.007 0.009 0.032 0.026

(0.002 ) (0.003 ) (0.002 ) (0.003 )
Fixed costs 0.013 0.021 0.044 0.039

(0.002 ) (0.003 ) (0.002 ) (0.003 )
Observed heterogeneity

in C only -0.014 -0.017 0.002 0.006

(0.002 ) (0.003 ) (0.002 ) (0.004 )
in L only -0.010 -0.016 0.001 -0.026

(0.002 ) (0.003 ) (0.002 ) (0.003 )
in C and L -0.018 -0.032 -0.002 -0.026

(0.002 ) (0.004 ) (0.002 ) (0.003 )
Unobserved heterogeneity

in C only -0.002 -0.006 0.001 0.000

(0.002 ) (0.004 ) (0.002 ) (0.004 )
in L only 0.001 -0.007 -0.020 -0.011

(0.002 ) (0.004 ) (0.002 ) (0.004 )
in C and L 0.013 0.016 -0.030 -0.023

(0.003 ) (0.004 ) (0.003 ) (0.004 )
in C and L (with correl.) 0.009 0.006 -0.029 -0.024

(0.003 ) (0.004 ) (0.003 ) (0.003 )
Wage imputation

Full sample, no correction 0.150 0.200 0.215 0.344

(0.002 ) (0.004 ) (0.002 ) (0.003 )
Full sample, error integrated out 0.086 0.148 0.060 0.075

(0.003 ) (0.005 ) (0.003 ) (0.004 )
Full sample, 1 random draw 0.037 0.040 0.023 -0.049

(0.002 ) (0.003 ) (0.003 ) (0.004 )
Non-workers, error integrated out -0.036 -0.034 -0.010 -0.014

(0.002 ) (0.003 ) (0.002 ) (0.003 )

Constant 0.150 0.154 0.173 0.310

(0.003 ) (0.005 ) (0.003 ) (0.005 )

N 2,002 1,763 1,660 1,718

R2
0.797 0.781 0.884 0.900

Mean 0.176 0.218 0.251 0.418

SD 0.078 0.107 0.094 0.153

Minimum -0.082 -0.053 0.024 -0.198

Maximum 0.382 0.521 0.480 0.789

P1 0.019 0.052 0.104 0.223

P99 0.344 0.501 0.465 0.761

Notes: Robust standard errors, clustered by models, in parentheses.
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Table 8: Partial effects on elasticities

(1) (2) (3) (4)
depend. var = elasticities SgM SgF CoM CoF

Utility function
Translog 0.002 0.009 -0.004 -0.026

(0.004 ) (0.006 ) (0.005 ) (0.007 )
Quadratic 0.012 0.008 0.005 0.033

(0.003 ) (0.005 ) (0.005 ) (0.008 )
Box-Cox -0.018 -0.021 -0.003 -0.009

(0.004 ) (0.005 ) (0.005 ) (0.008 )
Welfare stigma -0.004 0.024 0.006 0.010

(0.004 ) (0.005 ) (0.005 ) (0.007 )
Number of Halton draws -0.001 -0.001 -0.001 -0.001

(0.000 ) (0.000 ) (0.000 ) (0.000 )
Hours restrictions

None 0.003 -0.010 -0.028 -0.016

(0.004 ) (0.005 ) (0.005 ) (0.008 )
Part-time restrictions -0.008 0.009 0.017 0.006

(0.004 ) (0.005 ) (0.005 ) (0.007 )
Fixed costs 0.008 -0.000 0.010 0.011

(0.004 ) (0.006 ) (0.005 ) (0.008 )
Observed heterogeneity

None 0.012 0.009 -0.004 -0.005

(0.004 ) (0.006 ) (0.005 ) (0.008 )
in C only -0.003 0.016 0.008 0.097

(0.004 ) (0.006 ) (0.005 ) (0.011 )
in L only -0.001 -0.014 -0.002 -0.036

(0.004 ) (0.006 ) (0.005 ) (0.008 )
in C and L -0.009 -0.010 -0.001 -0.017

(0.004 ) (0.006 ) (0.006 ) (0.008 )
Unobserved heterogeneity

None -0.006 -0.007 0.011 -0.002

(0.004 ) (0.006 ) (0.005 ) (0.009 )
in C only -0.014 -0.014 0.016 0.013

(0.004 ) (0.006 ) (0.005 ) (0.009 )
in L only -0.006 -0.009 -0.004 -0.002

(0.004 ) (0.006 ) (0.006 ) (0.009 )
in C and L 0.014 0.023 -0.015 -0.003

(0.005 ) (0.007 ) (0.006 ) (0.010 )
in C and L (with correl.) 0.012 0.007 -0.011 -0.007

(0.005 ) (0.007 ) (0.006 ) (0.010 )
Wage imputation

Full sample imputation 0.119 0.151 0.128 0.184

(0.002 ) (0.004 ) (0.004 ) (0.006 )
Error integrated out -0.045 -0.050 -0.060 -0.108

(0.003 ) (0.005 ) (0.004 ) (0.006 )
Full sample, no correction 0.139 0.172 0.198 0.329

(0.002 ) (0.005 ) (0.003 ) (0.003 )
Full sample, error integrated out 0.056 0.088 0.006 -0.016

(0.004 ) (0.005 ) (0.004 ) (0.006 )
Full sample, 1 random draw -0.002 -0.050 -0.039 -0.152

(0.003 ) (0.004 ) (0.004 ) (0.006 )
Non-workers, error integrated out -0.101 -0.126 -0.081 -0.127

(0.002 ) (0.003 ) (0.003 ) (0.005 )

N 2,002 1,763 1,660 1,718

Mean 0.176 0.218 0.251 0.418

SD 0.078 0.107 0.094 0.153

Minimum -0.082 -0.053 0.024 -0.198

Maximum 0.382 0.521 0.480 0.789

P1 0.019 0.052 0.104 0.223

P99 0.344 0.501 0.465 0.761

Notes: Robust standard errors, clustered by models, in parentheses.
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Table 9: Estimation results—Convergence probabilities of the different models

(1) (2) (3) (4) (5)
SgM SgF CoM CoF CoMF

converged
Utility function

Quadratic 1.223
∗ -0.176 2.399

∗
0.186 2.224

∗∗∗

(0.496) (0.388) (1.112) (0.350) (0.547)
Box-Cox -2.708

∗∗∗ -2.620
∗∗∗ -5.501

∗∗∗ -1.354
∗∗∗ -3.664

∗∗∗

(0.514) (0.392) (0.588) (0.373) (0.527)
Number of Halton draws -0.107

∗∗∗ -0.0826
∗∗∗ -0.0574

∗∗∗ -0.0892
∗∗∗ -0.115

∗∗∗

(0.0160) (0.0106) (0.00688) (0.0139) (0.0144)
Hours restrictions

Part-time restrictions 2.885
∗∗∗

1.402
∗∗∗

2.176
∗∗∗

2.000
∗∗∗

4.318
∗∗∗

(0.613) (0.362) (0.359) (0.418) (0.748)
Fixed costs 1.066

∗
0.921

∗ -0.361 0.600 0.936
∗∗

(0.418) (0.375) (0.275) (0.329) (0.333)
het_obson_c -1.247

∗ -0.367 0.897
∗

0.163 -0.433

(0.541) (0.405) (0.425) (0.400) (0.372)
het_obson_l -1.006 -0.367 -0.818

∗
0.251 -1.268

∗∗∗

(0.596) (0.433) (0.373) (0.410) (0.368)
het_obson_cl 0.140 -0.425 -1.818

∗∗∗ -0.938 0.502

(0.714) (0.560) (0.515) (0.542) (0.555)
het_randon_c 0.0687 0.347 0.632 -11.80

∗∗∗ -13.22
∗∗∗

(0.394) (0.314) (0.667) (1.013) (0.962)
o.het_randon_l 0 0 -2.743

∗∗∗ -15.26
∗∗∗ -16.94

∗∗∗

(.) (.) (0.492) (0.329) (0.677)
o.het_randon_cl 0 0 0.600 11.69

∗∗∗
12.83

∗∗∗

(.) (.) (0.743) (1.062) (1.025)
het_randon_corr -0.162 -0.269 -0.855

∗
0.253 0.113

(0.416) (0.340) (0.360) (0.337) (0.361)
Full sample imputation 0.259 -0.508 -1.309

∗∗∗
0.245 -1.217

∗∗∗

(0.465) (0.336) (0.307) (0.349) (0.344)
Single random draw -0.605 -0.0633 -0.0810 -0.558 0.968

(0.667) (0.523) (0.428) (0.507) (0.732)
Error integrated out -1.089

∗∗∗ -1.336
∗∗∗ -0.447 -0.816

∗∗ -0.398

(0.324) (0.267) (0.269) (0.278) (0.267)

Constant 8.905
∗∗∗

7.605
∗∗∗

10.24
∗∗∗

21.78
∗∗∗

25.65
∗∗∗

(1.182) (0.741) (0.956) (0.893) (1.295)

Observations 1384 1384 2219 2219 2219

R2

Standard errors in parentheses
Notes: Robust standard errors, clustered by models, in parentheses.
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table 10: Marginal effects on dudes

(1) (2) (3) (4) (5)
depend. var = dudes SgM SgF CoM CoF CoMF

Utility function
Quadratic -0.042 -0.021 -0.026 0.018 -0.000

(0.005 ) (0.003 ) (0.005 ) (0.002 ) (0.001 )
Box-Cox -0.041 -0.016 -0.027 0.002 -0.006

(0.004 ) (0.002 ) (0.004 ) (0.001 ) (0.001 )
Welfare stigma 0.036 0.008 0.000 -0.002 -0.001

(0.004 ) (0.002 ) (0.004 ) (0.001 ) (0.001 )
Number of Halton draws 0.000 0.000 0.001 0.000 0.000

(0.000 ) (0.000 ) (0.000 ) (0.000 ) (0.000 )
Hours restrictions

Part-time restrictions -0.030 -0.007 -0.035 -0.013 -0.005

(0.004 ) (0.003 ) (0.005 ) (0.002 ) (0.001 )
Fixed costs -0.025 -0.010 -0.034 -0.007 -0.003

(0.005 ) (0.003 ) (0.005 ) (0.002 ) (0.001 )
Observed heterogeneity

in C only -0.000 0.029 0.007 0.060 0.002

(0.005 ) (0.002 ) (0.005 ) (0.002 ) (0.001 )
in L only 0.001 0.002 -0.010 0.000 -0.001

(0.006 ) (0.003 ) (0.006 ) (0.001 ) (0.001 )
in C and L 0.001 0.029 0.015 0.016 0.000

(0.005 ) (0.003 ) (0.006 ) (0.002 ) (0.001 )
Unobserved heterogeneity

in C only -0.007 -0.003 0.005 0.006 -0.002

(0.005 ) (0.002 ) (0.003 ) (0.002 ) (0.001 )
in L only 0.002 0.006 0.022 0.003 0.001

(0.006 ) (0.003 ) (0.005 ) (0.002 ) (0.001 )
in C and L -0.001 0.000 0.012 0.010 0.000

(0.005 ) (0.002 ) (0.004 ) (0.002 ) (0.001 )
in C and L (with correl.) 0.015 0.006 0.040 0.010 0.004

(0.007 ) (0.004 ) (0.006 ) (0.002 ) (0.002 )
Wage imputation

Full sample, no correction 0.003 -0.011 -0.001 -0.021 -0.001

(0.002 ) (0.002 ) (0.002 ) (0.002 ) (0.002 )
Full sample, error integrated out 0.030 0.017 0.026 -0.004 0.011

(0.004 ) (0.003 ) (0.004 ) (0.001 ) (0.001 )
Full sample, 1 random draw 0.019 0.006 0.024 0.027 0.001

(0.003 ) (0.003 ) (0.004 ) (0.003 ) (0.001 )
Non-workers, error integrated out 0.046 0.010 0.046 0.016 0.004

(0.006 ) (0.003 ) (0.006 ) (0.002 ) (0.001 )

Constant 0.028 0.019 0.023 -0.008 0.004

(0.008 ) (0.004 ) (0.006 ) (0.003 ) (0.002 )

N 2,159 2,141 2,085 2,149 2,142

R2
0.162 0.172 0.165 0.504 0.130

Mean 0.026 0.029 0.036 0.024 0.006

SD 0.092 0.050 0.090 0.044 0.018

Minimum 0.000 0.000 0.000 0.000 0.000

Maximum 0.904 0.721 1.000 0.341 0.595

P1 0.000 0.000 0.000 0.000 0.000

P99 0.542 0.201 0.362 0.198 0.057

Notes: Robust standard errors, clustered by models, in parentheses.
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